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ABSTRACT

Cognitive Radios is a promising technology for thgportunistic use of under-utilized
spectrum since they are able to sense the speandnuse frequency bands. For this
purpose several spectrum sensing techniques armysdpike Energy Detector, Matched
Filter and Cyclo-Stationary feature detector. Tleefgrmance of these Spectrum Sensing
techniques for cognitive radios is limited by thexzeived signal's strength which may be
severely degraded due to pathloss. In such a soet@rperative sensing may alleviate the
problem of detecting the primary user by reducihg probability of interference to a
primary user. The cooperative sensing relies onvérability of signal strength at various
locations. It is expected that a network of cogeitiradios with sensing information
exchanged between neighbors will have a better cghai detecting the primary user
compared to the individual sensing. This thesis @®strates that single node detection is
not sufficiently reliable in a lossy environmentdanow cooperative spectrum sensing can
be improved. Moreover cooperative and non cooperagpectrum sensing schemes have
been compared on the basis of reliability and perémce. All simulations have been

carried out in MATLAB.
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Chapter 1

INTRODUCTION

1.1 Introduction

The growing progress in the wireless technology flase a question in front of spectrum
regulatory bodies to find new ways for the spectmmanagement. As most people belief
that with the advancement in the wireless technotbg requirement of wireless spectrum
would also increases that will become impossiblesatisfy with the current spectrum
management policy. Secondly if we look towards spectrum usage pattern of existing
wireless technology it is come to known that mostthee allocated spectrum is under
utilization. Spectrum usage measurements obtaiggdebFCC’s spectrum shown in Figure
1.1 shows that most of the time much of the avhalagpectrum lies idle. These
measurements show that this shortage of usabletrgpeds due to drawbacks in the
spectrum management policies rather than any phlysihortage. The underutilization of the
spectrum has forced the engineering, economicsregalation communities to go for a

better spectrum management policies and techniques.

| Heavy s Heasy Lse

Sparse Use Pelledimny Uise

l h.[-,.-u[ |

iglre 1.1 Spectrum Utilization [1]




In usual spectrum management policy each operatassigned fixed frequency band. As
most of the spectrum is already allocated to diffierservice provider it is difficult to
provide the frequency bands to new service prosideto extend the existing one [3].

As already mentioned the licensed spectrum is riizad optimally. Based on this
observation regulatory bodies’ moves their intemtio find new ways for the effective
utilization of existing spectrum. They come up witew approach for the spectrum
utilization named as dynamic spectrum access. ilvapproach a secondary (unlicensed)
user is allowed to access the licensed band ofguyimiser in an opportunistic manner.
Federal Communication Commission (FCC) particulaigws its interest in the use of the
spectrum of licensed user whenever it is availalt=E 802.22 has emerged as a new

standard to work on this idea[3]. Figure 1.2 shawsore elaborative view of IEEE 802.22.

RAN
<100 km
802.22 (proposed) ~10 to 20Mbps

WAN
<15km
802.20

GSM, GPRS,CDMA,2.5G,3G

LAN
<150m
802.11 a/b/e/g

PAN
<10m
802.15(Bluetooth)

Figure 1.2 pctru tilization [5]



As the secondary user starts communication in bguency band of the licensed users so
there might be a chance that it will cause interfiee to primary user. To protect the
primary user from the interference of secondary’ssebust spectrum sensing techniques

can play a key role. Tablel list the approached@yed for this purpose.

Infrastructur: Legacy Transceive Continuou
cost compatibility Complexity Monitoring
Databas High No Low No
Registry
Beacol High No Low No
signals
Spectrur Low Yes High Yes
Sensing

Table 1.1 Classification of white spaces identifma methods [3]
The first two approaches listed in Table 1.1 haxged the licensed users to inform the
secondary user about the current status of spectrtilmation. This activity can be
accomplished either by the use of central serverbgracknowledgment to all secondary
users but it requires some modifications in thestaxy structures of the primary network
which is seems to be incompatible with the strietusf the primary network so spectrum
sensing techniques is seems to be a promising agpria this context [3]. The cognitive
radio technology can be good choice for this paldicidea that will also incorporate the
spectrum sensing issues.
1.2 Characteristics of Cognitive Radios
Cognitive radio is a radio that is capable of fmglthe spectrum holes and then dynamically
adjusts its architecture according to the availapkectrum. The evolution to cognitive radio
spread over three generations of communicatiored=Radios Adaptive radios and Fully

Adaptive Radios. Figure 1.3 clearly illustrate tiaracteristics of these types of radios
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Limited data Multi netwot;'_lI(_/tprotcol
Rates capability

Figure 1.3 Generation of Radios [9]
The main features that distinct the cognitive redion other radios are cognitive capability
and reconfigurability. A cognitive radio can sendee radio environment (cognitive
capability), analyze and learn sensed informatiwh @hange its parameters according to the
environment (reconfigurability).
1.2.1 Cognitive Capability

Following are the main parts of cognitive capaieiit

Cognitive Capability

Location Network

Sensing Sharing Identification Discovery

Figure 1.4 Cognitive Capability components



The cognitive radio is in search of that part oé ticensed user's spectrum which is
available at particular time. The Spectrum Sensngecessary step for the operation of
cognitive radios. In order to use the spectrumicdnised user there is a need of efficient
spectrum sharing scheme that results in the optutilE@ation of the sensed spectrum. The
location identification is needed to allow the citige radio to adjust its parameters like
power and frequency according to the location bepusers. The cognitive radio should be
able to use the facility provided by any networlaay instant of time [6].

1.2.2 Reconfigurable Capability

Main parts of cognitive reconfigurability are shown Figure 1.5. The frequency agility
component allows the CR to work on any availabegfiency. The CR should have the
capability to support multiple types of modulatisrthemes for switching between different
types of networks. The CR should have to suppoitiptel power levels. It also has the
ability to work on low power in order to increase tdata rate. The CR should also support

multiple network access mechanisms [6].

Reconfigurabilty

4 4 A Y

Adaptive Transmitter Power Dynamic Network

Frequency Agility Modulation Control Access

Figure 1.5 Reconfigurability Components
In order to perform the functionalities describdmbee the CR must has to modify all its

layers according to the environment as illustratetthe Figure 1.6.
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Figure 1.6 Dynamic changes in all Layers [1]

1.3 Spectrum Sensing

The first step in the operation of cognitive radisshe spectrum sensing. The cognitive
radio goes across the whole spectrum and findareee which is not utilized by the primary
or licensed users. The real advantage of the aegnmiadio technology is possible only if the
sensing schemes are reliable. By reliability | mézat it detects the presences of primary
user in proficient manner. The success of the tnisson of the CR users is directly
dependant on the behavior of the sensing schenigsteFl.7 illustrates the concept of

spectrum holes. The absence of blocks indicatesorappty for the transmitters of

secondary users to use that particular spectrum.
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Figure 1.7 Spectrum hole concept [1]
The cognitive capability of a cognitive radio allewhe CR users to perform interaction to
its environment on real time basis. The tasks redquifor adaptive operation in open
spectrum are shown in Figure 1.6 [1], which is mefé to as the cognitive cycle. The three

main steps of the cognitive cycle, shown in Figlu& are as follows:

Radio

Transmitted Environment

Signal

Stimuli

Spectrum

A ~Licensed
mobility user
. Spectrum
detection Semsing
\\
\\
Decision )
Ssp:ao:.r:én *\Req uest / Spectrum /
. Hole /
) Y
) Spectrum
— Decision
Channel
Capacity

Figure 1.8 Cognitive Cycle [1]



1.3.1 Spectrum Sensing

A cognitive radio goes across the radio environnagnt senses the presence of the primary
users in order to find the transmission opportunity

1.3.2 Spectrum Analysis

The spectrum band which is not utilized by the jmynuser is analyzed for their
characteristics estimation.

1.3.3 Spectrum Decision

Cognitive radio first determines its own capalehtie.g. the data rate, the transmission
mode, and the bandwidth of the transmission. Ttienappropriate spectrum band selection
is made from the spectrum holes determined in sp@cisensing. Once the operating
spectrum band is determined, the communicatiorbegmerformed over this spectrum band.
However, since the radio environment changes fiom to time, the cognitive radio should
be aware of the changes of the radio environment.

If some primary user wants to communicate on thectspm band, which is in the use of
cognitive radio then the spectrum mobility functia invoked to provide a seamless
transmission. Any environmental change during tfedmission such as primary user
appearance, user mobility, or traffic variation e&tivate this adjustment.

1.4 Architecture of Cognitive Radio Network

The cognitive radio networks has the multiple remsailities in the sense that it not only
handles the communication of the cognitive radiersisbut also have to ménage the
interaction with different types of networks hertlse cognitive radio networks seems be not
a simple alone network it must be a heterogeneaiwanks. But here, heterogeneity

comprise of many factors it is heterogeneous imrmserof different wireless access



technologies, networks etc. The objective behinghdive radio network architecture is not
only to improve the spectrum utilization but alsoimprove the entire network. If we look
from user's point of view the cognitive radio netk® should be able to fulfill the
requirements of the users. And from the operajpessSpective, they must be able to provide
more bandwidth and low interference

1.4.1 Network Architecture

The Cognitive Radio Network can be deployed in aagwork configuration like network-
centric, distributed, adhoc, and mesh architectdree main components in the architecture
of cognitive radio networks are as follow [6].

1.4.1.1 Cognitive Radio mobile Station (MS)

As we know that the Cognitive Radio user will naivh any license so some modifications
are needed in the architecture of mobile statiocoghitive radio users.

1.4.1.2 Cognitive Radio base-station
A fixed infrastructure that is responsible to pdwisingle hop connection to unlicensed CR

users. CR user can access the other networkslvethelp of this component.

1.4.1.3 Core networks
The main entity at the backbone or core of the odtwalled Spectrum Broker that is

responsible to share the sensed spectrum amorgRhesers of different CR networks. It is
acting like centralized server that has all infotiora about available spectrum to enable
coexistence of multiple CR networks [5].

1.4.2 Types of Cognitive Radio Networks

There CR networks can be characterized by theviotig three types of networks.



Cognitive Radio
Network

v v v

Infrastructure Adhoc Mesh

1.4.2.1 Infrastructure Architecture
In the Infrastructure architecture mode a CR basgion is responsible for all the

communication among the CR users of different nétvim terms of on hop. Different base

stations are connected through backbone calledtiGpedroker [1].

Backbone
Network

Figure 1.9 Infrastructure Network [6]

1.4.2.2 Ad-hoc Architecture
This architecture is also known as infrastructle#gs mode. In this mode all CR users

communicate each other by exchanging control in&tion in order to share the spectrum

sensed through spectrum sensing process.

1C



Figure 1.10 Adhoc Network [6]

1.4.2.3 Mesh Architecture

The combination of Infrastructure and Ad Hoc atettures is known as mesh network. The

CR base stations act as routers and form wirelesisbones.

Figure 1.11 Mesh Network [6]
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1.5 Applications of Cognitive Radios

Cognitive Radio Networks can be applied to theofelhg cases:

1.5.1 Leased network

The main application of CR networks is that it @@k as leased network. The CR network
can utilize the spectrum of licensed user on ledsesis with the promise that it will not
harm the communication of primary users.

1.5.2 Cognitive mesh network

The main objective of mesh networks is to provideadband connectivity [10]. Since the
cognitive radio technology enables the access tgetaamount of spectrum, therefore
cognitive radio networks will be a good choice teanthe requirements of mesh networks.
1.5.3 Emergency network

The CR network can be utilized at the place of prymetwork in case of natural disasters
[11].

CR networks can communicate on available spectrammal In ad hoc mode without the need
for an infrastructure and by maintaining communarapriority and response time.

1.5.4 Military network

In [12] authors proposed that the CR networks camused in military radio environment.
CR networks can enable the military radios to ckaambitrary intermediate frequency (IF)
bandwidth, modulation schemes, and coding schemdapting to the variable radio

environment of battlefield.
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1.6 Problem Statement

The purpose of the research is to improve relighiti the identification of spectrum holes
by employing the cooperative techniques among tReu€ers. To see how much we can
gain by employing cooperative spectrum sensing, lomgnitive users cooperate in a
cognitive radio network and what is the overheabaisited with cooperation.

1.7 Objectives

The primary objective of this thesis is to condactcomprehensive appraisal of the
contemporary techniques used for non cooperativk @operative spectrum sensing in
cognitive radio networks and to provide implemeptatof suitable cooperative spectrum
sensing techniques. The secondary objective insluidentification of the areas for
improvement of the results and the resolution efittentified deficiencies.

1.8 Thesis Organization

The rest of the research is organized as followspter 2 gives a review of the techniques
that have been used for non cooperative and comgespectrum sensing. Chapter 3 gives
the formal definition and provides a framework tbhe solution of the problem in hand. It
also lists the assumptions and conditions thatndethe scope of the work. Chapter 4
illustrates the detailed design of different coapiee spectrum sensing techniques. It also
further explains how these modules are finallygna¢ed to form a complete test program.
Chapter 5 gives an in depth analysis of the resldtained during the experimentation and
comparison of cooperative and non cooperation bagedtrum sensing techniques. Lastly,
chapter 6 concludes the research and highlightfutihee work, which can be done to carry

forward this effort.



1.9 Summary

This Chapter covers the broader aspects of theamasdopic. It presents the motivation

behind the selection of this subject as final thekihas highlighted the basic aspects of
Cognitive Radio Networks. The problem statemengiigen to clarify the scope of the

project. At the end an organization of the reghefdocument is provided.
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Chapter 2

LITERATURE REVIEW

2.1 Introduction

This chapter includes the detailed descriptionafous Spectrum Sensing approaches used
to detect the spectrum holes in the CR network. dhegpter encompasses the background
work on both the Cooperative and Non Cooperativec8pm Sensing techniques.

2.2 Classification of Techniques

The first step toward the functional implementata§rCR networks is the spectrum sensing.
In spectrum sensing there is a need to find spectnoles that are not utilized by the
licensed users. However direct measurement of @dtdmtween primary transmitter and
receiver seems to be difficult [1].

For CR simultaneously transmission and detectioa jgoblem thus, we need such robust
spectrum sensing techniques that is efficient mteletection time and reliability. In
literature the spectrum sensing techniques haven lodgssified in the following three

categories [1].

Spectrum
Sensing
———
Transmitter Receiver Interference
Detection Detection temperature
Cyclostationar
Energy MaFched y i Y
Detection Filter

Detection

Figure 2.1 Classification of Spectrum Sensing Tegpines [1]



2.2.1 Transmitter Detection

The main objective in the transmission detectiomestes is to detect the presence of the
primary transmitter that is transmitting at a pauiar time.
The hypothesis model that is presented for thectleteof primary transmitter in [13] is, the
signal received by the CR user is

x(t) ={n(t)H, (2.2)

x(t) ={hs(t) +n(t)H,
Where x (t) is the signal received by CR, s (this transmitted signal of primary user, n (t)

is the Additive white Gaussian noise (AWGN) andshthie amplitude gain of the channel.
There are three transmitter detection techniquss tan this hypothesis model [14]: Energy
Detection, Matched Filter Detection and Cyclostadiy Feature Detection.

Now in the following section we will discuss eachtbe transmitter detection technique
their pros and their cons.

2.2.1.1 Matched Filter Detection

The matched filter is used to provide maximum digoanoise ratio at its output for a given
transmitted waveform [11]. Figure 2.2 depicts tHeck diagram of matched filter. The
signal received by CR is input to matched filteriathis r (t) = s (t) + n (t). The matched
filter convolves the r (t) with h (t) where h (t)s=(T-t +1). Finally the output of matched

filter is compared with a thresholdto decide whether the primary user is presenbar n

AWGN Mixed Matched Threshold
w Signal H Filter AWA Decision

Figure 2.2 Block Diagram of Matched Filter
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If the wave from of the primary transmitter is aldy known to CR then the matched filter is
the optimal scheme for the detection of primarysraitter. This requires some background
about the waveform of primary user such as modiairpe, the pulse shape and the packet
format which is very difficult to ménage so if CRebn’t have this type of prior information
then it's difficult to detect the primary user. $hscheme can still be utilized due to its
simple and the fact that the prior knowledge capbavided by introducing pilots or
spreading codes in the waveform of primary usetg. dBill there are certain limitations in
matched filter like, each CR should have the infation of all the primary users present in
the radio environment. Advantage of matched fiigethat it takes less time for detection.
However it requires a dedicated receiver for eyaignary user class which is difficult to
meet [14].

2.2.1.2 Energy Detection

The matched filter technique is the optimal chafcER has sufficient information about

primary user’s transmitter. However if CR unablegtt all this information but it has the

knowledge about the power of the random Gaussi@enthen Energy Detector is the better
choice in this case[1].

In [13] the authors proposed the basic componehenergy detector which is shown in
Figure 2.3. The signal received by the CR is pasezugh the band pass filter of center
frequency fs and bandwidth of interest W. The ffiie followed by a squaring device to

measure the received energy then the integratarrdetes the observation interval, T.
Finally the output of the integrator, Y is companeidh a threshold) to decide whether

primary user is present or not.

17



X(t)
BPE () |

Squaring Integrator Threshold
Device Device

Figure 2.3 Block Diagram of Energy Detector

2.2.1.3 Cyclostationary Feature Detection

The coupling of modulated signals is usually dori whe use of sine wave carriers, pulse
trains and other parameters that brings built-inookcity [14]. Even though the data is
stationary random process, these modulated sigmalsharacterized as Cyclostationary,
since their statistics, mean and autocorrelatiotibés periodicity. These features are
detected by analyzing a spectral correlation fmctirhe periodicity is provided for signal
format so that receiver can use it for parametg@masion like pulse timing, carrier phase
etc. This periodicity can be used in the detectibrandom signals with a particular type of
modulation with the noise and other modulated dggna

Recent research efforts show that the Cyclostatjofeature detection scheme can
be utilized for the classification purpose andcitsssification is robust in terms of reliability
than the simple energy detection and match filetection scheme. As discussed, a matched
filter as requires a prior knowledge which is diffit to provide. Energy detector, although
doesn’t require prior knowledge and simple to impat still it is prone to interference and

noise levels [13] and it is unable to differentibtgween signal power and noise power.

r(t)

C lat A Feature
I orrelate verage

R(f)R(f-a) Over T Detection

Figure 2.4 Block Diagram of Cyclostationary FeatDegector
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The block diagram of Cyclostationary feature detects shown in Figure 2.4. The detected
features may the number of signals, their modutatipes, symbol rates and presence of
interferers. The correlation factor greater thae threshold indicates the presence of
primary user in radio environment. Although thefpenance of this scheme is better than
energy detector but it is computationally very engiee thus requires more processing time,
which is bottleneck of Cognitive radio.

2.3 Regulatory Constraints

The opportunistic access technique of CR is depende satisfactory protection of the
primary users from harmful interference. The perfance of sensing technique has to
follow certain regulatory constraints, which aracterized in the following manner.

2.3.1 Sensing Periodicity

The CR technology operates on the band of primagysuwith the promise that it will not
create any sort of interference for the primaryrsiskn order to avoid the interference with
the primary user while utilizing a white space, @ should need to periodically sense the
band on regular basis (e.g. every Tp). Where theisg period Tp, indicates the duration of
time during which the CR user will be aware of #raval of primary user. Therefore, the
sensing period determines the delay, and thusateBdower bound on the quality of service
(QoS) when the primary user regains its licensalb&mce it is not possible to sense and
transmit simultaneously, so sensing has to bel@aeed with the data transmission

2.3.2 Detection Sensitivity
The interference due to the CR user is extremalmnha for the primary user if it causes the

signal-to-interference ratio (SIR) at any primaegeiver to fall below a certain threshold,
specify by regulatory bodies. This threshold degeol the fact that how robust the receive

is towards the interference and variations in theduspectrum bands.



Considering these parameters into account the timtesensitivity, fin as the minimum
SNR at which the primary signal may still be acteisa(e.g. with a probability of 0.99)
detected by the cognitive radio, this regulatoguieement may be expressed as

. -BUD+R)
min N
Where Pp denotes the transmitted power of theagsgimiser, L denotes the total pathloss

2.2)

(including shadowing and multipath) at a distancefram the transmitter, D is the
interference range of the secondary user, R isrthgimum distance between a primary
transmitter and the corresponding receiver and Nhé noise power [3]. In order to
determine the detection sensitivity Pp and R shobedgrovided by the regulator or the
corresponding primary system. The interference gaoiya cognitive user is depicted in

Figure 2.5.

Primary
Receiv
er

Primary R Primary D Cognitive
Primary Transmitter Receiver Radio

Receiver

Figure 2.5 Interference range of a cognitive rdd]o

From the preceding paragraph it can be concludatctilere is a strong relationship between
the detection sensitivity of a cognitive radio ath@ maximum power it is allowed to
transmit in a certain licensed band. This notion ba extended to generalized cognitive

radio networks. Intuitively, a network with moreeus and/or higher transmitted powers
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impacts primary systems that are far away from eatiter. Therefore, a spectrum
management body should manage the total interfereamxording to the detection
sensitivity.

2.4 Spectrum Sensing Challenges

Spectrum Sensing in cognitive radio networks hagersé challenges like sources of
uncertainty in channel, device and network. Sirpersum sensing should perform robustly
even under worst case conditions, such uncertainigeially have implications in terms of
the required detection sensitivity, as discussdaovbe

2.4.1 Channel Uncertainty

Under channel fading or shadowing , a low receisgghal strength does not necessarily
imply that the primary system is located out of #egondary user’s interference range, as
the primary user may be experiencing a deep fadeimg heavily shadowed by obstacles.
Therefore spectrum sensing is challenged by suahred uncertainty since cognitive radio
has to be more sensitive to distinguish a fadedhadowed primary signal from white
spaces. Eq.2.2 shows that any uncertainty in theiwved signal power of the primary signal
translates into a higher detection sensitivity resaent.

Under severe fading, a single cognitive radio rejyon local sensing may be unable to
achieve this increased sensitivity since the regusensing time may exceed the sensing
period, Tp .As this report will illustrate latehi$ issue may be tackled by having a group of
cognitive radios share their local measurementscatidctively decide on the occupancy
state of a licensed band.

2.4.2 Noise Uncertainty
In order to calculate the required detection seuisitin Eq.2.2, the noise power has to be

known. Such a priori knowledge, however, is notilaée in practice, and N has to be
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estimated by the receiver. Unfortunately, calilmaterrors as well as changes in thermal
noise caused by temperature variations limit theuecy with which noise power can be
estimated. Since a cognitive radio may violate #amsitivity requirement due to an
underestimate of N, rmin should be calculated wthworst case noise assumption, thereby
necessitating a more sensitive detector.

Spectrum sensing is further challenged by noisedainty when energy detection is used
as the underlying sensing technique. More spedifica very weak primary signal will be
indistinguishable from noise if its SNR falls bel@vcertain threshold determined by the
level of noise uncertainty. Feature detectors,@ndther hand, are not susceptible to this
limitation due to their ability to differentiate tveeen signal and noise.

2.4.3 Hidden Node Problem

Figure 2.6 illustrates the problem of hidden ndds shown that User A and B cannot hear
user C, so they are trying to utilize the specthand of user C. But they do not know that
they are going to create interference to User tbaintended receiver. The solution to this

problem is the cooperative spectrum sensing.

N3 g
A §
: E &,

/

Figure 2.6 Hidden Node Problem
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2.4.4 Aggregate-Interference Uncertainty

A CR network grows with the advancements in theavogt technology there will be a
chance that multiple cognitive radio networks try dperate over the same available
spectrum. As a result, spectrum sensing will be plmated by uncertainty in aggregated
interference may turn out to be harmful. This utaiaty requires of most sensitive detectors
for CR to detect the harmful interference to priynasers. As illustrated in Figure 2.7 three
networks cognitive radio network A, B and C areragiag Cognitive Radio A is forcing B
to move to another spectrum band. Even the intmar of Cognitive Radio network A and

Coghnitive radio C can still be harmful.

& &
&

Cognitive Radio network A

/%\ Primary '«
Primary Réceiver & ~
Transmitter ,

Cognitive Radio network B

9 &
&

Cognitive Radio
network C

Figure 2.7 The operation of network A forces netwBrto move to another band,;
However the aggregate Interference of networks d@may still be harmful [3]

2.5 Cooperation in cognitive radio
The detection of primary user by the CR is the geint in a cognitive radio networks.
However this seems to be difficult due to the fasturring changes in the in wireless

environment. There will be a chance that CR ugpegence losses due to multipath fading,
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shadowing, and building penetration which wouldutesisperception about the primary
user, which would in turn cause interference to phienary. This phenomenon demands
from the CR to be highly robust to channel lossed detection of extremely low power
signals. These stringent requirements pose a lathaflenges in front of CR networks.
These requirements can be maximally satisfied iftipla CR users cooperate in sensing
matter.

2.5.1 Cooperative topologies in cognitive networks

The Cooperative techniques that have been presentede literature can be broadly

classified into three categories according to tlesel of cooperation.

Topologies

Of
Cooperative
Spectrum
Sensing
Decentralized Centralized Decentralized
Uncoordinated Coordi.nated Coordinated
Techniques Techniques Techniques

Figure 2.8 Classification of Cooperative Technigi@s

2.5.1.1 Decentralized Uncoordinated Techniques

In this approach the CR user does not show any &ortooperation and they work

independently. Each CR user will independently ctespectrum holes for transmission and
in case of the arrival of primary user it wouldueahe channel without informing the other
CR users. The uncoordinated techniques are pronmeaty types of problems as compared
to coordinated techniques. This is clear from tigufe 2.9 that the CR users experience
wrong prediction about the shadowed regions andctiethe channel incorrectly thereby

causing interference at the primary receiver.
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Figure 2.9 Decentralized Uncooperative Detectioohhegue [7]

2.5.1.2 Centralized Coordinated Techniques

In this approach of cooperation there is need oin&astructure deployment as shown in
Figure 2.10. The CR user that detects the presainegrimary transmitter or receiver must
have to forward this information to central entifglled CR controller. The CR controller
can be thought of as device or it may be anotheru€&t. The main responsibility of CR
controller is to notify all the CR users in its genabout the presence of primary user
through a control message. The Centralized schearede further classified according to
their level of cooperation into Partially Coopevatiand Totally Cooperative Schemes. In
partially cooperative scheme CR show cooperatiaimduhe sensing of the channel only.
CR users independently detect the channel andse oapresence of primary user it will
inform the CR controller which then notifies aletiCR users while in Totally Cooperative
Schemes CR cooperate in exchanging the detectieemation among each others in

addition to cooperation in sensing the spectrum.
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Figure 2.10 Centralized cooperative Detectionhhégue [7]

2.5.1.3 Decentralized Coordinated Techniques

A decentralized algorithm named gossiping has bpseyposed which performs the
cooperation spectrum sensing task at much lower Gbgstering schemes have also been
proposed by where cognitive users form in to chsstend these clusters coordinate amongst
themselves. This kind of cluster formation is sanito clustering algorithms in sensor
network topologies. The main aim of these clusteschemes is to reduce transmission
overhead.

2.6 Receiver Detection

Now we need such spectrum sensing techniques velneelable to remove the problems in
transmitter detection. To remove receiver’'s ungetyawe have to design technigques which
we have some information about primary receivere Thakers of transmitter detection

techniques state that we have available the infoom@&f primary receiver. The detection of
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weak signals from primary transmitter where it vgaswn [15] that the problems becomes
very difficult when there is uncertainty in the eaeer noise variance. Then new spectrum
sensing techniques are introduced in which we gatl information about receiver from its
own architecture.

2.6.1 Local Oscillator Leakage

Modern day radio receivers are based on superdustee receiver architecture invented by

Edwin Armstrong in 1918. This architecture is shawifrigure 2.11.

RF Amplifier
With BPF

Frequency IF
Mixer Amplifier

Audio
Amplifier

Figure 2.11 Architecture of Super heterodyne Remeiv

This type of receiver architecture converts Radégifiency (RF) into fixed low intermediate
frequency (IF). In order to convert RF to IF, fregay mixer is used which consists of local
oscillator (LO). Local oscillator is tuned on a dreency such that when mixed with
incoming RF signal, it converts it into fixed low band. In all of these receivers, there is
inevitable reverse leakage, and therefore sombkeofacal oscillator power actually couples
back through the input port and radiates out ofah&enna [16]. If we are able to measure
this LO leakage then problem of receiver unceryamsolved.

But things are never this simple. In the past decadme improvements have been made to
the receiver’s architecture, resulting in reduce&d leakage power. Figure 2.11 tells the

leakage of television receiver versus years.
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Figure 2.12 TV Local Oscillator leakage versus mgear [16]

Detecting this leakage power directly with a CR \dooe impractical for two reasons [17].
First, it would be difficult for the receive cirdty of the CR to detect the LO leakage over
larger distances. In [17] they calculate and pritna at a distance of 20m, it would take on
order of seconds to detect the LO leakage withgh probability. In section 1 we see that
we need sensing time in milliseconds in worst ca$és second reason that it would be
impractical to detect the LO leakage directly iatthO leakage power is very variable and
depends on the receiver model and year. Currehtly method is only feasible in the
detection of the TV receivers.

2.6.2 Sensor Nodes for Receiver Detection
In [12] the authors proposed to build tiny, low tesnsor nodes that would be mounted

close to the primary receivers. The node would fietect the LO leakage to determine to
which channel the receiver was tuned. It would thelay this information to the CR
through a separate control channel using a fixaglepdevel. Working of this is shown in

Figure 2.13.
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Figure 2.13 Sensor Nodes Notifying Cognitive Rgdi?)

2.6.3 Interference Temperature Management

Interference is typically regulated in a transmittentric way. Interference can be controlled
at the transmitter through radiated power, outaridh emissions, location of individual
transmitters and frequencies used by specific tfpeadio operations. There interference
management techniques served well in the pastdubttake into account the interference
from the receiver point of view, as most of inteefeces occur at the receiver. Moreover, the
dramatic increase in the overall demand for spectthased services, rapid technical
advancements in radio systems; in particular theduoction of new robust modulation
techniques demands a new technique that focusastoal RF environment and interaction
between transmitter and receiver.

This demand moves us towards new interference neamagt technique known as
Interference Temperature Management. We can deftegference temperature as measure
of the RF power generated by undesired (CR) emifdus noise that is present in the

receiver system per unit of bandwidth. The emissitoom undesired (CR) transmitters



could include out of band emission from transmstteperating on adjacent frequencies as
well as from transmitters operating on the samegueacy as a desired transmitter. In
principle, the interference temperature measuresnesaiuld be taken at various receiver
locations and these measurements would be combinestimate real time condition of RF
environment. The interface temperature model shbelow explains the signal of a radio
designed to operate in a range at which the redgoeaver approaches the level of the noise
floor. As additional interfering signals appeare thoise floor increases at various points
within the service area, as indicated by the pedkse the original noise floor. This model
manages the interference at the receiver througjinterference temperature limit, which is
represented by the amount of new interferencetligateceiver can tolerate.

2.7 Summary

This Chapter reviews the techniques and algoritdeseloped and implemented for the
Cooperative Spectrum Sensing for cognitive rad®iace the purpose of this work is to
analyze the transmitter detection techniques tbezethe focus has been kept on the

transmitter detection techniques of spectrum sendin
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Chapter 3

MODELING PHILOSOPHY
3.1 Introduction
This project is another step towards developingefiicient cooperative spectrum sensing
scheme in the cognitive radio environment. Extemsesearch has been carried out to arrive
at the final results which shall be presented lsi¢his thesis report.
3.2 Scope
In spectrum sensing system for Cognitive Radio Neita, the input of the system is the
waveform which it will be receiving form licensedfpary user. This signal contains the
information that is exchanged among primary userdiaensed band. In order to find the
spectrum holes we have to sense the radio envinsinamel then have to take decision that
whether there is space for cognitive radio or Eéficient detection of spectrum holes is the
major part of this system.
3.3 System model
3.3.1Two users Cognitive Radio Networks
In view of the low reliability of Single secondanger (SU) sensing a cooperative spectrum
Sensing is employed as illustrated in Figure 3.1.
Here we assume that there are 2 SUs in the netBatk. SU1 and SU2 receive the signal
transmitted by Licensed User (LU). As SU2 is famgweceives a weak signal SU2 is very
far away from LU and thus experiencing deep fadiiren it receives signal form LU it
started local sensing but as it is far away fromit.Will not be able to detect it accurately.

Then Signal received by SU1 is amplified and fodvéans SU2. Now SU2 receives a
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relatively good signal than previous received digmal starts sensing procedure once again.

In short, SU1 is acting as a relay for SU2.

Boundary_of LU: Licensed User
decodability SU: Secondary user
of LU

Figure 3.1 Cooperation in Cognitive Radio

3.3.2 Multi-user Cognitive Radio network (Centralizd Approach)
In view of the how users cooperate in a multi-usegnitive radio environment, a

centralized cooperative spectrum sensing scheeraoyed, as illustrated in Figure 3.2.

LU: Licensed User
SU: Secondary User

Boundary of AP: Access Point

decodability of
LU

Figure 3.2 Centralized Cooperative Spectrum Scheme
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We assume that there are ‘N’ SUs in the networkiafing stage is first initiated at the AP
to evaluate the credibility of each SU. Credibildf each SU is dependent on its relative
distance from LU and the conditions of the radisimmment. We can measure credibility
by using fuzzy comprehensive evaluation. We asdinaethe channel condition of each SU
is constant and the credibility of each SU can theisconsidered to be invariant. After the
training phase the sensing procedure is startezhett SU by conducting a local sensing
scheme, and the decisions of each SU are themtit@d to the AP. Then final sensing
decision is made at the AP using fuzzy combinatibthe results from different SUs local
sensing.

To simplify and idealize the problem we only comsitl into account the pathloss and delay
introduced as the signal travel. For introducinghjuss we have used two models: Either
free space loss or Hata-okumura model.

3.4 Licensed Users Transmitter

Block diagram of Licensed Users Transmitter is shawFigure 3.3. The input is any piece
of information (a text file, a sampled speech sigaacoded image ...) that is converted to
sequence of bits. Information bits, b[n] are cobgcadding some redundant bits to protect
information against channel noise and interferdnma other users. Data symbols, s[n] are
obtained by grouping the bits into symbol. Afteatthdata symbols are passed through pulse
shaping filter p (t) and modulate the resulting signal to geneeateRF (radio frequency)
signal for transmission through channel.

At the receiver, all the steps which are mentioiredransmitter are operated with their

reverse functionalities to obtain the original ibpignal.
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| Transmit
| Filter Pr{t)
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Figure 3.3 Block Diagram of Digital Communicatiorafismitter
3.5 Channel Model
In the channel modeling method first path lossdaatis computed and then modulated
signal is attenuated using Path loss models are discussed in Chapter 2tail.d&fter that
we have to pass this resultant signal form propagatelay model. In which signal is
delayed by time't’ depending on the distance betwsender and receiver. The channel
affects the signal by adding noise and distortinio iit. There may be interference from

other users also present. Block diagram of Chasrsdown in Figure 3.4.

modulated R(t)

signal Path Loss Propagation Awgn
= Model "

model model

A\

Figure 3.4 Channel model components
3.6 Problem Decomposition into Modules
The system is decomposed in to two modules. Theulasdare divided into sub modules
cooperative and non cooperative spectrum sensihgsel modules further include four
phases a) Training phase b) Local Sensing c) Fuagyc and d) Decision Modules of the

system is illustrated in Figure 3.5.
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Figure 3.5 System Process Diagram

3.6.1 Centralized Approach

AP is used as central entity in the cognitive radtwork as illustrated in Figure 3.2. AP
has to decide for the presence and absence ofhlie spaces. The decision of the AP is
based on the combination of the local decision mateSUs. In other words at AP
cooperative decision is taken with the help of pthés.

3.6.2 Training Phase

Consider the centralized multi-user cognitive ragdwork shown in Figure 3.2 consisting
of N nodes (SU). Each SU is provided with differemedibility. In training stage we
evaluate the credibility of each SU node using a@hensive fuzzy logic for computation

of credibility of each SU.



3.6.2.1 Fuzzy Model
The fuzzy model used here contains three sets An@C. Set A is a set can be said as

evaluation factors basically it is defining the dikelity criteria of a particular secondary
user, set B can be said as evaluation set and seth& judgment set that transform the
collected data into a number representing the loilégiof a particular secondary user.

Set A consist of three factor which are determitmedquality of a particular secondary user

These three factors are illustrated in Figure 3.6.

Probability
Of
Detection

Detection

Figure 3.6 Quality attributes of Factor Set A

Under the umbrella of each quality attribute of tBealuation Factor set there is an
evaluation set B. The evaluation set B further amst contain five possibities as shown in
Figure 3.6

Each possibility of evaluation set B is assigneeegght as shown in Table 3.

VG 1
G 0.8
M 0.€
B 0.4
VB 0.2

Table 3.1 Weight of possibilities of set B
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Set C (Judgement Set)
Set C basically is the judgment set that assigrnight/¢o the quality attributes as shown in

Table 3.2.
Probability of 0.t
detection
Probability of 0.3
missed of detectior
Probability of false 0.2
alarm

Table 3.2 Values of Judgement Set C

3.6.3 Local Spectrum Sensing
At Each SU node local sensing is performed usirgy filllowing transmitter detection
based spectrum sensing techniques a) Energy eteb) Matched Filter and c)
Cyclostationary feature detection. For more re&abentification of spectrum holes a fuzzy
logic based decision is employed explained lat&antion 3.7
3.6.4 Fuzzy Logic at AP
After the evaluation of credibility evaluation atatal sensing at each SU node, with the
decisions Di, ¥ i <N, obtained from local sensing at each SU, andtineesponding Ci4
i<N, obtained from the training stage. All the demnsi Di and Ci are collected at AP.All the
decision are multiplied by the credibility compufed each secondary user and added up.
An arbitrary example is as under
The credibility matrix contains credibility of theeusers SU1, SU2 and SU3. The decision
matrix contains the decision after the local semdiy each of the three secondary users
respectively

Credibility=[0.5 0.7 0.4]

Decision=[1 0 O]

Result=0.5*1 +0.7*0 +0.4*0=0.5
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3.6.5 Decision

Now AP compares Result with a predetermined thidshibthe decision metric is larger
than the predetermined threshold, AP will assestplesence of the LU. Otherwise it will
deny the presence of the LU.

3.7 Local Fuzzy Logic Based Hybrid Approach

The fuzzy model used here contains three setaadlz. Set a contains the spectrum sensing
techniques employed for the spectrum sensing. ®entains the levels of uncertainties in
determination of the presence or absence of adextmiser of a particular technique. Set ¢
contains the weight assigned to each employed spedensing technique. Set a and b can

be clearly viewed from the Figure 3.7.

Matched
Filter
A

H

M

L

L L M H Energy
> Detector
M
H
Cyclostation
Feature

Detection

Figure 3.7 Seta and b

Values assigned to set b are shown in Table 3.3.

L 0
M 0.t
H 1

Table 3.3 Values assigned to Set b
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Set ¢ contains the values assigned to the eleroéset a as shown in Table 3.4

Energy Detectio 1

Matched Filte 1

CyclostationaryFeature 1
detection

Table 3.4 Values assigned to set A
3.7.1 Decision
Each of the spectrum sensing technique made aiaed® 1 0.5} and the result from all
these are added up and compared to a threshable iesult is greater than the threshold than

its means user is present. An arbitrary exampde isnder in Table 3.5

Energy | Matched Cyclostationary | Decisior

Detector | Filtering | Feature Detection

1 0 1 Preser

0 0.5 0 Absen
Table 3.5 Fuzzy Logic based decision

3.8 Summary
Chapter 3 sets up the basis of this researchribwa down the vastness of the topic to the
conditions and assumptions under which this woklbeen done. The chapter breaks down

the process into modules and briefly explains timetioning of each individual module.



Chapter 4

IMPLEMENTATION

4.1 Introduction
This chapter demonstrates the implementation ofctgp® sensing techniques in
cooperative as well as non cooperative radio enaient to obtain the simulation results.
Further these results are analyzed. First a simg@liprogram structure consisting of two
cognitive radio users then centralized spectrumitoo@rchitecture for cognitive radio is
explored followed by the algorithms. Lastly the felient experiments designed and
conducted during the research have been discussed.
4.2 Transmitter of Licensed Users
First of all we need primary user waveform on whigh can apply different spectrum
sensing techniques. Transmitter can have diffeb@amtsmitting parameters like they can
have different operating frequency, different madioin scheme. Block diagram of digital
transmitter is shown in Chapter 3. Flow chart opiementation of primary transmitter is
shown in Figure 4.1.The following steps is followed developing transmitter for the
licensed user.
Begin
1. Choose Operating Frequency ‘F’ , Sampling Frequetrs’, Number of samples per
symbol ‘N’ , distance of the secondary users frown licensed users ‘d’, Signal to
noise ratio ‘SNR’ and channel impulse response ‘h’.
2. Take input from the user to transmit.

3. Convert input signal into waveform using raisedinedilter.
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4. Modulate the signal using BPSK modulation
5. Attenuate the modulated signal using pathloss model
6. Introduce propagation delay in the attenuated slgna

7. Add AWGN noise in the signal

Set
frequency f
Sampling Frequency Fs
Sampling Period Ts

End

Take input from the user

!

BPSK modulation

m(t)

Free
. Path Loss Hata-Okumura
Spacs - Model model
Loss
Propagation
delay

model

xRb

Channel effect
conv(h,xRb)

!

Add Additive white
Gaussian Noise

Figure 4.1 Flow chart forplementation of Primary Transmitter

The MATLAB script ‘transmitter.m’, presented in Aex I, simulates two types of Primary
transmitter for Spectrum Sensing in Cognitive Radéiworks, one using BPSK modulation

technique and other using QPSK modulation techni@jbe code is self-explanatory.
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4.3 Local Spectrum Sensing Algorithms

At SU Spectrum is scanned using the Spectrum sgaggorithm illustrated in Figure 4.2.

Local

Spectrum
Sensing

based
Hybrid

Fuzzy Logic
Approach

Detector Filter Feature

Energy Matched Cyclostationary
Technique Detection

Figure 4.2 Spectrum Sensing algorithms

4.2.1 Energy Detection
The simplest detection technique for spectrum sgnsi Energy Detection. As discussed in
Chapter 2 energy detector measures the energyveecéiom primary user during the
observation interval. If energy is less then cartdireshold value then it declares it as
spectrum hole. Let r(t) is the received signal \Wwhiee have to pass from energy detector.
The Algorithm of the Energy Detector is as follows.
Algorithm

Begin

1. Estimate Power Spectral density (psd) of the rexksignal.

2. Compute Avg. Power in the signal over the frequdrand.

3. Summation of the Avg. Power over every 20 samples.

4. Resultin step 3 is compared with a threshald

5. Decide Presence or absence of the Licensed Useg asimparison in Step 4.

6. if Licensed user is Absent

if no more sample
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Go to stepl
Else
Go to step3.

End

R(t)

Estimate power Spectrum
Density
PSD

PXX

Integrate Pxx over 20
Samples

Determine Threshold A

Licensed
Y>A - Useris
Present

Yes

Samptes in

Pxx
o]

Figure 4.3 Flow chart for Implementation of EmeDetector

Flow chart for the implementation of Energy Detects shown in Figure 4.2. The
MATLAB script ‘energydetector.m’, presented in Amnk simulates the Energy Detector

for Spectrum Sensing in Cognitive Radio Networkse Tode is self explanatory.
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4.2.2 Matched Filter
Another technique for spectrum sensing is MatchdterFas discussed in Chapter 2.
Matched filter requires prior knowledge about pniynaser’'s waveform. Hence, it requires
less sensing time for detection. Flow chart of Matt Filter is shown in Figure 4.7. Let r ()
is the received signal which we have to pass froatched filter. The matched filter
compares the received signal with the transmitigdas and sees its matching with the
transmitted signal. The drawback of matched filserequirement of the prior knowledge.
So to implement a matched filter sensing as a gpecsensing techniqgue we have to have
some modification in the primary transmitter. Thegedure of the matched filter is as
follows.
Algorithm
Begin
1. Generate a local Carrier using Local oscillator
2. Take 20 samples and correlate the locally generatgder with the received signal
3. Compare the result of step2 with a threshbttetermined on the experimental basis.
4. Decide Presence or Absence of Licensed User usimgarison in step 3.
5. If licensed user is absent or no more samples
If no more samples
Gotostepl
Else
Go to step 2

End
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Figure 4.6 Flow chart for Implementation of MatcHaler
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Figure 4.7 Output of Matched Filter when distargcemall
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4.2.3 Cyclostationary Feature Detection
Cyclostationary Feature Detection as discussedhimp@r 2. It uses inbuilt features in the
primary user’s waveform for detection. Hence, it@nputationally complex detector. Flow
chart for the implementation of Cyclostationary feea Detector is shown in Figure 4.8. Let
r(t) is the received signal which we have to passnfCyclostationary feature detector
detector. The procedure of the Cyclostationary lieaDetection is as follows.
Algorithm
Begin
1. Compute R the Fourier transform of the receivedalg
2. Compute XT by shifting the received signal in tohoenain by multiplying it with
complex exponential.
3. Compute XY by Correlating XT with R.
4. Compute pt by averaging XY over time T.
5. Compare pt with a threshold determined on expertaidrasis.
6. Decide the presence or absence of licensed useg gsimparison in Step 5.
7. if licensed user is Absent
if no more samples
Goto Step 1
Else
Go to Step 4
8. Determine features of the licensed user like opegafrequency and modulation
scheme.

End
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Figure 4.8 Flow chart for the implementation of @gtationary Feature Detection
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Figure 4.9 Output of Cyclostationary Feature Débectvhen distance is small
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4.2.4 Fuzzy Logic Based —Hybrid approach

Fuzzy logic based hybrid approach block diagrarshiswn in Figure 4.10. The secondary
user receives the signal from the licensed user .R¢cal sensing using Energy detector,
Matched Filter and Cyclostationary Feature deteatgorithms are employed and result is
computed as {H,M,L} . Y is computed by adding uje tkesult from all the techniques. Y is

compared with a threshold. if Y is greater thanthén licensed user is present

| R(t)

) 2 v A 4

Cyclostationary
Energy Detector Matched Filter Feature
Detection

- Y>1.5

Yes

License d user is
present

Figure 4.10 Flow chart for the implementation ozEylogic based Hybrid approach
4.3 Credibility of a Secondary User (Centralized Aproach)
Block diagram for computing the credibility of aceadary user is shown in Figure 4.10 .R
(t) is the received signal from the primary useacl user run its local sensing algorithm ten
times and computes P a matrix containing probgbdit detection, probability of missed

detection and probability of false alarm. An aidiyr P matrix is given as under



05 03 02 0 O
P=104 04 02 0 O
06 02 01 01 O

A judgment matrix S is defined as under
s=[05 03 02]

Now a matrix Q is obtained by transforming the xa® according to matrix S
Q=S (P)=SoFB5 02 02 01 0

Now credibility of a secondary user is obtainediader

1
08
Credibility=|05 02 02 01 0] 06|=0.8
04
| 02]
R(t)
Reset count
Local
Spectrum

Sensing

count=count+1

Transformation of P according
to judgement set B
D=BoP=B(P)

Compute credibility by
multiplying D and set C
Credibility=D>*C

Figure 4.11 Credibility Computation of an Unlicedgéser
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4.4. Summary

The designed test program is written in MATLAB. Tpegram comprises of three major
techniques (i.e. Energy Detector, Matched Filted &yclostationary Feature Detection).
The program to compute the credibility of secogdaser by computing the Probability of
detection, Probability of missed detection and Bbality of false alarm, and then transform

the se computed probabilities into the credibitifthe secondary user.
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Chapter 5

COMPARISON AND ANALYSIS

5.1 Introduction

In this chapter, the results of the algorithms #@swhniques, given in Chapter 2, have been
presented. For experimentation, primary user’s V¥eawes at different SNR have been
identified. A comparison of all transmitter basgetection techniques in cooperative and
non cooperative environment is done. In the endrdsailts of centralized cooperative
spectrum sensing techniques are compared.

5.2 Comparison of Cooperative Vs Non Cooperative

Here comparison of cooperative and non cooperatetection is done on the basis of
detection sensitivity. Probability of detectionpbability of false alarm and probability of
miss detection is found for cooperative and norpeoative detection is measured.

5.2.1 Comparison of cooperative VS Non Cooperatienergy Detection

The major drawback of the energy detector is thas iunable to differentiate between
sources of received energy i.e. it cannot distisiglnetween noise and primary user. So this
makes it susceptible technique when there are taotes in background noise power,
especially at low SNR. Figure 5.1 shows probabitifydetection in cooperative Vs non
cooperative energy detection for the SU2 as distlgs Chapter 3. In Figure primary user
is present under different SNRs values which ateived by secondary user. Results show
that without cooperation SU2 is unable to deteetlitensed user at any value of SNR. But
with cooperation it will detect licensed user unttaw SNR values just because of noise
power. At high SNR values it is still unable to eldtlicensed user as the transmitted power

of the transmitted signal is same so as the SNR&ases means the noise power added to
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the signal is decreased so the overall power of rdoeived signal decreases sot the

secondary user can not detect the licensed ubgghavalues of SNR.

Energy Detector

1 """"" T~ T T T T T T
Cooperative
Mon Cooperative |

Probability of detectior
© & o o o ©
] %] £= n (] |

| | | | | |

=
—
T
|

D | | | | | | |
-40 -30 220 -10 )] 10 20 30 40
snr

Figure 5.1 Probability of Detection Energy Detector
Figure 5.2 shows probability of misdetection ineca$ cooperative VS non cooperative. In
Figure 5.2 one can clearly see that in cooperatse SU2 miss detects the primary user at
high SNR values but correctly detects at low SNRies just because of noise factor. But

with non cooperation it will miss detect all thés.
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Figure 5.2 Probability of Miss Detection Energy &stbr

5.2.2 Comparison of cooperative VS Non Cooperativdatched Filter

As matched filter required prior knowledge abouimary user's waveform but in
comparison with energy detector it is still betteder noisy environment. Figure 5.3 shows
probability of detection in cooperative Vs non cergiive matched filter for the SU2 as
discussed in Chapter 3. In Figure primary useresgnt under different SNR values which
are received by secondary user. Results show fitlabwy cooperation SU2 is able to detect
the licensed user at all values of SNR with lowbadality. But with cooperation it will be
able to detect licensed user under high SNR valiekw SNR values it is still unable to
detect licensed user. Figure 5.4 shows probalafitpisdetection in case of cooperative VS
non cooperative. In Figure one can clearly seeShi miss detects the primary user at low

SNR values but correctly detects at high SNR valuesse of cooperation.
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Figure 5.3 Probability of Detection Matched Filter
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5.2.3 Comparison of cooperative VS Non CooperativeCyclostationary Feature
Detection

Cyclostationary Feature Detector is good techniguader noisy environment as it is able to
distinguish between noise energy and signal enefgyure 5.5 shows probability of
detection in cooperative Vs non cooperative Cyealibabary feature detection for the SU2 as
discussed in Chapter 3. In figure primary userresent under different SNR values which
are received by secondary user. Results show fitlabwy cooperation SU2 is able to detect
the licensed user at all values of SNR with lowbatality but have probability higher then
matched filter. But with cooperation it will be ablo detect licensed user under high SNR
values. At low SNR values it is still unable toeatgtlicensed user. Fig 5.6 shows probability
of misdetection in case of cooperative VS non coaipes. In case of cooperation figure one
can clearly see that SU2 miss detects the primaey at low SNR values but correctly

detects at high SNR values.

Cvyclostationary Feature Detection

09 =
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Figure 5.5 Probability of Detection Cyclostation&eature Detection
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Cvclostationary Feature Detection
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Figure 5.6 Probability of Miss Detection Cyclostatary Feature Detection

5.2.4 Comparison of cooperative VS Non Cooperatiieuzzy logic based sensing

Fuzzy logic based spectrum sensing is a technigoehwuses the results of all three
transmitter detection based techniques. It is alggproach of sensing if sensitivity time is
not important. Fig 5.7 shows probability of detentiin cooperative VS non cooperative
fuzzy logic based approach for the SU2 as discuss&hapter 3. In figure primary user is
present under different SNR values which are retkby secondary user. Results show that
without cooperation SU2 is able to detect the ksehuser at all values of SNR with low
probability. But with cooperation it will be abl® tdetect licensed user under even low
values of SNR with low probability and at high SN&ues detects licensed used with high
probability. Fig 5.8 shows probability of misdeteat in case of cooperative VS non
cooperative. In case of cooperation figure one daarly see that SU2 miss detects the

primary user at low SNR values but correctly det@tthigh SNR values.
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Fuzzy Logic based Hybrid Approach
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Figure 5.7 Probability of Detection Fuzzy Logic BdsApproach
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Figure 5.8 Probability of Miss Detection Fuzzy Lo@ased Approach

5.3 Comparison of Cooperative Spectrum Sensing Tegtgues
As matched filter required prior knowledge abouimary user's waveform but in

comparison with energy detector it is still betterder noisy environment. The major
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drawback of the energy detector is that it is ueatol differentiate between sources of
received energy i.e. it cannot distinguish betweeise and primary user. So this makes it
susceptible technique when there are uncertaimtibackground noise power, especially at
low SNR. Cyclostationary Feature Detector is gamthhique under noisy environment as it
is able to distinguish between noise energy andasignergy. Fig 5.9 shows comparison of
transmitter detection techniques and fuzzy logiseblaapproach when there is primary user
is present under different SNR values. Results shtwat at low SNR when primary user is

present Cyclostationary and matched filtering arable to detect primary user but energy
detector still detect it. Hence, when we have norpknowledge about primary user’s

waveform then best technique is Fuzzy logic bagguaach.

Cooperative Spectrum Sensing Techniques
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Figure 5.9 Comparison of Probability of Detectiaing different Techniques



5.4 Centralized Approach

There are four CR users, one licensed user andcass point for final decision. After ten
times execution of energy detector under varyingQR®ch user come up with a credibility
of detection. The methodology of computing credpils defined in Chapter 3. Now the
access point has the credibility matrix which Heesdredibility of each CR user. Now when
ever access point received some results from CR itsgill decide final results on the basis
of credibility matrix as discussed in Chapter 3.

Figure 5.10 shows the credibility matrix and prabgbof detection for energy detector
under different SNR values. In Figure one cantsaeunder low SNR values it will detect

accurately just because of high SNR values butigit BNR values it will not be able to

detect.
Energy Detect (Centralized Approach)
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8 osf :
=
= 05t o
=
2 04} i
=
=
=gl ]
02 -
0.1 _
D 1 i L [ [
-30 -20 -10 0 10 20 30

Figure 5.10 Centralized Approach, Energy Detector
Figure 5.11 shows the credibility matrix and prabgbof detection for matched filter under

different SNR values. In Figure one can see thdeufow SNR values it will not be able to
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detect accurately but at high SNR values it wiltedé with quite good probability and

achieve a probability level of 1 at SNR=15 dB.

Matched Filter(Centralized approach)
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Figure 5.11 Centralized Approach, Matched Filter

Figure 5.12 shows the credibility matrix and prabgbof detection for Cyclostationary
feature detection under different SNR values. IguFé one can see that under low SNR
values it will not be able to detect accurately &uhigh SNR values it will detect with quite
good probability which are better then matchedeffilin Figure 5.11 and achieve a
probability level of 1 at SNR=4 dB.

Figure 5.13 shows the credibility matrix and prabgbof detection for Fuzzy Logic based
Hybrid Approach under different SNR values. In Fegwne can see that under low SNR
values between -20 to 0 dB it will detect primaseuwith quite good probability achieve a

probability level of 1 at SNR=0 dB.
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Cyclostationary Feature Detection{Centralized approach)
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Figure 5.12 Centralized Approach, Cyclostationaggtire Detection

Fuzzy Logic based Hybrid Approach (Centralized approach)
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Figure 5.13 Centralized Approach, Fuzzy Logic badghrid Approach
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5.5 Comparison of SNR walls

Figure 5.14 shows SNR walls comparisons with vayyinmber of cooperative users. From
the figure it is clear that as number of coopegrtisers increases SNR wall decreases.
Further comparing the SNR walls for transmittereddbn techniques and fuzzy logic based
hybrid approach. Fuzzy based hybrid approach cdneae O dB SNR wall with 5

cooperative users and its good as compared to wHremitter detection techniques.

Snrwall s Mo of Cooperative Llsers

MatchedFilter
Cyclostationary |
Fuzzy Logic

Snrwall

1 1 1 1 1
2 3 4 5 5] 7 3 ] 10 11 12
Mo of Cooperative Llsers

Figure 5.14 Comparison of Probability of Detectiming different Techniques

5.6 Comparison of Processing Time

During communication cognitive radio continuouslgnse the radio environment for
spectrum holes and CR can’t transmit and senséeatsame time. Therefore we need

sensing time as small as possible.

Matched Filtering is a good technique for spectgensing in cognitive radio networks if
we have prior knowledge about primary users wavefdut in most of cases we have no

prior knowledge about primary user's waveform whitlakes it difficult for the use of
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spectrum sensing. It requires least sensing timactdeve high processing gain due to

coherency.

Figure 5.15 shows that Fuzzy Logic based hybridr@ggh takes highest sensing time as
compared with other transmitter detection techrsquiecreasing the number of cooperative
users will not have a great impact on the sensing.tMatched Filter has least sensing time

but it will require prior knowledge of primary us&waveform.

Mo.of Cooperative Users Vs, Time
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Mo, of cooperative Lisers
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Figure 5.15 Comparison of Probability of Detectiming different Techniques

5.4 Summary

This chapter provides the results of the applietingue on various types of primary user’s
waveforms. The result analysis clearly shows thatalgorithm based detection approach
has been proved to be highly successful in specsemsing for cognitive radio networks.

The approach of having used a rule based detemt@pectrum sensing using all transmitter
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detection techniques has made the overall systéhustoln the end, the fuzzy based
detection is implemented for the spectrum sensimbcmpared with individual techniques

based on the performance.



Chapter 6

CONCLUSION

6.1 Overview

In this thesis we have discussed about cognitigi®rand the issues in spectrum sensing that
may cause interference to primary users. We hage/rstsome results which can mitigate
these issues. The cognitive radios must adjust gmwver according to their distance from
primary receiver protected zone. To detect the agycognitive receiver must be highly
sensitive. Agility improvement by cooperative speost sensing helps in vacating the
frequency band faster as compared to non coopergtiwhich one user relays its message
to other user there by reducing the detection tiErergy detection has been extensively
studied in the past which can not distinguish betwtne signal power and the noise power
SO a better approach is employed based on fuzzy ilo@ cooperative sensing environment
to overcome the hidden terminal and exposed nodmlgm which assumes same
environment for transmitters and receivers. Theltedake care of the environment using
path loss and propagation delay models and pratyabfl correct detection, probability of
missed detection and probability of false alarmcadculated. An increase in detection
probability reduces the chances of interferencé witmary users. Hence, if we employ all
these techniques to sense the signal in cognitrwgranment, better results could be

achieved, thereby making a way towards efficieecsum utilization.
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6.2 Future Work

Most of the research on spectrum sensing is méadysed on reliable sensing to meet the
regulatory requirements. One of the important afeathe research is to focus on user level
cooperation among cognitive radios and system leveperation among different cognitive
radio networks to overcome the noise level uncetitss. In this work, the noise level
uncertainties are catered by a proper combinati@pectrum sensing techniques.

Another area for research is cross layer commupoitah which spectrum sensing and

higher layer functionalities can help in improviggality of service (Qo0S).
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