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ABSTRACT 

Extensive usage of wireless sensor networks is the reason of development of many 

routing protocols. Routing in sensor networks is a challenging issue due to limited 

energy, low processing capability and smaller storage area. Efficient usage of energy is a 

key concern in wireless sensor networks for better performance and longer network life, 

as sensor nodes work unattended and have limited  battery power. 

In this thesis, different routing algorithms have been discussed but the survey focus was 

on geographic routing. An energy efficient and routing hole healing, location based 

protocol HHEAA (Hole Healing Energy Aware Algorithm) has been presented for 

wireless sensor networks for better performance in data delivery and giving longer life 

time to the network by balancing the energy consumption of nodes. In HHEAA, each 

node takes decision for the selection of next hop locally. This algorithm works on 

location as well as energy level information. Each node knows about its own location 

and its available energy level as well as the location and energy level of its neighbors.   

Then forwards packet based on average energy and distance of the neighbors. It also 

works well in case of formation of routing holes. Simulation was made using 

OMNET++. Simulation results show that the proposed algorithm is energy efficient and 

is better than Greedy Algorithm as it shows higher packet delivery rate and lesser 

number of dead nodes. The proposed algorithm can accommodate thousands of nodes in 

sensor networks and can give longer life to the network. 
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CHAPTER 1 

INTRODUCTION 

1.1  Introduction 

Machines are involved in every aspect of our daily life. For getting information and 

controlling these machines, small sensor nodes are used (which are part of a network) 

to transfer data from one place to another. The network, composed of these tiny nodes 

is called Wireless Sensor Network. WSNs are used in military installations for getting 

information about the troops and different machines, in hospitals for keeping track of 

the doctors or patients by getting their location information and their present condition, 

in some disaster areas for monitoring the situation and to rescue people trapped there. 

They are also used for getting information about the atmospheric temperature and 

pressure etc. The sensor nodes have limited resources such as bandwidth, energy and 

memory, so transferring data from source node to destination is a challenging task for 

researchers. 

Many routing strategies have been developed. The most commonly used is geographic 

routing in which the nodes have information about their location and source node has 

information about the destination. A shortest path is selected for transfer of data from 

source to destination. These protocols are efficient in many aspects but they lack 

energy awareness. Geographic routing also suffers from a problem that is routing hole, 

in which the nodes cannot communicate with each other due to dead nodes in their 

path.  

1.2 Background 

Sensor networks have no powerful hardware such as high capacity hard disk, screens, 

keyboards and mice etc. so they are not similar to mobile ad-hoc networks. Many 
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routing protocols have been designed for ad-hoc networks but those protocols require 

large space for their processing and storage. Due to their complexity they also 

consume a large amount of power that is available to the network in form of electric 

connections. Sensor networks have limited space and power (in the form of battery) 

so they cannot use routing protocols developed for ad-hoc networks. Keeping in view 

the limitations and requirements of sensor networks new routing protocols were 

designed and this process is still going on to develop more efficient protocols for 

sensor network according to its topology and the application it is used for. 

Different routing protocols are available working on data centric, location and 

hierarchical based architecture. These protocols can also be classified according to 

their routing strategy as multipath, query, negotiation, QoS and coherent based.  

1.3 Motivation 

Wireless sensor networks have unattended nodes with limited energy resource. The 

important issue for routing data in these networks is energy efficient routing protocol. 

Location based routing is very efficient in locating path to destination but as most of 

the protocols use the shortest path so the nodes in this path deplete their energy more 

quickly creating routing holes due to dead nodes.  

The aim of this research is to utilize the advantages of geographic or location based 

routing and design an energy efficient protocol that also deals with the problem of 

routing holes and gives longer life to the network. 

1.4 Statement of Problem 

In Geographic routing, nodes only transfer data to the next nearest node without 

having information about the energy level of the next node. This repeated use of  
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nodes, present in many shortest paths results in quick depletion of their energy, the  

nodes become dead and unable to transfer any more packets. These dead nodes create 

routing holes and because of these holes packets start dropping. Such routing 

algorithm should be developed which would take care of energy level i.e it should be 

energy efficient and also be able to handle the routing hole problem. 

This research is about solving the above mentioned problem. 

1.5 Objective 

The main objective of this research thesis is to study different existing geographic and 

energy aware protocols and to analyze their performance and to propose an Energy 

Aware Algorithm that transfers data more efficiently than the greedy algorithm and 

also solves the problem of holes not addressed in greedy algorithm and then to 

perform a comparative analysis through simulation, of both algorithms to check the 

efficiency of the proposed algorithm. This research will explore the paradigm of 

routing in sensor networks in terms of energy efficiency and problem of routing holes. 

The proposed communication protocol can be used in various applications where the 

longer life of network is important, especially in the scenarios where change of sensor 

node or battery recharging is near to impossible. It can be used in hospitals to get the 

location of doctors or to monitor the condition of patient, it can also be used for 

rescue applications and also for any surveillance system. 

1.6 Organization of Thesis 

The thesis comprises of 6 chapters, description of each chapter is given as follow. 

Chapter 1 states the problem statement and objective of the research. Chapter 2 

describes the introduction of sensor networks and different issues related to it. At the  
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end of chapter some of the application areas of sensor networks have been discussed. 

Chapter 3 contains the detailed study of some routing protocols for sensor networks 

and explores their potential limitations. Chapter 4 presents the motivation of this 

research and defines the problem definition. Later it describes the proposed solution 

design and implementation in detail. Chapter 5 captures the detail of different test 

results and provides their analysis. Finally, conclusion and future work are discussed 

in Chapter 6. 
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CHAPTER 2 

 SENSOR NETWORKS AND THEIR APPLICATIONS 

2.1 Introduction 

Wireless Sensor Networks is a combination of simple wireless communication, fewer 

computation facilities and small size of hardware. These networks can be deployed 

using low cost and wireless communication facilities. These networks are composed 

of small devices called sensor nodes. Sensor nodes have radio front end, micro 

controller, power supply and a sensor. These sensor nodes are used to sense 

temperature, vibration, sound, light etc. 

There is a concept that wireless sensor networks are similar to ad-hoc networks but 

actually they differ in following aspects. 

WSNs are application specific means they can be used in different areas and for 

sensing different types of things. Their deployment may be dense at one point and not 

very much dense at any other depending on the application they are used for. Their 

protocols and topologies also depend on this. These networks are supposed to gather 

real time data so it is possible that there is no data traffic at one time and a very heavy 

load at other time. WSNs have a very large number of sensor nodes in their network 

as compared to ad-hoc networks. 

Another important difference is availability of energy, differing from ad-hoc networks 

sensor nodes have a small battery and it cannot be recharged once the node is 

deployed. 

2.2 Sensor Nodes 

Sensor nodes are electronic devices that sense data from their surroundings and 

convert it into electrical signals. Sensor nodes can communicate either with each other 
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Figure 2.2 Sensor node WSN430

or can send data directly to some external base station. Figure 2.1 shows diagram of 

components of a sensor node. Sensor node is composed of sensing unit, processing 

unit, transmission unit, mobilizer, power unit and position finding system.  

 

 

 

 

 
Figure 2.1 Components of Sensor Node 

Sensor nodes take decision on the basis of application it is used for, its computing, 

communication and energy resources. 

Example 

A sensor node named WSN430 [61] available in market is shown in the Figure 2.2 

 

 

 

 

2.3 Wireless Sensor Networks 

Wireless sensor networks are now part of many systems, such as distributed 

computing, inventory control, movement monitoring, survellience etc. These  
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Networks are composed of small sensor nodes which arrange themselves as multihop 

network. There are hundered and thousands of sensor nodes in a wireless sensor 

network, so it is impossible to give addresses to such a large number of nodes, as the 

nodes have small storage space therefore maintaining the traditional IP table is not 

possible. To overcome this problem communication is done using location 

information of the wireless nodes. Sensor nodes should be self configuring because 

they work unattended by human beings. These nodes have limited power, processing 

capability and storage capacity, so careful resource management is performed.  

2.4 Routing Challenges 

Sensor networks are used widely but these networks have several restrictions such as 

limited energy supply, processing capability and bandwidth of links. The main design 

goal is to implement such routing protocol that gives longer life to the network by 

transfering data energy efficiently and the routing protocol should not be very 

complex because it will become a load for limited resources of sensor node and will 

result in performance degradation. 

Deployment of nodes in a sensor network is also a design issue. Node deployment 

depends upon application they are used for. They can be deployed randomly or 

manually. If they are deployed randomly then their density may vary at different 

places so routing protocol has to be designed in such a way that it uses the low density 

node more efficiently. If the nodes are deployed manually then there will be a 

uniformity in their arrangement and simpler protocol can work over it. 

Importance of data is also a design issue because if the data is important then the 

routing protocol should be reliable so that data reaches its destination unchanged. The 

routing protocol has to be simple to cope with the limited resources. Routing protocol 
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should be able to handle with the failure of nodes. It should also be able to deal with 

large number of sensor nodes. 

Sensing data and reporting it in WSNs depends on the application used and the time, 

criticality of reporting the data. It can be categorized as either time-driven 

(continuous), event-driven, query-driven, and hybrid [60]. The time-driven model 

suits the applications in which periodic monitoring is required. Sensor nodes will 

periodically switch on their sensors and transmitters and after sensing the data from 

environment transmit it to the interested candidate at constant periodic time intervals. 

In event-driven and query-driven models reaction of sensor nodes depends on change 

in the data attribute being sensed by the node. Routing protocol is influenced by the 

model. 

All sensor nodes are assumed to be homogeneous, means they have same 

communication, computation and power capabilities. While depending on the 

application sensor nodes can be different in a single sensor network. The existence of 

heterogeneous sensors raises many issues in to data routing. For example, an 

application gathers different kinds of data like sound, images, temperature etc so it 

has to use different types of sensors for getting all specified kinds of data.  

Sensor nodes are mostly considered stationary while base stations and the sensing 

nodes may change their position, so node mobility is also a challenge in designing the 

routing protocol. Transmission media is also an important issue while designing 

Media Access Control protocols. Media used in WSN is very unpredictable as it has 

certain problems such as fading, data loss etc . Protocols designed for this medium 

should be reliable but also considers the power consumption incase of sensor nodes. 

Sensor nodes can only gather data in limited area i.e they have limited coverage 

capabilities, proper coverage of area to be sensed is also important.  
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Data aggregation can be used for reducing the data redundancy over the network. 

Aggregation can be of different types, duplicate suppression, maxima and minima etc. 

Signal processing can also be used for this data aggregation. 

Few applications require delivery of data within a certain period of time from the 

moment it is sensed. In many applications, conservation of energy is more important 

than the quality of data. As the energy gets depleted, the network reduces the quality 

of the results  to reduce the energy consumption giving longer life to the network. 

Hence, energy-aware routing protocols are required to capture this requirement. 

2.5 Survey Focus 

Solution of few of the above-mentioned problems is a Location based energy efficient 

routing protocol that deals with the limited resources of  sensor nodes and also 

supports the network in case of node failure. Location based protocol works on the 

location information of the sensor nodes. Nodes are addressed on basis of their 

location. Distance between the nodes can be estimated by the incoming signal 

strength. Nodes exchange their location information or it can be obtained directly by 

using a global positioning system.  The designed protocol should be simple so that it 

does not take much processing time and the performance should not degrade. 

2.6 Important Applications of Sensor Networks 

Wireless sensor networks have played a significant role in  efficient military and civil 

applications such as monitoring the environment , target surveillance, industrial 

process observation, etc.  Due to their low cost and efficient data portability, these 

networks have potential applications in many areas. In military, sensors are widely 

used in monitoring the movement of machines and humans, communication from 

intractable areas to base-stations.  In distributed surveillance highly mobile Sensor 
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networks like the Underwater Autonomous Vehicle Odessey make it possible to 

transmit huge amounts of data at low powers. WINS Wireless Sensing Networks,  

contain large arrays of distributed sensors and the interpolation (by making use of 

multiple sensors on each node) of various sensed datum give high quality information. 

Sensors can be used for testing civil engineering structures. Smart sensor networks 

have a number of independent sensors. Each of the sensors makes a local decision and 

all the decisions are combined and weighed based on a specific algorithm and a global 

decision is taken. For rainfall and flood monitoring sensor networks have water level, 

wind and temperature sensors and the data is transmitted to a central database for 

analyzing and forecasting weather. 

Now a days WSNs are playing important role in agriculture. By using sensor nodes 

fungal diseases in plants can be detected. In Green houses sensor nodes can be 

deployed to sense the temperature and humidity inside the green house that can 

improve the production rate in green houses. 

2.7 Summary  

In this chapter, Wireless sensor networks have been explained. Challenges faced by 

researchers during design of routing protocol have been discussed, differences 

between ad-hoc networks and wireless sensor networks have also been high lighted. 

Different application of sensor networks in daily life have also been mentioned.  
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CHAPTER 3 

WSN Routing Algorithms and Holes 

3.1 Introduction 

The craving of getting more and more information about our surrounding has 

resulted in the creation of wireless sensor networks. These networks are composed of 

tiny sensor nodes, which can sense the surrounding data and after processing, it can 

forward the data to next node. In case of multi-hop networks several nodes forward 

the data until it reaches the sink [1, 2]. Communication between nodes is done using 

radio transmitters [2]. 

Sensor networks have proved themselves beneficial in almost every aspect of life. 

In industries, we can monitor the quality of work and progress easily. They can also 

prevent the major disasters by activating the smoke alarms. In military installations, 

land mines can be controlled remotely, can be used to help the disabled people and 

weather forecasts can be made with the help of data, collected about temperature and 

pressure by sensor nodes[1, 2, 3]. 

Different routing protocols are used for data communication in Wireless Sensor 

Networks (WSN) because of several factors (i.e Application for which the nodes are 

used, the number of nodes, topology of network and limitations of  energy level 

available, energy required for transmission and capability of processing data)[2]. 

Research on WSN indicates that energy required for transmission is greater than 

the energy required for processing data. Due to this fact, many energy aware routing 

protocols have been introduced. The sensor networks work on a very small battery 

having very low energy. It is near to impossible to change the battery of a node, once 
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it is deployed. In most of the cases, nodes survive on the energy recharged with the 

help of photovoltaic or thermal conversion [4]. 

Different problems arise during exchanging messages amongst the wireless nodes, 

these problems are known as holes in WSN. There are different types of holes that 

appear such as coverage holes, routing holes, black holes, worm holes and jamming 

holes. 

3.2 Routing Protocols 

There are three terms of networking that are used for routing. 

Network layer 

It is the third OSI layer that decides the path of in coming data over the network. It 

selects the next node to which the data should be transferred. This next node is also 

known as next hop. 

Routing 

Transferring the data from source to the destination, using the most optimal path is 

called routing. 

Protocol 

Set of rules and regulations used for communication of computers is called protocol. 

 In WSNs, data travels through a lot of intermediate nodes to reach the 

destination so network layer is used on each node for selecting the path for data 

packets. Routing tables are used to maintain the routing paths. These tables are 

maintained on each node with the help of routing protocols. So it is the task of a 

routing algorithm to maintain the most optimal path. 

 Some routing protocols of wireless sensor networks are discussed in this 

chapter. 
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3.2.1 Flooding 

It is a very simple yet costly routing protocol for sensor networks. It works on 

broadcasting technique. Each sensor node creates multiple copies of the packet and 

forwards it to all its neighbors. This protocol is simple to implement but it has many 

drawbacks [1] as given below: - 

a. Implosion is the problem of getting  same packet multiple times. It happens because 

of getting the same packet from more than one neighbor. 

b. Overlap problem arises when more than one sensors sense the same data and sends 

information about it to their common neighbor. The neighbor gets more than one copy 

of a packet. 

c. Resource blindness is the most costly problem of flooding because the sensor nodes 

have limited energy level and bandwidth. Flooding uses these resources blindly. Thus, 

resulting in wastage of limited resources. 

3.2.2 Gossiping  

Gossiping is the enhanced version of flooding. In this protocol, all the neighbors do 

not get the copy of a packet.When a node gets packet it forwards it to some randomly 

selected neighbor. By selection of random node, gossiping overcomes the problem of 

implosion but introduces delay in the reception of data. 

3.2.3 SPIN: Sensor Protocols for Information via Negotiation 

 In[46] a routing mechanism has been discussed  in which high level data 

descriptors have been used for naming data. These data descriptors are exchanged by 

sensor nodes before starting transmission. When any node has new data it advertises it 

to its neighbors by using ADV message, any node which wants that data replies with a 

message REQ. Once the request is made data is transferred by using DATA message. 
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SPIN reduces the redundant data over the network. It only uses the single hop 

information so changes in the network topology do not matter. The drawback in this 

algorithm is that, if neighbors closer to the advertising node are not interested in 

retrieving data then they do not advertise it further, even if the farther neighbors are 

interested in getting that data. 

3.2.4 LEACH: Low-Energy Adaptive Clustering Hierarchy  

[59] It is a hierarchical algorithm that forms clusters of sensor nodes on basis of their 

signal strength. Each cluster has a cluster head that receives data from the cluster and 

forwards it to the sink. Cluster heads are changed overtime by using a mechanism in 

which node selects any number between 0 and 1.The node having number less than 

the threshold value i.e T(n) ={ p/1-p*(r mod 1/p), if n belong to G is considered  as 

cluster head. Here p is the desired percentage of heads, r is the current round and G 

represents the nodes which have not been selected as heads in last 1/p rounds. 

LEACH reduces the energy dissipation but it introduces overheads for selecting 

cluster heads and changing them after some time. 

3.2.5 EAGR: Energy Aware Greedy Routing in Wireless Sensor Networks 

Razia et. al.[5] suggests a location, based protocol that works on geographical 

information of the node as well as the energy level available in the sensor node. In 

most of the greedy routing algorithms, only shortest path is calculated keeping aside 

the fact that in this case the node present in most of the shortest paths will loose its 

energy very quickly. Therefore, creates a hole in that area and  results in dropping of 

packets. 

EAGR combines the location information and energy level of nodes so beautifully 

that the workload is evenly distributed amongst the alive nodes. 
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In EAGR, all the nodes have same energy level and a threshold energy level is set. 

Node having less than that energy level is considered dead. Then, it finds out the 

location of each node. All the nodes having energy  level greater than their threshold 

value get information about their neighbor and create a table of their locations. On the 

basis of this table, average distance to its neighbor is calculated. For forwarding data, 

it selects the node having distance equal to or less than this average distance value and 

having maximum energy level amongst the neighbors. By considering energy level in 

selection, every time a new node is selected and no single node gets depleted and its 

energy is not lost more quickly. Resultantly, giving longer life to the network. 

In EAGR, packet only gets dropped when the destination is dead or there is no 

further neighbor alive to forward data. Authors have compared the results of EAGR 

with shortest path greedy algorithm using OMNET++ simulator and simulation 

results show the great difference between these two protocols. EAGR is much better 

than simple greedy algorithm. 

3.2.6 GEAR: Geographical and Energy Aware Routing 

Yu et. al. [6] has suggested a protocol that  uses geographical information of the 

nodes to propagate data to some specific rectangular region with energy efficiency. It 

also has a mechanism for dealing with holes. 

This algorithm works in two phases. 

a. Forwarding the Packet Towards the Target Region: When there is a node  

available whose distance from destination is less than the forwarding node, then the 

forwarding node selects that neighbor for its next hop. If all the nodes have greater 

distance than the forwarding node, it means there is a hole. This hole problem is 

solved by selecting the next hop on the  basis of learning cost mechanism. 
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b. Disseminating the Packet within the Region: When the packet reaches the region, 

recursive geographic forwarding algorithm is implemented on it. When the density of 

nodes is high, recursive geographic algorithm creates four copies of the packet and 

divides the region into four sub-regions and gives one copy to each sub-region. It 

divides the sub-regions further until the sub-region contains only one node. By doing 

this, all the nodes in a particular region will get the copy of the packet. In case the 

density of nodes is low in a region, restrictive flooding method is used instead of 

recursive geographic forwarding.  

In GEAR each node knows two types of costs: (1) estimated cost that is used for 

simple forwarding, consisting of the remaining energy level and the distance and (2) 

is learning cost that is used to tackle the problem of holes. 

The authors have compared GEAR with GPSR. The simulation results for non-

uniform traffic are: GEAR delivered 70% to 80% more packets than GPSR and in 

case of uniform traffic GEAR delivered 25% to 35% more packets than GPSR. It 

shows that GEAR works better than GPSR under different traffic scenarios. 

3.2.7 REAR: Reliable Energy Aware Routing  

Hassanein et. al. [8] have proposed a routing algorithm in which reliability of 

packet delivery is high and it is also energy aware. REAR uses three types of nodes in 

a network Sink, Intermediate Nodes (IN) and Target Source (TS). 

This algorithm works on two layers. Network layer over which it provides the 

energy aware path using energy-reservation mechanism and on transport layer, which 

provides reliability. 

Parts of REAR are as under 

a. Service Path Discovery (SPD): In SPD, the node known as sink sends the request 

over network for path discovery. It uses flooding for this path request. On the way the 



 

 17

broadcasting speed is combined with available energy to select the energy efficient 

path. Once the node is selected it contains two logical energy levels (one is available 

energy and the other is reserved energy occupied by the path). When this candidate 

path reaches the source, it generates a path reservation request in which it reserves the 

required energy of nodes for the path. Any other path cannot use this energy until it is 

released. 

b. Backup Path Discovery (BPD): It is also initiated by sink and has same procedure 

as SPD. The only difference is that it does not contain the nodes already selected for 

service path. Backup path is used in case of failure of service path. 

c. Reliable Transmission: For reliable transmission, each sending node stores the 

data until it gets acknowledgment from the receiver. Due to low memory, all the 

packets are not stored in case of SP link failure. The source node will transmit all the 

packets again. 

d. Reserved Energy Release: When the link fails, an error message is transmitted to 

all the intermediate nodes, which release the reserved energy for that path. 

Authors of the REAR claim that it can transmit 10%-20% more packets to the 

destination node. 

3.2.8 LQER: Link Quality Estimation Based Routing for Wireless Sensor 

Networks 

This protocol is proposed by Chen et. al. [9]. LQER takes decision about data 

forwarding on the basis of a dynamic window (m,k) that stores the history of 

transmission success over the link. This dynamic window is represented as (m,k) 

where m represents the total successful transmission bits and k is the length of 

window. Minimum hop-count is also considered to make this protocol reliable as well 

as energy efficient. 
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In the bit sequence of the window, left-most   bit represents the oldest and right-most 

bit represents the newest data. When the transmission is unsuccessful 0 is inserted 

while 1 represents successful transmission. LQER estimates the link quality by m/k . 

Largest value of m/k value is considered the best one. 

This protocol also considers the minimum hop-count value for selection on next 

hop. Using flooding mechanism in which sink starts advertising, the hop-count sets 

minimum hop count field. Initially, all the nodes have maximum hop-count set when 

the nodes receive any hop-count lesser than it has already recorded, it replaces the 

stored hop count with the new one. By doing this, it gets the shortest path. 

LQER first selects the neighbors having minimum hop-count and from that set, it 

chooses the node having the largest m/k value to forward the data. In this way it 

selects the most optimal path for data transmission. 

3.3 Holes: A Challenge for Wireless Sensor Networks 

When the data transfer amongst sensor nodes is stopped by some problem then it is 

said that there is a hole in communication. There are different types of holes in WSN. 

Coverage holes, Routing holes, Jamming holes, Sink/Black holes and Worm holes 

which will be discussed later. 

3.3.1 Coverage holes 
 

When the nodes sensing an area are less than the number required by the application 

then the coverage hole is created. Dead nodes can cause coverage holes because no 

node will be present to sense the data. Coverage requirements are different for 

different scenarios e.g. military installations need to cover more area and even a 

single dead node can result in disaster. Any security system also requires dense 

deployment of the sensor nodes. 
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Coverage area of sensor nodes also depends upon the type and capacity of the 

sensor node. One way to avoid coverage holes is to deploy redundant nodes in 

important installations and backup nodes should sleep until they are needed in case of 

any dead node [10]. 

3.3.2 Routing holes 
 

Routing holes are created by energy depletion of nodes resulting in failure of paths, 

movement of nodes to some other location in case of mobile nodes, any other disorder 

or destruction of node. A routing protocol has only two options in this scenario, either 

to drop the packet or to solve the routing hole problem, by using a certain mechanism. 

There are different methods of dealing with this problem, some of them are as under 

[10]. 

Introducing multiple paths (such as Service Path and Backup Path) for data 

transmission to avoid the failed path and for reliability of data delivery, one such 

protocol (REAR) has been discussed in section 2.5. 

Another method is creating graph and traversing it by using right-hand rule as done 

in GPSR (Greedy Perimeter Stateless Routing) [7]. GEAR [6] uses learning cost 

mechanism to solve this problem.  

A lot of work has been done to overcome this problem but discussion of all the 

methods is beyond the scope of this work. 

 
3.3.3 Sink/ Black holes 

 
These kinds of holes are created, when a malicious sensor node introduces best 

path to the destination. These best paths include the malicious node itself. As a result 

the misbehaving node attracts the traffic of the network. On receiving the packets it 

can either drop them or can even forward those packets after changing them [10]. All 

the traffic starts moving in one direction, so due to low capacity of the network 
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overflow occurs and more packets are dropped. The nodes in that path are also 

extensively used, so they deplete their energy very quickly. 

Zdravko[11] has suggested in his paper a routing algorithm named REWARD 

(Receive, Watch, Redirect) .REWARD uses two messages, (1) MISS (Material for 

Intersection of Suspicious Sets). It indicates the misbehaving node or team of nodes. 

(2) SAMBA (Suspicious Area, Mark a Black-hole Attack). This message gives the 

location of misbehaving nodes.REWARD consumes energy but provides security 

against black-holes. 

3.3.4 Worm Holes 
 

Worm holes are created when some sensor nodes present in different parts of WSN 

start exchanging messages with each other [13]. When a node sends the packet fro 

one part of the network to a node in another part of that network using some different 

radio frequency, then the new part nodes will falsely consider themselves the 

neighbors of the first part nodes. This results in incorrect routing paths and 

degradation in performance of the network. 

3.3.5 Jamming Holes 
 

Jamming holes are created when the communication becomes impossible amongst 

the sensor nodes. It happens because of intrusion in the radio frequency allocated to 

WSN, or because of continuous usage of wireless channel. These holes appear either 

because of the out of order sensor nodes, which are sending garbage packets over the 

network and occupying the wireless channel, or because of the malicious nodes which 

are being compromised by some attacker and are sending some useless packets to 

exhaust the network. Jamming holes can be detected by the neighbors sensing the 

high background noise in that region and alternate path can be provided to the nodes 

around the jammed region [12]. 
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Jamming holes can also appear in the region where the objects being sensed behave 

differently, like if a sensor is deployed to sense a light of specific wavelength, then it 

cannot detect the light having wavelength greater than or less than the assigned 

wavelength. In this scenario the sensors are said to be jammed [10]. 

3.4 Summary  

In this chapter different routing protocols have been discussed on the basis of their 

pros and cons. EAGR is an energy efficient protocol but has no criteria to solve the 

problem of holes when the packet reaches a node having all the neighbors dead. At 

this stage the packets are dropped which give poor performance. There must be some 

mechanism that can use alternative path to reach the destination. GEAR is energy 

efficient and also provides a mechanism to deal with the problem of holes. REAR in 

addition to energy efficiency provides reliability in data transmission. LQER provides 

reliability in data transmission by using link history and is also energy efficient. There 

are many factors effecting the performance of routing protocols. Holes are discussed 

in which coverage holes effect the coverage area, jamming holes block the 

communication by sending packets, black/ sink holes create false destinations, in 

routing holes paths to destination break and in worm holes links are created between 

different parts of a network. 
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 CHAPTER 4 

 DESIGN AND IMPLEMENTATION OF HHEA 

ALGORITHM 

4.1 Introduction 

Geographic routing is widely used in wireless sensor networks due to its efficiency 

and scalability. But due to energy inefficiency it suffers the problem of void areas 

called holes[30].  As sensor nodes are very small and have smaller battery so 

geographic routing has to be tamed in such a way that it consumes lesser energy and 

provides its full benefits in WSN, as they are now used in many applications. 

4.2 Geographic Routing and Routing Holes 

Geographic routing is also known as location based routing. Wireless Sensor 

Networks do not use any addressing scheme, so this routing helps in sending packets 

to the geographic position of the node instead of their network address. In geographic 

routing each node knows about its location. In this routing method, source has 

information about destination node so it sends packet over the network. Node decides 

the next hop for this packet. What will be its next hop? It is done in such a way that 

each hop takes the packet closer to the destination node. By using this method prior 

setting of the shortest path is avoided.  

There are many approaches for geographic routing but here only the single-path 

greedy routing is studied. In greedy routing, source node after acquiring knowledge 

about destination location creates a packet and sends it over to the network. The next 

node may be an intermediate node that will forward packet to next hop or it may be 

the destination node. If it is the intermediate node then it calculates its distance from 
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its neighbors and sends packet to the closest one. This procedure is repeated until the 

packet reaches its destination. 

Greedy routing can lead to a dead end where no more nodes are near destination. At 

this point the packet is dropped. This dead end is called a routing hole. Routing hole is 

the area in wireless sensor network where nodes are not present to forward data to 

next node. It happens because of malfunctioning node or energy depletion of any node.  

4.3 Routing Algorithm for the Inter-Sensor Nodes Communication  

Nodes can forward data as long as they have energy. So energy consumption is the 

main factor that gives longer life to the network. This can only be achieved by using 

such routing algorithm which is energy efficient. 

4.3.1 Weak Node Problem 

In geographic greedy forwarding, nodes closer to destination are used heavily 

resulting in loss of energy. These nodes do not have sufficient energy to forward 

packets after some time. Such nodes having low energy due to continuous usage  are 

called weak nodes. 

4.3.2 Principle of Holes Healing Energy Aware Routing 

Holes Healing Energy Aware routing works on average energy and distance of nodes 

to overcome weak node problem in WSN. When only distance of neighbor node is 

considered, the nodes having shortest distance from the destination are selected 

repeatedly which results in more energy consumption of those nodes and they become 

weak. If only strong nodes are selected then it may result in long paths , that also 

increase the time of arrival of packets to the destination. Therefore, the strategy used 

in holes healing energy aware routing is that, first the average energy of all the 
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neighbor nodes is calculated then the node having energy greater than or equal to 

average energy is selected. If more than one nodes have energy level greater than or 

equal to average energy then the node having shorter distance is selected amongst 

those nodes. If a packet reaches some node whose all the neighbors are dead (having 

energy less than the preset threshold energy) the packet is sent back to the previous 

node. Then again average energy is used to select another alive node. By doing this 

the rate of packet dropping decreases in case of dead nodes. So, the proposed 

algorithm selects the next node in energy efficient manner and also takes care of the 

dead nodes. 

4.3.3 Assumptions for HHEAA 

Assumptions taken for this research are: Sensor nodes do not change position once 

they are deployed. Random topology for the network is considered. A central entity 

manages the location information, all the nodes contact that central entity for getting 

information about the location of other nodes, just like GPS system in real time 

scenario. Packets used are of fixed length and all the nodes can send packets to only 

one destination node. Buffers are of unlimited size on each node so overflows or 

queuing problems are not considered in this research.  

4.4 Block Diagram  
Using the platform of Visual C++ 6.0 with service pack 6 and OMNET++ network 

simulator makes the proposed system. There are four basic modules in the proposed 

system i.e. network generator, route, HHEAA and packet router. 

4.4.1 Network Generator 

Network generator creates the topology of the network. It defines the position of the 

nodes and establishes the connection between them. Data rate for the connection is 
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also declared in this module and the total number of nodes in the network is also set in 

network generator. 

 

 

 

 

 

 

 

Figure 4.1: Block Diagram of proposed system 

Structure of single node is mentioned in sub module Nnode that gives address to a 

node and also declares gates for a node. 

There are two types of gates for each node In gate and Out gate. In gate receives the 

packets and out gate sends the packet to the node connected to it. Links between 

nodes and also time delay on each link is declared in this module. 

4.4.2 Route 

This module plays its role of generating packets. It assigns the source address to the 

source address of the packet and as the destination node is considered constant so it 

always assigns the same destination address to the destination address field of the 

packet. It sets the “haspayload” field to “true” and assigns some dummy data to the 

data field of the packet. After assigning the values to all the fields of sample packet it 

hands it over  to the network, where HHEAA is applied to forward this packet. 

4.4.3 HHEAA 

It selects the neighbors of the current node. It checks the position of the neighbors of 

current node and stores them in a link list. After creating the link list of neighbors it 

Network  
Generator 

HHEAA 

INPUT 

OUTPUT

Packet Router 

RouteNnode 
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counts the total number of neighbors of current node. This total number of nodes is 

used to calculate the average energy of neighbors. It then calculates the sum of energy 

levels of the neighbors and divides it with total number of neighbors to get the 

average energy of the nodes. This average energy is compared with all the neighbors 

and the ones having energy level greater than or equal to this average energy are 

stored in an array. Distances of all these neighbors are compared with each other and 

the one having minimum distance is selected and stored in a variable. This variable is 

sent to the packet router module.  

4.4.4 Packet Router 

Packet router receives packet and stores it in a sending queue. Then it checks that 

whether that node is destination node or not, if it is the destination node then it 

delivers the packet to the node, else it sends the packet to the next node selected by 

HHEAA and decrements the remaining energy of the current node. It also checks the 

remaining energy of the nodes and if all next hop neighbors are dead then it sends the 

packet one level back and again applies HHEAA for selection of another neighbor. It 

also changes the color of dead node i.e the node having energy level less than or equal 

to 0.25. If all the nodes are dead it drops the packet. 

Supporting Modules 

4.4.5 Statistics  

It keeps track of total packets generated, number of packets delivered successfully and 

number of packets dropped. These statistics are shown at the end of simulation. 

4.4.6 Packet 

Structure of packet is defined in this file. It contains the following fields. 

 source address 

 destination address 
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 data field 

 and a flag that shows the packet contains data or not. 

4.5 Greedy Algorithm 
 
Greedy algorithm is represented in Figure 4.2 in which node selection is purely on the 

basis of their distances. Greedy algorithm selects the node having smallest distance to 

destination.  

Figure 4.2: Greedy Algorithm for the Sensor Networks 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.6 HHEA Algorithm 

In Figure 4.3 HHEA algorithm is presented which takes care of all the issues such as 

energy efficiency and routing holes. Simulation results have been presented in chapter 

4 which shows that HHEAA works very efficiently, as compared to Greedy Algorithm. 

 

 

 

Initialize the network(with specified number of nodes);  

1. Get Location; // Location of each node in the network. 

2. Get neighbors; // detect the neighbors of each node and create a table 

3. Calculate Shortest distance to destination and store it in routing table 

4. For each node  

 If the node is alive       //energy level greater than threshold 

a. Send packet to the closest node to destination // selecting next hop  

from routing table 

b. Deduct energy required for processing 

Else (if node is dead i.e energy level <= Threshold) 

 Drop packet 
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Figure 3.4: EAGR Algorithm for sensor Networks 

 

Initialize the network; //With specified  number of nodes  

1. Get Location;  //Location of each node in the network. 

2. Get Neighbors; // Check the neighbors of each node and create a table 

3. Find neighbor distance; // Get the distance of each neighbor 

 //Transmission 

4. For each node  

 If the node is alive // Energy greater than threshold  

a) Calculate average energy of neighbors 

 Find neighboring nodes having energy >= average energy 

 Determine node with minimum distance 

 Send packet to the node at minimum distance 

b) Deduct energy used for processing 

// Hole Healing 

Else If node is dead 

 Reverse link; // Send packet to previous node 

 Go to step 4; 

5. If all nodes dead 

Drop Packet ; 

 

 

 

Figure 4.3: HHEAA for sensor Networks 
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4.7 Flow Chart of Greedy and HHEA Algorithm 

Figure 4.4 shows the flowchart of Greedy routing algorithm. The first step is to 

initialize the topology of network with specified number of nodes. Then location of 

each node is stored in a table. A packet is generated that has the address of source 

node and the destination node. Distance is considered for selection of the next hop 

and packet is sent to the node at minimum distance from the destination. By checking 

the source node field of packet neighbors of sending node are identified. Path is stored 

in a routing table by comparing the distance of all the neighbors from the destination 

and shortest path is stored. Then if the node is alive next hop is selected on the basis 

of shortest path routing table, and then the energy consumed for processing is 

deducted from the remaining energy of the node. If the packet has reached the 

destination node then time is checked. If it is time to end the simulation then it is 

stopped else if packet has not reached its destination then process of next hop 

selection is repeated for the next node. If the closest node is dead then the packet is 

dropped. Packets are generated and forwarded until the end of simulation time. 

Figure 4.5 shows flow chart of HHEAA in which after initialization of network, 

location of each node is stored and then distance of each neighbor is checked and 

stored. A packet is generated. Then for alive node, average energy of all its neighbors 

is calculated and packet is sent to the node having energy greater than or equal to the 

average energy. If more than one such node exists then distance is considered and the 

packet is sent to the node at minimum distance. Energy required for processing and 

sending is deducted from the energy of the node. Then it is checked that whether the 

packet has reached its destination or not, if yes, then the simulation is stopped else the 

process is repeated. If the packet reaches at dead node then it is sent back to the 
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previous node from where again energy comparison is performed and packet is 

transmitted. If all the nodes in the path are dead then the packet is dropped. 

This process continues until the packet reaches its destination. 

4.8 Comparison between Greedy Algorithm and HHEAA 

Packets in greedy algorithm have their destination address. Intermediate nodes take 

decision about the next hop of packet. By using this address the node checks its 

distance from all the neighbors and selects the one having shortest distance when 

going towards the destination. Shortest path from source to destination is selected and 

whenever that source node has to send packet to the same destination it always take 

the previously selected shortest path. On the other hand HHEAA first checks the 

energy level and then the distance that is as the 2nd priority. A selection criterion of 

the node on basis of available energy is specified in HHEAA principle.  

In greedy algorithm the nodes consume their energy more quickly, so when the packet 

reaches a node having dead neighbors the packet is dropped. While, in case of 

HHEAA the packet is redirected towards the destination by using the mechanism 

specified in the principle. 

4.9 Energy Model 

When the simulation starts all the nodes have energy equal to 1 joule. Node consumes 

one unit that is equal to 0.0001 joule, while processing and transmitting the packet. 

Threshold value is set equal to 0.25 joule. 
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Figure 4.4: Flow chart for Greedy Algorithm 
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 Figure 4.5: Flow Chart of HHEAA 
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4.10 Summary 

This chapter gives an idea about geographic routing, Greedy routing has been 

explained along with its problems. Then Hole Healing Energy Aware Algorithm is 

proposed and its design and implementation is discussed in detail. 
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CHAPTER 5 

 SIMULATION AND RESULTS 

5.1 Introduction 

Simulation is developed using Omnet++ and is executed with different numbers of 

nodes. For noting the performance of proposed algorithm, nodes are randomly placed 

in each network. Two algorithms are compared here HHEAA and greedy for checking 

the success of the proposed algorithm. 

 5.2 History of OMNET++  

OMNET++ is an object-oriented modular discrete event simulator. It is being used in 

development since 1992. Primary use of OMNET++ is to simulate communication 

networks, distributed systems and parallel systems.  Students at Technical University 

of Budapest, Hungry, started OMNET. András Varga, one of the pioneer students 

maintains this open source simulation package. Several people contributed to this 

package. The first public release was in 1997 and animation was added in 1998, 

which made the package even more usable for education. 

OMNET++ is only free for academic and non-profit use – for commercial purposes 

one needs to obtain OMNEST licenses from Omnest Global, Inc. 

5.7 Simulation Model  

5.7.1 Model for 10 nodes WSN and its operation. 

OMNET++ is used for developing simulation for 10 nodes. Nodes are randomly 

placed and are immobile. They do not change their position during the simulation. 

Initially, each node is assigned same energy that is equal to 1 Joule. It decreases 
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during the processing and transfer of packets. If a node reaches to energy level that is 

equal to a pre set energy threshold it is considered dead and its color is changed. For 

simplicity only one node is considered as destination node to which all other nodes 

send their data i.e. source nodes can be different but destination will be the same. A 

packet of fixed length i.e. 563 Bytes is generated by the source nodes and simulation 

runs for 500 seconds in different scenarios.  

Figure 5.1 shows WSN of 10 nodes. Each node has a specific identification, different 

energy levels and distances are assigned for clarification of working of HHEAA. 

 

 

 

 

 

 

 

Figure 5.1: WSN with 10 nodes 

In the above mentioned figure circles represent nodes and the number with in the 

circle represents its identification. Real numbers written outside the circles represent 

energy level of the node and numbers along the edges represent the distance between 

those nodes. Red line represents the path taken by a packet. 

When node 1 sends a packet to node 10 by using HHEAA it follows the following  

Steps 

 
At Node 1 
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Step 1:  

Average energy of neighbors = (0.5+0.8+0.8)/3=0.7 

Two nodes, node 3 and node 4 in the network have energy greater than  0.7  
 
Step 2:  
 
Compare distances of node 3 and node 4 

Distance of node 4 < Distance of node 3 

Step 3: 

Send packet to node 4  

Step 4: 

Deduct energy of node 1 

0.7-0.0001 

At Node 4 

Step 1: 

Average energy =  (0.5+0.6)/2 = 0.55 

Two nodes node 6 and node 7 have energy equal to or greater than 0.5 

Step 2: 

Distance of node 6 is less than node 7 

Step 3: 

Send packet to node 6 

Step 4: 

Deduct energy from node 4 

0.8-0.0001 
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At Node 6 

Step 1: 

Average energy =  (0.6+0.8+0.7)/3 = 0.7 

Two nodes, node 8 and node 9 have energy equal to or greater than 0.7 

Step 2: 

Distance of node 9 is less than node 8 

Step 3: 

Send packet to node 9 

Step 4: 

Deduct energy from node 6 

0.5-0.0001 

There is no other neighbor node at node 9 other than the destination itself, so the 

packet will be transferred to node 10, that is the destination node. 

5.3.2  Model for 40 nodes WSN and its operation 

Figure 5.2 shows the simulation model of 40 nodes. Selection of nodes and dealing 

with holes on the basis of HHEAA is shown in this model. 

In Figure, circles are the sensor nodes. Numbers written in the circles represent their 

identification. Red circle shows the dead node i.e the node having energy less than 

threshold energy. Real number, adjacent to the node is the energy level of that node. 

Numbers written with edges are the distances between two nodes. Working of 

HHEAA in this scenario is as under. 

At Node 1 

Step 1 

Average energy of the neighbors = (0.7+0.7+0.8)/3 = 0.73 
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Step 2 

Node 2, Node 3 and Node 4 have energy greater than or equal to the average energy. 

Step 3 

Packet is sent to Node 4 because it is at the minimum distance. 

 

 

 

 

Step 4  

Energy of node 1 – 0.0001 

There is only one neighbor that is node 5 so packet is sent to node 5.  

Energy of node 4 -0.0001. 
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Figure 5.2: 40 nodes WSN 
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At Node 5 

Step 1 

Average energy of the neighbors = (0.5+0.6)/2 = 0.55 

Step 2 

Node 6 and Node 9 are candidates. 

Step 3 

Packet is sent to Node 9 because it is at the minimum distance. 

Step 4  

Energy of node 5 – 0.0001 

Node 9 has only one neighbor that is node 14 so send packet to node 14. Energy of 

node 9 -0.0001. 

At Node 14 

Step 1 

Average energy of the neighbors = (0.5+0.8)/2 = 0.65 

Step 2 

Node 20 has energy greater than 0.65. 

Step 3 

Packet is sent to Node 20. 

Step 4  

Energy of node 14 – 0.0001 

Node 20 has only one neighbor that is node 27 so send packet to node 27. Energy of 

node 20 -0.0001. 

At node 27, one neighbor node 32 is dead so packet is sent to node 12, energy of node 

27 -0.0001. 
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Node 12 has only one neighbor that is node 8 so packet is sent to node 8. Energy of 

node 12 -0.0001. 

At Node 8 

Step 1 

Average energy of the neighbors = (0.7+0.7)/2 = 0.7 

Step 2 

Node 3 and Node 11 have energy equal to 0.7. 

Step 3 

Packet is sent to Node 11 because it is at the minimum distance. 

Step 4  

Energy of node 8 – 0.0001 

At Node 11 

Step 1 

Average energy of the neighbors = (0.6+0.5+0.8)/3 = 0.63 

Step 2 

Node 19 and node 10 are candidates. 

Step 3 

Packet is sent to Node 10 because it is at minimum distance. 

Step 4  

Energy of node 11 – 0.0001 

Node 10 has only one neighbor that is node 17 so packet is sent to node 17. Energy of 

node 10 -0.0001. 

Node 17 has only one neighbor that is node 24 so packet is sent to node 24. Energy of 

node 17 -0.0001. 
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Node 24 has only one neighbor that is node 30 so packet is sent to node 30. Energy of 

node 24 -0.0001. 

Node 30 has only one neighbor that is node 34 so packet is sent to node 34. Energy of 

node 30 -0.0001. 

Node 34 has only one neighbor that is node 36 so packet is sent to node 36. Energy of 

node 34 -0.0001. 

Sent to Destination node. 

5.3.3  Hole Healing 

Using HHEAA packet is forwarded by comparing average energy and minimum 

distance of the nodes. As the processing energy is deducted from a node when it 

forwards a packet so after sometime the mostly used nodes start loosing their energy 

and become dead. When the packet reaches such a node that has all dead neighbors 

this point is called a routing hole. At this point the packet is sent back to the node 

which forwarded it. It is shown in Figure 5.3. 
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Figure 5.3: Hole Healing Case 1 
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and distance were compared node 5 was selected. It is supposed that 0.01 energy is 

used for processing. Energy of node 2 reduced to 0.49.  

At node 5 all the neighbors, node 7, node 8 and node 9 were checked and all were 

dead so node 5 sent the packet back to node 2 and energy of node 5 reduced to 0.39.  

Again at node 2 average energy was calculated i.e (0.39+0.39+0.4)/3 = 0.39. When 

average energy and distance were compared node 3 was selected and the packet 

reached the destination via node 6 , node 11 and node 12. 

Case 2 

It was supposed that node 6 was dead as shown in Figure 5.4. Source generated a 

packet and sent it to node 2 represented by red line. At node 2 average energy was 

calculated i.e (0.39+0.39+0.4)/3=0.39. After comparing the average energy and 

distance, node 3 was selected and energy of node 2 reduced to 0.49. 

At node 3 the neighbor node 6 was dead so node 3 returned the packet to node 2, 

represented by green line and energy of node 3 became 0.38. 

 

 

 

 

 

 

 

 

 

Again at node 2 average energy was calculated i.e (0.38+0.39+0.4)/3=0.39. Node 5 

was selected after comparing energy and distance. Energy of node 2 reduced to 0.48. 
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At node 5 it neighbors, node 7, node 8 and node 9 were dead so packet was sent back 

to node 2 represented by blue line and energy of node 5 reduced to 0.38. 

At node 2 average energy was calculated i.e (0.38+0.38+0.4)/3=0.39(rounding off). 

By comparing the energy of neighbors, node 4 was selected and the packet reached its 

destination via node 10, node 14 and node 15.  

5.4 Performance Criteria 

Greedy Algorithm and HHEAA are compared on the basis of Packets delivered, 

packets dropped, percentage of packets delivered, nodes alive, nodes dead and 

percentage of alive nodes. The two algorithms are hereby compared using 10, 40 and 

80 nodes. 

5.4.1 Performance of Greedy Algorithm for 10 nodes WSN 

All nodes were assigned equal energy, at the start of simulation. The nodes were 

placed randomly. Shortest distance from destination node was calculated at each hop 

and shortest path was selected from source to the destination. It was noted that Greedy 

algorithms work efficiently for smaller number of nodes as shown in Table 5.1. The 

results for 10 nodes show that all packets were delivered successfully. Only one node 

was dead at the end of simulation. Packet success rate was 100% while 90% nodes 

were alive. 

5.4.2 Performance of HHEA Algorithm for 10 nodes WSN 

Initially all the nodes were assigned equal energy that is equal to 1 joule. Source node 

generated a packet and intermediate nodes forwarded it to the destination node by 

using HHEAA. This algorithm calculates average energy of neighbor nodes and 

forwards the packet to the node at minimum distance. It is shown in Table 5.1 that this 

algorithm works efficiently for 10 nodes as the packet successful delivery rate is 
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100% and also 100% nodes are alive. Energy is consumed equivalently by all the 

nodes so all the nodes are alive giving longer life to the network. 

Table 5.1: Results of Network having 10 Nodes 

 HHEA Algorithm Greedy Algorithm 

 Delivered Successfully 5000 5000 

Packets Dropped 0 0 

Percentage Delivered 100% 100% 

Alive Nodes 10 9 

Percentage alive 100% 90% 

 

5.4.3 Performance of Greedy Algorithm for 40 nodes WSN 

It was noted that when greedy algorithm was implemented on 40 nodes, few packets 

were dropped. It was because when the number of nodes increased demand of shortest 

path also increased which resulted in early depletion of energy of few nodes in that 

path. Packet success rate was 87.5% while 38 nodes were alive at the end of 

simulation and 2 were dead. It means 95% of nodes were alive. It is an acceptable 

performance as packet delivery rate is not very poor for 40 node network.  

5.4.4 Performance of Greedy Algorithm for 40 nodes WSN 

When HHEAA was implemented for a 40 node WSN it displayed the results slightly 

better than greedy algorithm as the packet delivery rate was 87.8 % and 39 nodes 

were alive at the end of simulation. Results of both the algorithms were same for 10 

nodes which became better for HHEAA when 40 nodes were used. This is an 

indication that as the number of nodes increases performance of HHEAA and 

becomes better than the performance of greedy algorithm. The results are shown in 

Table 5.2.  
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Table 5.2: Results of Network having 40 Nodes 

 HHEA Algorithm Greedy Algorithm 

 Delivered Successfully 17554 17500 

Packets Dropped 2446 2500 

Percentage Delivered 87.8% 87.5% 

Alive Nodes 39 38 

Percentage alive 97.5% 95% 

 

5.4.5 Performance of Greedy Algorithm for 80 nodes WSN 

When greedy algorithm was implemented for 80 nodes the packet delivery success 

rate dropped down to 69.4%. That shows degradation in performance of greedy 

algorithm, as the number of nodes increases. At the end of simulation 78 nodes were 

alive while 2 were dead. 

5.4.6 Performance of Greedy Algorithm for 80 nodes WSN 

It is obvious from the results shown in Table 5.3 that performance of greedy 

algorithm is far better than greedy algorithm, as the packet success rate is 78.7% that 

is much better than 69.4%. Only one node was dead at the end of simulation. 

Table 5.3: Results of Network having 80 Nodes 

 HHEA Algorithm Greedy Algorithm 

 Delivered Successfully 31498 27773 

Packets Dropped 8502 12227 

Percentage Delivered 78.7% 69.41% 

Alive Nodes 79 78 

Percentage alive 98.7% 97.5% 
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5.4.7 Average Results of 50 nodes WSN 

When HHEAA was executed for three different topologies of 50 nodes wireless 

sensor network results mentioned in Table 5.4 were noted. 

Table 5.4 Average Results of  50 Nodes 

Topology 
Packets 
Delivered 

%age 
Delivered 

Packets 
Dropped 

Nodes 
Alive 

Nodes 
Dead 

1 23542 94 1458 46 4 
2 24025 96.1 975 46 4 
3 20286 81.14 4714 46 4 

Average 22618 90.47 2382 46 4 
 

5.5 Summary of Results 

HHEAA was tested for 10, 20, 30, 40, 50, 60, 80, 90 and 100 nodes. The summary of 

results shown in Table 5.5 provides a clear picture of efficiency of the proposed 

algorithm. It is evident from the results that performance of HHEAA gets better and 

better when the number of nodes increases. It is an energy aware algorithm so number 

of dead nodes are also lesser than the greedy algorithm.  

Table 5.5:  Complete Simulation Results 

 Packets Delivered Packets Dropped 

# of 
Nodes HHEAA  

HHEAA
%age  Greedy

Greedy 
%age HHEAA Greedy 

10 5000 100 5000 100 0 0
20 10000 100 9251 92.5 0 749
30 13500 90 10500 70 1500 4500
40 18000 90 17500 87.5 2000 2500
50 22618 90.47 18452 73.8 2382 6548
60 24524 81.7 24436 81.4 5476 5564
80 31500 78.7 27773 69.41 8500 12227
90 36615 81.4 26008 57.8 8385 18992

100 41499 83 32237 64.5 8501 17763
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Table 5.6:   Simulation Results of Nodes 

No. of 
Nodes 

HHEAA 
Nodes Alive 

Percentage 
of  Alive 
nodes 

Greedy 
Nodes 
Alive 

Percentage 
of  Alive 
nodes 

10 10 100 9 90
20 20 100 19 95
30 29 96.7 28 93.3
40 39 97.5 38 95
50 46 92 44 88
60 58 96.7 57 95
80 79 98.7 78 97.5
90 86 95.5 85 94.4

100 96 96 95 95

5.5 Comparison of HHEA and Other Routing Algorithms using 

charts. 

Greedy Algorithm is a simple shortest path routing algorithm. It is not energy aware 

so it does not consider energy level while selecting the next hop. The proposed 

algorithm HHEAA checks the energy available in the nodes and also the geographic 

location of the node. Graphic representation of the results presented earlier in the    

Table 5.4 clearly shows the better performance of HHEAA as compared to the Greedy 

Algorithm.  

Figure 5.5 shows the  packets that are successfully delivered  in both the algorithms. It 

is clear from the graph that in HHEAA number of packets delivered is higher than the 

Greedy Algorithm . This shows that HHEAA is more efficient as compared to Greedy 

Algorithm. In Figure 5.5 Results of GPSR[62], Flooding[62] and PGR[62] are also 

compared with HHEAA. Packets delivered by HHEAA are better than GPSR, 

Flooding and Greedy Algorithm. But PGR shows better performance in this case. 

PGR works on the geographical information of the nodes and also the remaining 

energy of the node and reliability of the link. It assigns probabilities to the nodes on 
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the basis of energy and reliability cost. Roulette wheel algorithm is used to select the 

next hop from the neighbors. 

Figure 5.6  shows the number of alive nodes and number of dead nodes after the 

execution of the simulation for HHEAA and Greedy Algorithm. It is clear from the 

results that the proposed algorithm consumes energy very efficiently so the number of 

alive nodes is higher as compared to Greedy Algorithm. This gives longer life to the 

network and avoids creation of routing holes. 
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Figure 5.5: Packets Delivered in HHEA, GPSR, Flooding, PGR and Greedy Algorithm. 
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CHAPTER 6 

  CONCLUSIONS AND FUTURE WORK 

6.1 Conclusions 

Vast use of sensor networks has resulted in routing issues for these networks. It has 

introduced new challenges as compared to wired networks, because of lesser number 

of resources available, incase of wireless networks. Sensor networks are used in 

different applications, ranging from defense purposes to every day weather forecast. 

Different routing strategies are used according to the application area. Routing 

protocols can be classified in three major categories. Those are data-centric, 

hierarchical and location based. 

Data-centric protocols assign names to data and retrieves information from the nodes 

according to the naming scheme. In hierarchical protocols node clusters are made. 

Each cluster has a cluster head that aggregates data and transfers it to destination 

nodes. Location based protocols work on location information and topological 

deployment of the sensor nodes. The main problem in intelligent utilization of 

location information is that it should also use available energy efficiently.  

Geographic routing has many positive aspects but due to energy inefficiency it is a big 

challenge for researchers. Researchers are developing new strategies to get the best 

out of geographic routing. In sensor networks there are two types of nodes, data 

sensing nodes and forwarding nodes. Sensing nodes sense the data from surroundings 

but the forwarding nodes have to forward packets of many nodes. This continuous 

usage of these nodes results in early depletion of their energy and formation of routing 
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holes. Routing hole is an area where the nodes cannot further transfer the data due to 

dead nodes in path. 

In this research work location of nodes and energy level of a node is considered for 

forwarding data so that the load of forwarding packets should be equally distributed 

among the nodes. In greedy algorithm the packets are forwarded to nodes having 

shortest distance from the destination and due to heavy utilization these nodes lose 

their energy more quickly resulting in formation of routing holes. When packets reach 

these routing holes they are dropped because of unavailability of further alive nodes. 

In HHEAA all the nodes equally utilize their energy by selection of node on basis of 

average energy of all the neighbors and shortest distance. Even then if a routing hole 

is created HHEAA comes out of it by reversing the link and using some alternate path 

decided by HHEAA. 

By comparing the results obtained by execution of greedy algorithm and HHEAA on 

basis of packets delivered, dropped, nodes alive and nodes dead, it was noted that 

HHEAA is more efficient than simple greedy algorithm. Its packet delivery success 

rate is higher and also gives longer life to the network. 

6.2 Future work 

Rapid increase in use of sensor networks has opened many doors for research in this 

field. Routing, data security, data reliability etc are the main areas for research. To 

further improve the performance of HHEAA in terms of efficiency, network life and 

awareness of energy, the following methodologies are suggested for implementation.  

 In this research work static sensor nodes are considered, it should also work 

for mobile sensor nodes that change their location resulting in change of 

topology.  
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 Buffer size of sensor nodes is considered infinite, so overflow situation is not 

taken care of. Routing protocol can be redesigned for fixed buffer size and 

handle the problems associated with queuing and overflow in that situation. 

 Fixed size of packets is taken in this work so energy consumption is same for 

all packets. Variable size packets use different energy levels for their 

transmission, this routing algorithm can be extended to be used for taking care 

of variation in packet size and usage of energy respectively. 
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