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Abstract 

Accurate and early tuberculosis (TB) diagnosis is very important for efficient disease management. 

Chest X-rays are widely used for the TB diagnosis that infects a high number of people worldwide. 

The manual examination of chest X-rays is challenging and it is limited by the need for expert 

doctors. Moreover, TB chest X-ray is often misclassified to some other disease conditions of 

similar patterns such as COVID-19 and pneumonia. Chest X-ray misclassification can potentially 

lead to delayed treatment and disease spread. In recent years, deep-learning approaches have 

shown great promise in image analysis, particularly in medical image analysis. This study aims to 

focus on the automated detection of TB in chest X-rays using deep learning approaches. A 

comprehensive dataset consisting of 2500 TB, 2517 normal, and 2522 COVID-19 chest X-ray 

images was collected from different local hospitals in Pakistan and preprocessed. A convolutional 

neural network (CNN) has been employed for classification, and the performance of the CNN has 

been compared with different pre-trained deep learning models, including VGG-16, ResNet-50, 

InceptionV3, and DenseNet-121. Accuracy, precision, recall, and F1-Score were also calculated 

to evaluate the model performances. Out of all the models, CNN achieved a higher accuracy of 

97.67%. The results obtained indicate the CNN model’s effectiveness in accurately classifying TB 

from chest X-rays. The trained CNN model was deployed into a user-friendly web application for 

real-time diagnosis. This study contributes to the field of image analysis by highlighting deep 

learning’s potential in TB diagnosis. For radiologists and other medical experts, the developed 

CNN is a valuable tool assisting them in TB diagnosis more accurately and efficiently. 
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1.1 Tuberculosis 

1. Introduction 

Tuberculosis (TB) is highly infectious and life-threatening disease. It is caused by a 

slow-growing bacteria named Bacillus Mycobacterium tuberculosis that grows in blood and 

oxygen-rich organs of the body such as the lungs. The bacteria mainly affects the lungs in 

80% of cases, but it can also affect other body parts [1]. According to the world health 

organization, around 10 million people annually become infected with tuberculosis, and a total 

of 1.5 million people die from it [2]. In 2021, an estimated 10.6 million people fall ill with 

tuberculosis and 1.6 million people died from tuberculosis globally [3]. TB is one of the top 

ten major causes of death worldwide, and it is the second infectious killer after COVID-19 

[4]. More than 80% of deaths and cases due to tuberculosis are in low-resource countries [5]. 

The mycobacterium tuberculosis bacteria that cause TB can move from person to person 

through the air. TB bacteria can enter the air when a person with lung TB disease coughs, 

sneezes, spits, sings, or even talks. When someone breathes in TB bacteria, the bacteria may 

congregate in the lungs and start to develop. [6]. However, TB cannot be spread by shaking 

hands, sharing clothes, or using shared utensils. People need to inhale only a few of these TB 

bacteria to become infected with TB [7]. People who are in close contact with TB-infected 

individuals are at high risk of getting TB disease. To prevent the spread of the disease, people 

who are infected with TB should keep their mouth and nose covered while coughing or 

sneezing, refrain from going to work or school until they are no longer contagious, and 

complete their treatment as prescribed. Moreover, individuals who are susceptible to TB 

infection, such as healthcare workers and HIV-positive people, should undergo routine TB 

testing. The symptoms of TB disease might differ depending on the part of the body that is 

affected, but the most common symptoms are a persistent cough, night sweats, lack of appetite, 

weight loss, chest pain, blood in cough, fever, and fatigue. Generally, it is very challenging to 

diagnose TB disease because its symptoms closely resemble those of other pulmonary diseases 

such as COVID-19, pneumonia, etc. [8]. However, TB is treatable and curable with a 

combination of antibiotics, but the treatment can be lengthy, lasting between six and nine 

months and can be deadly if left untreated [9]. TB is a serious public health issue in low- 

resource countries and a leading cause of death. Although TB is present worldwide, most TB 

patients reside in low- and middle-income countries [10]. Eight countries; Bangladesh, 
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Pakistan, China, India, Indonesia, Nigeria, Philippines, and South Africa account for about 50 

% of all TB cases [11]. In many low-resource countries, factors such as poverty, malnutrition, 

overcrowding, and limited access to healthcare facilities contribute to the high burden of TB. 

According to the World Health Organization (WHO), in 2020, an estimated 10 million people 

developed TB globally, with 85% of new cases occurring in low and middle-income countries 

[12]. 

1.2 Types of Tuberculosis 

Latent tuberculosis and active tuberculosis are the two main types of tuberculosis (TB). 

Based on the location of the infection, there are several types of TB. 

 

1.2.1 Latent TB 

Latent TB is when Mycobacterium tuberculosis bacteria infect and live in the body 

without any symptoms [13]. Latent TB patients are not contagious and are unable to transmit 

the bacteria to others. In latent TB conditions, the infected person’s immune system may be 

able to control the infection and prevent it from spreading. Occasionally, the bacteria may 

continue to exist in the body while being dormant, which means they are not growing or 

harming the person. Many people with latent TB infection never develop active TB for the 

majority of their lives. However, if the bacteria become active and begin to multiply, latent 

TB in some people can turn into active TB. This may occur if a person’s immune system is 

weakened as a result of illness or medication, or exposure to someone with active TB disease. 

Chest X-rays are not frequently used to diagnose latent TB since latent TB does not show any 

symptoms and does not harm the lungs in the same way as active TB. Typically, a skin test or 

blood test is used to identify the presence of TB antibodies or cells in the immune system. If 

a person tests positive for latent TB, taking antibodies may be suggested to prevent the latent 

TB condition from turning into active TB disease. Antibodies kill the bacteria and prevent the 

development of active TB disease. However, to guarantee that the infection is completely 

treated, it is crucial to finish the course of antibodies. If a person with a weakened immune 

system does not complete the course of antibodies or left TB untreated then the latent TB can 

develop into active TB, leading to serious illness and even being fatal in some cases. 

Therefore, it is very important to get tested for TB if you have recently come into contact with 

someone who has active TB disease or if you are at high risk of infection [14] [15]. 
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1.2.2 Active TB 

Active TB commonly known as TB disease in which the mycobacterium tuberculosis 

bacteria rapidly grow and multiply. Active TB is the most prevalent type of TB [16] exhibiting 

many symptoms including chest pain, weight loss, night sweats, coughing up blood, or 

sputum, weakness, loss of appetite, fever, and persistent severe cough lasting three weeks or 

longer. People who have active TB may transmit the TB bacteria to others [17] [18]. 

Pulmonary TB and Extra pulmonary TB are two different conditions of active TB. Active 

tuberculosis can occur in the lungs (pulmonary TB) or other parts of the body (extra- 

pulmonary TB) [19]. In Active TB disease, when a person breathes, TB bacteria can enter the 

lungs and begin to grow. Tubercles, which are small, spherical nodules, may develop as a 

result of bacterial multiplication. As the bacteria continue to multiply, the tubercles may 

enlarge and converge, forming greater areas of infection in the lungs. This may harm the lung 

tissues and result in the development of holes or cavities in the lungs. In addition to the lungs, 

active TB disease can also expand to the lymph nodes, bones, joints, meninges, and the 

genitourinary system [20]. Moreover, active TB can also affect the skin, eyes, and 

gastrointestinal tract. A medical history, physical examination, and laboratory testing, such as 

sputum cultures, chest X-rays, and other procedures to detect the presence of TB bacteria, are 

frequently used to diagnose active TB. Chest X-rays are most commonly and widely used to 

diagnose active pulmonary TB disease, as active TB causes changes in the lungs that can be 

seen on a chest X-ray. Active TB disease can spread from person to person through the air 

when an infected individual coughs or sneezes and become contagious. Therefore, it is very 

important to take preventative steps to stop the spread of TB disease, such as maintaining 

excellent cleanliness, wearing a mask, and avoiding close contact with those who are suffering 

from an active TB disease. Depending on the location and severity of the bacteria infection, 

there are various forms of TB within these two pulmonary and extra-pulmonary [21]. 

1.2.3 Pulmonary TB 
Pulmonary TB, which affects the lungs, is the most common form of TB. It is responsible 

for 85% of all TB cases worldwide [22]. Pulmonary TB may be symptomatic or asymptomatic 

pulmonary TB. Asymptomatic pulmonary TB refers to the infection of TB bacteria in a person 

who shows no symptoms of the disease. This type of TB is frequently diagnosed through 

routine examination or contact tracing. Symptomatic pulmonary TB is characterized by chest 
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pain, a persistent cough that lasts three weeks or longer, coughing up blood and mucus, and 

breathing issues in addition to regular TB symptoms [23]. Pulmonary TB can be identified 

using a variety of TB diagnostic tests, such as Chest X-rays, sputum smear microscopy, and 

molecular diagnostic assays like GeneXpert. Neglecting pulmonary TB can be fatal because 

it can cause serious lung damage and be life-threatening. Additionally, it might cause 

extrapulmonary TB by transferring the infection to different body areas. People should cover 

their mouths when they cough or sneeze, increase ventilation in their homes and places of 

employment, and have access to TB testing, diagnosis, and treatment to prevent pulmonary 

TB [24]. 

1.2.4 Drug-resistant TB 

Drug-resistant TB occurs when the Mycobacterium tuberculosis bacteria develop resistance 

to one or more of the antibiotics used to treat the infection. According to the world health 

organization, the majority of drug-resistant tuberculosis cases, with multidrug-resistant 

tuberculosis (MDR-TB) being the most prevalent kind of drug-resistant tuberculosis, account 

for about 5% of all TB cases [25]. Multidrug-resistant TB (MDR-TB) and extensively drug- 

resistant TB (XDR-TB) are the two primary kinds of drug-resistant TB, depending on the type 

and degree of resistance. At least two of the most powerful first-line TB medications, isoniazid 

and rifampicin, are ineffective against MDR-TB. [26]. XDR-TB is more deadly since it is 

resistant to at least four of the most effective TB drugs, including both first-line and second- 

line drugs [27]. Drug-resistant tuberculosis is a growing global health concern, particularly in 

areas where the prevalence of the disease is high, such as sub-Saharan Africa and Asia [28] 

[29]. It is usually caused by incorrect or incomplete treatment of TB, which enables the 

bacteria to adapt and build up resistance to the medications used to treat it. Drug-resistant TB 

is more challenging to treat and may require longer more complex treatment. In contrast to 

standard TB treatment, it requires a combination of different antibiotics for a longer period. 

The course of treatment may last up to two years and may come with more severe side effects 

than standard TB treatment. To stop the spread of drug-resistant TB, prevention is essential. 

This includes ensuring that all TB patients receive the proper treatment and are monitored for 

drug resistance, as well as improving infection control measures to stop the spread of TB in 

healthcare settings and the general public. 
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While pulmonary tuberculosis (TB) is the most common form of TB, several rare types of 

tuberculosis can affect different parts of the body. Some examples of rare types of TB include 

Miliary TB, skeletal TB, genitourinary TB, etc. 

1.2.5 Extra-pulmonary TB 

Extra-pulmonary TB occurs when bacteria infect parts of the body other than the lungs 

such as the kidneys, bones, lymph nodes, joints, and central nervous system. Extra-pulmonary 

TB is rare. Approximately it accounts for about 15%-20% of all TB cases [30] [31]. The site 

of the infection affects the extra-pulmonary TB symptoms. For instance, TB which affects the 

bones and joints can result in pain, discomfort, and decreased movement, whereas TB which 

affects the brain can result in headaches, confusion, and seizures. Some of the common 

locations for extra-pulmonary TB are the bones, lymph nodes, joints meninges, and 

genitourinary system (including the kidneys, bladder, and reproductive organs). Extra- 

pulmonary TB can also affect the eyes, skin, and gastrointestinal tract. Extra-pulmonary 

tuberculosis is often diagnosed using a combination of laboratory tests such as medical 

imaging (x-rays and CT scans etc.), physical examination, and medical history. Extra- 

pulmonary tuberculosis is rare and less contagious than pulmonary tuberculosis, which means 

that it is less likely to spread from person to person. However, it is still crucial to take 

preventative measures to stop the spread of TB, such as maintaining excellent hygiene and 

avoiding close contact with those who are suffering from an active case of the illness [32] [33] 

1.2.6 Miliary TB 
Miliary TB is a rare but severe form of TB. It occurs when the bacteria Mycobacterium 

tuberculosis spreads throughout the body via the bloodstream, resulting in the development of 

microscopic, seed-like nodules (known as milia) in various organs and tissues, including the 

lungs, liver, spleen, bone marrow, and lymph nodes. These nodules can cause inflammation 

and damage to the affected organs or tissues, and can interfere with the normal functioning of 

the immune system. Miliary TB symptoms may include fever, night sweats, weight loss, 

cough, breathing difficulties, weariness, stomach discomfort, and jaundice, depending on the 

organs affected. Miliary TB can cause organ failure, sepsis, and even death in severe cases. 

Miliary tuberculosis can be fatal if not treated immediately. According to a review of TB 

epidemiology, Miliary TB accounts for less than 1% of all TB cases [34]. Miliary TB can 
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occur in people who have just been infected with TB as well as those who have had latent TB 

for many years. Those with weakened immune systems, such as those with HIV/AIDS, cancer, 

or receiving immunosuppressive medication, are more likely to develop Miliary TB. Miliary 

TB can occasionally arise as a complication of untreated or ineffectively treated active TB 

disease. Medical history, physical examination, laboratory testing, and imaging techniques 

such as chest X-rays, CT scans, and ultrasounds are frequently used to diagnose Miliary TB. 

Blood, urine, or other bodily fluids are typically used to culture the TB bacteria to provide a 

conclusive diagnosis. Miliary TB is a dangerous condition that needs to be identified and 

treated very away. It is crucial to get tested for TB and get medical assistance if you have 

recently come into touch with someone who has active TB disease or if you are experiencing 

symptoms that could indicate TB [35] [36]. 

1.2.7 Skeletal TB 
Skeletal tuberculosis is also known as bone and joint tuberculosis or osteoarticular 

tuberculosis. It primarily affects the joints and bones. It accounts for about 1-3% of all TB 

cases [37]. Skeletal TB symptoms depend upon the affected site and the stage of the disease. 

Some common symptoms are bone pain, swelling and deformity, pus formation, and 

constitutional symptoms. It is very challenging to diagnose skeletal TB because its symptoms 

can be similar to other bone and joint disease conditions. Therefore, a detailed medical 

evaluation such as medical imaging and microbiological tests of the affected site is very 

necessary [38]. 

1.2.8 Genitourinary TB 

Genitourinary TB usually occurs due to the spread of Mycobacterium tuberculosis bacteria 

from a primary pulmonary infection. Through the bloodstream, the bacteria can reach the 

genitourinary system. It can also be spread through sexual contact with an infected person. 

Genitourinary TB symptoms depend upon the affected organ and the stage of the disease. In 

the case of urinary TB, symptoms may include pain and discomfort during urination, blood in 

the urine, and frequent urination. If bacteria infect the genital organ, in males, pain or swelling 

in the testicles or prostate gland may occur. In females, symptoms may include menstrual 

irregularities, pelvic pain, or vaginal discharge. Kidney TB can lead to symptoms such as 

fatigue, fever, weight loss, flank pain, and night sweats. While these types of TB are relatively 
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rare, they can still occur, particularly in people with weakened immune systems or those who 

have not received appropriate treatment for TB. Treatment for these types of TB is often more 

complex and may require a combination of different antibiotics over a longer period than 

standard TB treatment. It's important to note that TB is a highly treatable and curable disease, 

but early detection and treatment are essential to prevent the spread of the disease and prevent 

more severe forms of TB from developing [39] [40]. 

1.3 Diagnosis of Tuberculosis 

Diagnosis of TB is very important for timely treatment, prevention of transmission, and reduction 

of TB-related morbidity and mortality. Improving the efficiency and early and accurate diagnosis of 

tuberculosis aids in the effectiveness of treatment [41]. Some TB diagnosis tests take a long 

time to get a result, while others are inaccurate. The most accurate tests based on culture tests 

take a long time to complete. Some new highly accurate TB diagnosis methods based on 

molecular analysis such as the GeneXpert test and the TrueNat test are very expensive and 

require complex laboratory facilities and these tests are rarely available in developing 

countries. There are several tests available for diagnosing tuberculosis (TB). The most 

commonly used tests include the TB skin test, TB blood test, GeneXpert MTB/RIF, sputum 

test, and medical imaging [42] [43]. 

1.3.1 TB Skin Test 

The TB skin test, commonly known as the Mantoux tuberculin skin test, is a diagnostic 

process used to identify whether a person has mycobacterium tuberculosis. In a Tuberculosis 

skin test, a little amount of pure protein derivative (PPD) is injected into the skin, usually on 

the forearm, as part of the test, and after 48–72 hours, the area of injection is checked to see if 

a raised, red bump has appeared [44]. While the TST can be a useful tool for detecting TB 

infection, there are several drawbacks to the test that should be considered: 

False positive: A person may test positive for TB infection even if they do not have active TB 

disease since the TST has the potential to give false positive results. Those who have received 

the BCG vaccine or who have been exposed to other mycobacteria that are related to the TB 

bacterium may develop this condition. 
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False negative: The TST has the potential to yield false negative results, which means that 

someone could test negative for TB infection even while they have active TB disease. Those 

with weakened immune systems, such as those who have HIV or certain autoimmune 

illnesses, may experience this. 

Limited specificity: The TST is not TB-specific, thus it can produce a positive result in people 

who have been exposed to other mycobacteria that are not TB or who have previously had TB 

infections that have been successfully treated. 

Interpretation challenges: A trained healthcare professional is required to correctly interpret 

the TST results. To determine whether the test is positive or negative, the size of the raised, 

red bump at the injection site must be measured and compared to established standards. 

Delayed results: The TST has a 48–72 hour waiting time before results are available as the 

patients have to check the doctor after 2 or 3 days to see whether they reacted injecting TB 

protein, which can be inconvenient for some people and delay the treatment for those who test 

positive. 

Thus, the TB skin test is not very accurate as it has several limitations. Healthcare providers 

may use alternative tests, such as interferon-gamma release assays (IGRAs) and medical 

imaging (chest x-rays, CT Scans, etc.) to overcome some of these limitations. 

1.3.2 TB Blood Test 

Blood tests for TB are also referred to as IGRAs (interferon-gamma release assays. TB 

blood tests or IGRAs measure a person’s immune system response to the TB bacteria by 

observing the release of interferon-gamma from T-cells in response to particular TB antigens. 

Compared to the conventional tuberculin skin test, the Tb blood test has several benefits 

(TST). The Tb blood test, in contrast to the TST, requires only a single visit, provides results 

in a day or two, and is unaffected by prior Bacilli Calmette-Guérin (BCG) vaccination. The 

Tb blood test is also more accurate than the TST because it is less likely to yield false-positive 

findings in people who have received the BCG vaccine or who have been exposed to 

mycobacteria that are not associated with TB. However, there are several limitations to the Tb 

blood test that should be considered when interpreting the results. The test cannot distinguish 

between latent tuberculosis infection (LTBI) and active tuberculosis sickness. To identify the 
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presence of active TB illness, additional clinical and radiological assessment is required. 

Secondly, people with weakened immune systems, such as those with HIV or those using 

immunosuppressive drugs, may receive false-negative test results. Moreover, this test might 

not be accessible in all healthcare settings, especially in low-resource countries and it is more 

expensive than the TST [45] [46]. 

1.3.3 Sputum Test 

A sputum culture test is a laboratory procedure that is used to determine whether 

Mycobacterium tuberculosis (MTB) is present in a patient's sputum sample. A sample of 

sputum or mucus spat up from the lungs, is taken for the test and placed in a culture medium 

that supports the growth of MTB bacteria. If MTB bacteria are present in the sample, they will 

grow in the culture media and can be found and subjected to additional examination. Due to 

its ability to identify even minute quantities of MTB bacteria, the sputum culture test is 

regarded as the gold standard for TB diagnosis [47]. Also, it is more trustworthy than other 

diagnostic procedures like the sputum smear test, which could produce negative results. The 

sputum culture test, however, has several drawbacks, including: 

Delayed results: The sputum culture test can take several weeks to generate results, delaying 

the start of treatment and increasing the risk of spreading the infection to others. 

Limited sensitivity: If the sample is too small, the bacteria are dormant, or the patient has an 

infection with a strain of MTB that is resistant to the antibiotics used in the culture medium, 

the sputum culture test might not be able to detect MTB bacteria. 

False-negative results: If the sample is contaminated or the bacteria do not grow in the culture 

media, the sputum culture test may occasionally produce a false negative result. 

Invasive sample collection: Some patients may find it challenging to collect a sputum sample, 

especially those who are unable to cough up enough sputum or who have a weak cough. 

High cost: The cost of the sputum culture test can be high; approximately 6000 Pakistani 

rupees, especially in low-resource countries where laboratory equipment and supplies may be 

limited. 
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Lack of specificity: Even though the sputum culture test is quite specific for MTB bacteria, it 

can also pick up non-pathogenic mycobacterial species, giving false positive results. 

1.3.4 GeneXpert MTB/RIF test 

A molecular diagnostic test called the GeneXpert MTB/RIF test is used for the diagnosis 

of tuberculosis (TB) and resistance to the antibiotic rifampicin, a crucial first-line treatment 

for TB. A small amount of sputum (phlegm coughed up from the lungs) or other respiratory 

specimens are used in the test, and they are processed using a unique cartridge that contains 

reagents and probes for the detection of TB DNA. In comparison to traditional TB diagnostic 

techniques, the GeneXpert MTB/RIF test provides several benefits, including quick results 

(within 2 hours), excellent sensitivity and specificity, and the capacity to concurrently detect 

rifampicin resistance. These characteristics make the test especially helpful in situations when 

timely diagnosis and treatment of TB are essential, such as in places with limited resources 

and a high TB prevalence or in people who are co-infected with HIV. However, The 

GeneXpert MTB/RIF test has significant limitations. One major limitation is that this test is 

very expensive and due to the expensive nature of the test, it can be prohibitive in low-income 

countries. Furthermore, the test may produce false-negative results in individuals with low 

bacterial burdens or extra-pulmonary TB, which can result in missed diagnosis and delayed 

treatment. False-positive outcomes can also happen, especially in patients who have already 

received TB treatment or who have non-tuberculous mycobacterial infections. The GeneXpert 

MTB/RIF test's failure to identify resistance to antibiotics other than rifampicin is another 

drawback. Further testing may be necessary when resistance to other antibiotics is known or 

suspected [48] [49]. Furthermore, the test requires sophisticated laboratory equipment and 

qualified employees, which may not be available in all settings, especially in low-income 

countries. 

1.3.5 Medical imaging 

The importance of medical imaging in TB has increased exponentially. Imaging plays an 

essential role in the prediction and management of TB disease. Several imaging techniques 

are used to predict TB, such as X-rays, Positron emission tomography scans, Magnetic 

resonance imaging (MRI), Computed Tomography (CT) scans, and ultrasound. Chest X-rays 

are the most widely used and basic imaging modality for pulmonary TB. Computed 
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Tomography (CT) scans, Magnetic resonance imaging (MRI), Positron emission tomography 

scans, and ultrasound are helpful in the diagnosis of extra pulmonary as well as pulmonary 

TB, but these techniques are not widely used due to their higher cost as compared to chest X- 

rays, especially in low-income countries. Chest X-rays are most commonly used in the 

diagnosis of tuberculosis (TB) as they can show distinctive changes in the lungs caused by the 

disease. World health organization also recommends chest X-rays as a screening tool for TB 

[50]. Mycobacterium tuberculosis, the bacterium that causes TB, mainly affects the lungs but 

can also affect other regions of the body. The chest X-ray is a non-invasive imaging procedure 

that produces images of the chest region, including the lungs, heart, and other structures in the 

chest, using low levels of radiation. Chest X-rays are easily accessible and quick to perform. 

This is particularly crucial in regions where TB is widespread since timely identification and 

treatment can stop the disease's spread. Chest X-rays are particularly useful for detecting 

pulmonary TB, the most common type of tuberculosis and it accounts for about 85% of all TB 

cases worldwide. The images can reveal recognizable lung alterations such as nodules, 

cavities, and infiltrates. Chest X-rays can also be used to track how TB develops over time. 

This can be useful for determining any problems and the success of the treatment. Some 

patients may be concerned about the minimal levels of radiation exposure involved with chest 

X-rays. However, the amount of radiation exposure is generally considered safe and the 

benefits of early diagnosis and treatment of TB usually outweigh the risks [51]. However, 

diagnosis by chest X-rays has some limitations. One major limitation is that TB chest X-rays 

are often misclassified to some other diseases of similar radiological patterns such as covid- 

19 [52], which may lead to the wrong medication for the patients. Moreover, diagnosis by 

chest X-ray images is limited by the need for expert radiologists to accurately identify 

tuberculosis disease [53]. 

1.4 Deep Learning in tuberculosis diagnosis 

Deep learning approaches have shown promising results and success in various aspects of 

disease prediction and medical imaging. When it comes to tuberculosis prediction, the 

employment of deep learning techniques is becoming more frequent, contributing to improved 

efficiency and accuracy in the prediction and classification of TB disease. Deep learning can 

be used as an auxiliary tool to help medical professionals in the prediction of TB disease. By 

using deep learning algorithms, a medical expert may attain help in the diagnosis of TB 
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disease. Figure 1.1 illustrate a potential framework for getting a deep-learning solution for the 

prediction of tuberculosis disease. 

 

Figure 1.1: A potential framework for getting a deep-learning solution for the 

prediction of tuberculosis disease 

 

1.5 TB Diagnosis in low-resource countries 

In low-resource countries, TB diagnosis is very important where the disease is most 

prevalent and resources for diagnosis and treatment are often limited. In 2020, 87% of new 

TB cases occurred in the 30 high TB burden countries [54]. Eight countries; India, Pakistan, 

Indonesia, the Philippines, Bangladesh, China, Nigeria, and the Democratic Republic of the 

Congo accounted for more than two-thirds of the global total. In these circumstances, chest 

X-rays are an important prediction tool for the diagnosis of TB, as they are widely accessible, 
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relatively inexpensive, and capable of revealing valuable information about the extent and 

severity of the disease. One of the major advantages of using chest X-rays for the diagnosis 

of TB in low-resource countries is that they can be performed quickly and easily, even in 

remote areas with limited resources. This is particularly important in regions where access to 

more advanced diagnostic techniques, such as computed tomography (CT) scans, may be 

limited or unavailable. Furthermore, chest X-rays can aid in the detection of TB cases that 

could otherwise go undetected, particularly in settings where other diagnostic techniques, such 

as sputum microscopy or culture, may be less accurate or specific. Chest X-rays in particular 

can aid in the detection of extra-pulmonary TB, which affects organs other than the lungs and 

can be more challenging to diagnose. Last but not least, chest X-rays can provide important 

information regarding the severity of TB and the extent of lung damage, which can assist 

determine treatment decisions and track the development of the illness over time. This 

information can be very helpful in low-resource settings, where resources for follow-up and 

monitoring may be limited. 

1.6 Economic burden on Pakistan due to tuberculosis (TB) disease 

The Eastern Mediterranean Region (EMR) accounted for 8.3% of the total number of TB 

cases reported by the World Health Organization (WHO), Pakistan ranked fifth among the 30 

nations with the highest burden of TB and contributed 5.8%, carrying almost 69% of the TB 

burden in the Eastern Mediterranean Region (EMR) [55]. In well-known hospitals in 

Pakistan, the cost of tuberculosis (TB) tests for individuals aged 11 years and above ranges 

between 10,000 and 11,000 Pakistani Rupees. For individuals below 11 years of age, the cost 

typically falls between 8,000 and 9,000 Pakistani Rupees. These prices may vary depending 

on the specific hospital and location within Pakistan [56]. In government hospitals, the cost of 

TB tests is very low but the healthcare system is ineffective. Numerous flaws exist, including 

a lack of management, a lack of expert and trained radiologists and doctors especially in 

remote areas, a lack of resources, poor quality laboratories, and a lack of leadership. 

1.7 Problem Statement 

CXR images are most commonly used in the diagnosis of tuberculosis. However, the 

use of CXR images for the prediction of tuberculosis (TB) is limited by the need for trained 

and expert radiologists or pulmonologists and there is also a lack of trained medical 
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professionals and high-quality labs, especially in remote areas of Pakistan. Moreover, CXR 

images are often, misclassified to some other pulmonary diseases of similar radiological 

patterns, such as COVID-19, and pneumonia which may lead to wrong medication and 

delayed treatment of the disease. 

1.8 Objectives 

The following are the research objectives of this study: 

 

 Collect a diverse dataset of CXR images focusing on TB cases from a local hospital. 

 Develop a deep learning model capable of accurately predicting tuberculosis disease 

based on CXR images, in a time-efficient and cost-effective way. 

 Develop an in-house deep-learning based user friendly web application for the 

prediction of TB disease in the Pakistani population. 
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2.1 Misdiagnosed cases 

2. Literature Review 

Tuberculosis (TB) is a bacterial infection that affects the lungs and can cause symptoms 

including fever, cough, and weight loss. However, the symptoms of TB can be similar to those of 

other pulmonary diseases, such as covid-19 or pneumonia. Due to similar symptoms and 

radiological patterns, Tuberculosis can be misdiagnosed as covid-19 or pneumonia, etc. 

Misdiagnosis of TB as covid-19 or vice versa can have serious effects on patient management and 

public health. Many studies have reported Tuberculosis cases being misdiagnosed to other 

pulmonary conditions because of similar symptoms and radiological findings. Based on symptoms 

and radiological presentations, about 34% of the patients with microbiologically proven TB were 

initially classified as covid-19 during the covid-19 pandemic [57]. Similarly, in a research study, 

TB cases were found to have been misdiagnosed as covid-19 and pneumonia because of similar 

chest X-ray results [58]. Another research study was conducted to determine how tuberculosis 

misdiagnoses occurred in India during the covid-19 pandemic. To prevent misdiagnosis, the 

scientists discovered that patients who were initially diagnosed with COVID later had tuberculosis. 

This finding emphasizes the need to carefully evaluate respiratory symptoms and use the right 

diagnostics tools [59]. Additionally, there have also been cases where covid-19 was incorrectly 

identified as TB. According to a study conducted, a significant proportion of covid cases were 

initially diagnosed with tuberculosis (TB) due to their clinical symptoms and chest X-ray results 

[60]. In another study, a patient is described who was initially thought to have covid-19 based on 

clinical signs and evidence on a chest X-ray, but who was later shown to have pulmonary 

tuberculosis. In this study, the authors emphasize the significance of including tuberculosis in the 

differential diagnosis for patients exhibiting respiratory symptoms, especially in regions where 

tuberculosis is common [61]. The researchers determined the clinical traits of patients with 

pulmonary tuberculosis who had initially received the incorrect diagnosis of pneumonia at the 

emergency room. The researchers discovered that patients with tuberculosis were more likely than 

those with pneumonia to experience longer-lasting coughs, weight loss, and night sweats. The 

study emphasizes the necessity of cautious symptom evaluation and appropriate diagnostic tests 

to prevent misdiagnosis [62]. These misdiagnosis cases highlight the importance of accurate and 

timely diagnosis of TB. 
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2.2 Need of an early and accurate diagnosis 

There is a need for accurate and early diagnosis of tuberculosis (TB) because tuberculosis 

(TB) is a highly contagious disease that can spread via the air when an infected person coughs or 

sneezes. TB must be diagnosed accurately and quickly for several reasons. First, TB can be stopped 

from spreading to other people with early diagnosis and treatment. Second, early treatment can 

increase the likelihood of a full recovery and lower the danger of major health issues. Moreover, 

it will reduce the tuberculosis misclassification rate to other pulmonary diseases. Finally, a correct 

diagnosis can guarantee that patients receive the right treatment and avoid treatments that are not 

necessary and can lead to drug resistance. 

2.3 Role of Chest X-Rays in the Diagnosis of Tuberculosis 

Chest X-rays are very important for the diagnosis and treatment of tuberculosis (TB) 

disease. They are used to recognize distinctive abnormalities in the lungs such as cavities, nodules, 

and infiltrates that point to the presence of tuberculosis (TB). Chest X-rays can also be used to 

assess a patient's response to treatment and track the progression of the disease. Generally, in low- 

resource countries, Chest X-rays are most commonly used for the diagnosis of tuberculosis [63], 

especially in remote areas where resources are limited and tests like culture and GeneXpert cannot 

be performed as they are expensive and require high-resource laboratory conditions. Several 

studies in recent years have emphasized the importance of chest X-rays in the diagnosis of TB 

disease. For example, a study published in 2023 found that, for the y detection and treatment, it is 

important for doctors or radiologists to recognize and identify the visual signals of active 

tuberculosis from CXR [64]. Similarly, according to a study published in the journal PLOS ONE 

[65], chest X-rays were found to be a useful tool for predicting the risk of progression from latent 

TB infection to active TB disease in a population of healthcare workers in South Africa. According 

to the study, people with abnormal chest X-rays had a much higher chance than people with normal 

chest X-rays of developing active tuberculosis over the course of two years. Another study 

published in the journal Clinical Infectious Diseases examined the diagnostic efficacy of chest X- 

rays for the diagnosis of TB disease in a population of Nairobi, Kenya [66]. The study 

demonstrated that chest X-rays showed a high sensitivity for TB disease diagnosis, especially 

when combined with other diagnostic tests like sputum smear microscopy and culture. Moreover, 

the World Health Organization (WHO) also suggests using chest X-rays as part of the diagnostic 
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process for TB disease [67]. In situations where other diagnostic methods, such as sputum smear 

microscopy and culture, may not be available or may be less sensitive, chest X-rays are very 

helpful. 

The use of chest X-rays should be taken into consideration in all patients with a suspected or 

confirmed TB infection since they play a very important role in the diagnosis and management of 

TB disease. However, it is important to note that chest X-rays should always be performed in 

conjunction with other diagnostic tests such as sputum smear microscopy as chest X-rays alone 

are insufficient to diagnose TB disease. 

2.4 Existing deep learning models for tuberculosis diagnosis: 

Ahmed et al. developed a unique TB-UNet for reliable segmentation of lung regions that are 

based on dilated fusion block (DF) and Attention block (AB) blocks. They achieved the top results 

in terms of Precision (0.9574), Recall (0.9512), F1 score (0.8988), IOU (0.8168), and accuracy 

(0.9770). For the accurate classification of chest x-rays images of tuberculosis, they presented TB- 

DenseNet, which is based on five dual convolution blocks, a DenseNet-169 layer, and a feature 

fusion block. They used three chest X-ray datasets to perform the experiment and original images 

were fed to TB-DenseNet for improved classification. Also, the proposed technique is tested 

simultaneously against three different diseases, including COVID-19, tuberculosis, and 

pneumonia. The best outcomes are obtained for Precision (0.9567), Recall (0.9510), F1 score 

(0.9538), and Accuracy (0.9510) [68]. Goram et al. proposed a deep learning (DL) architecture for 

multi-class classification of COVID-19, lung opacity, lung cancer, tuberculosis (TB), and 

pneumonia. To meet the DL requirements, they resized, normalized, and randomly split the CXR 

images of 10,192 normal, 20,000 lung cancer images, 20,000 lung opacity images, 5870 

pneumonia images, 3615 COVID-19 images, and 6012 lung opacity images. To classify data, they 

used a pre-trained model called VGG19, followed by three blocks of a convolutional neural 

network (CNN) for feature extraction and a fully connected network for classification. With 

96.48% accuracy, 93.75% recall, 97.56% precision, 95.62% F1 score, and 99.82% area under the 

curve, their experimental results demonstrated that suggested VGG19 + CNN surpassed other 

work (AUC) [69]. Abdullahi et al. described automated tuberculosis and non-tuberculosis case 

differentiation utilizing pre-trained Alex Net Models on X-ray and microscope slide pictures. The 

study used microscopic slide photos from both the Kaggle repository and the Near East University 
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Hospital, as well as a chest X-ray dataset that was publicly available on Kaggle. The model 

produced results for 70:30 splits with 90.56% accuracy, 97.78% sensitivity, and 83.33% specificity 

for the classification of tuberculosis using microscopic slide pictures. The model scored 93.89% 

accuracy, 96.67% sensitivity, and 91.11% specificity for 70:30 splits when classifying tuberculosis 

using X-ray images [70]. In a study [71], researchers proposed a CNN-based transfer learning- 

based method for automatically interpreting pulmonary diseases from chest X-rays, such as Covid- 

19, tuberculosis, nodules, and pneumonia. The explanation job includes radiographs of COVID- 

19 because pneumonia, one of the lung disorders that it produces, is fatal. With the help of the 

COVID-CT dataset and the COVIDNet dataset, they extensively trained the ResNet50 neural 

network. The interpretation of the classification results was done using the interpretable model 

LIME. Marios et al. [72], analyzed five deep-learning models to classify COVID-19 from chest 

X-ray images. Their study's objective is to demonstrate the value and potential of specific deep- 

learning models in COVID-19 CXR images. They used 11,956 images of coronavirus-positive 

patients, non-COVID-19 contains 11,263 images of viral or bacterial pneumonia patients and 

normal contains 10,701 healthy images. More specifically, they used Transfer Learning and 

ResNet50, ResNet101, DenseNet121, DenseNet169, and InceptionV3. On the largest publicly 

accessible resource for COVID-19 CXR images, all models were tested and trained. Additionally, 

they were assessed using unidentified data that was not utilized for training or validation, 

validating their performance and defining how they should be used in a medical setting. All models 

performed satisfactorily, with ResNet101 outperforming the others by scoring 96% in Precision, 

Recall, and Accuracy. Mohan et al. [73], proposed a model for the classification of CXR Images 

into COVID-19, Pneumonia, and Tuberculosis. 7132 chest x-ray (CXR) images from publically 

accessible datasets were used to validate the proposed model. Gradient-weighted Class Activation 

Mapping (Grad-CAM), Local Interpretable Model agnostic Explanation (LIME), and Shapley 

Additive Explanation (SHAP) are also used to interpret and explain the results to make them more 

understandable. Convolution features were initially extracted to gather detailed object-based data. 

The black-box method of the DL model was then explored using shapely values from SHAP, 

predictability findings from LIME, and heatmap from Grad-CAM, yielding average test accuracy 

of 94.31 1.01% and validation accuracy of 94.54 1.33 for 10-fold cross-validation. Vinaya kumar 

et al. [74], suggested a multichannel deep-learning method for chest X-ray-based lung disease 

identification. EfficientNetB0, EfficientNetB1, and EfficientNetB2 pre-trained models are the 
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multichannel models employed in this study. The characteristics of EfficientNet models were 

combined. The fused characteristics were then sent via many completely connected non-linear 

layers. The features were then fed into a classifier for lung disease diagnosis using stacked 

ensemble learning. Random forest and SVM were used in the first stage of the stacked ensemble 

learning classifier for lung disease detection, while logistic regression was used in the second 

stage. The effectiveness of the suggested technique was examined in depth for several severe lung 

diseases, including pneumonia, TB, and COVID-19. The results of the proposed approach for 

using chest X-rays to detect lung diseases including pneumonia, TB, and COVID-19 were 

compared with those of similar methods to demonstrate that the proposed method is reliable and 

capable of producing improved results. The overall detection accuracy of the suggested approach 

was 98% for pediatric pneumonia lung disease, 99% for TB lung disease, and 98% for COVID-19 

lung illness. In a study [75], researchers proposed two methods for classifying TB disease using 

data from X-rays. To classify the disease as TB images and normal images, they first used 

handmade features in a basic neural network with Support Vector Machine (SVM). They designed 

an ANN system for 13 input neurons, 10 hidden neurons, and 2 output neurons to train features, 

which were fed as input to SVM for classification. The experimentation was done on MATLAB 

2014b. When all features were fed into an ANN-SVM-based classification algorithm, accuracy 

was 94.6%. The second methodology we used to classify the TB disease was deep learning, which 

can train high-level features from datasets as opposed to handmade feature methods. In which they 

created a deep convolutional neural network for binary classification (DCNN). Google Collab 

notebooks were used to model DCNN with GPU-based Keras library and Tensor flow as the back 

end. The TB Chest X-ray dataset used in the experiments was collected from the Kaggle 

community, and the results indicated a classification accuracy of 99.24%. Table 2.1 presents a 

brief summary of different research studies proposed for the classification of tuberculosis. The 

table includes the publication year, models used for the classification of tuberculosis, accuracy 

achieved, size of the dataset employed and limitations encountered. 
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Table 2.1: Literature Review of Tuberculosis Classification Studies using CXR images: 

Method, Accuracy, Datasets and Limitations Examined 
 
 

Sr. Authors (Year) Method Accuracy Dataset Size Limitations 

1 Jung Liu et al. (2023) [76] CNN 90% TB: 500 

Normal: 1000 

Class Imbalanced 

2 Huy et al. (2023) [77] Customized CNN 98% TB: 1094 

Normal: 3906 

Class Imbalanced 

3 Margarat et al. (2022) [78] Deep Belief 

Network (DBN) 

99% TB: 416 

Normal: 384 

Limited data 

4 Fati, S.M et al. (2022) [79] Res-Net-50, 

GoogLeNet, SVM 

99% TB: 1036 

 
Normal: 3826 

Class Imbalanced 

5 Antony et al. (2022) [80] Bayesian CNN 90% TB: 416 

 
Normal: 384 

Limited Data 

6 Ibrahim et al. (2022) [81] AlexNet+SVM 98% TB: 416 

 
Normal: 384 

Limited Data 

7 Pavani et al. (2021) [82] Naïve Bayes 

classifier (NBC) 

95%, TB: 416 

Normal: 384 

Limited data 

8 Ayaz et al. (2021) [83] CNN 97% TB: 416 

Normal: 384 

Limited data 

9 Vajda et al. (2018) [84] DNN 97% TB: 416 

Normal: 384 

Limited data 
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3. Methodology 

Deep learning approaches are used to predict tuberculosis disease from chest X-rays. This 

section provides a comprehensive description of the employed dataset, pre-processing of the 

dataset, applied classifier, and evaluation of the classifier. Figure 3.1 illustrates the methodology 

used in the proposed study. 

 

3.1 Methodology workflow used in this study 
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3.1 Dataset Description and Pre-processing 

Deep learning requires a large and diverse dataset to train the model. The quality and quantity 

of the data are essential factors and play an important role in the performance and accuracy of the 

learning model. A large dataset helps the model learn more diverse features and patterns and 

performs well on unseen data. Moreover, a diverse dataset that includes different variations of the 

target output, such as different angles, colors, and backgrounds of images, helps the model to 

classify images in real-world problems accurately. In this study, 7539 CXR images were used to 

experiment. Table 3.1 summarizes the number of data used in this study. A total of 2500 TB CXR, 

22 COVID-19 CXR images and 517 normal CXR images were collected from a well-known 

hospital in Pakistan, Syed Muhammad Hussain TB Sanatorium, located in Samli. The TB CXR 

images are collected from a diverse range of tuberculosis patients to ensure the representation of 

different disease patterns and imaging conditions. To address the class imbalance issue, 2000 

normal chest X-rays were also collected from Kaggle[85]. The sample images of tuberculosis and 

normal are shown in Figure 3.2 and Figure 3.3. For COVID-19, 2500 CXR images were also 

collected from Kaggle[86], a popular open-source platform for sharing datasets. The sample 

images of COVID-19 and normal are shown in Figure 3.4. 

 
Table 3.1: Summary of numbers of data that are applied in this study 

 
 

Data Number of CXR images 

Tuberculosis 2500 

COVID-19 2522 

Normal 2517 
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Figure 3.2: Sample images of Tuberculosis 
 

 
 

Figure 3.3: Sample images of Normal 
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Figure 3.4: Sample images of COVID-19 

 
After the data collection, several pre-processing techniques are carried out on the images to 

enhance the quality and suitability of the data for the proposed deep learning model. Resizing the 

images to a consistent size is an essential step in deep learning models. Image resizing ensures that 

all the images have the same dimensions. In this study, to prepare the dataset for the model, all the 

CXR images are resized to 256×256 to meet the input dimension of the proposed model. After 

resizing the images to a fixed size of 256×256, the Contrast Limited Adaptive Histogram 

Equalization (CLAHE) technique was implemented to enhance the contrast of the images and 

enhance the visibility of important features and details in chest x-rays. Figure 3.5 shows CXR 

images before and after applying the CLAHE. Data augmentation was also applied to CXR images 

to artificially increase the dataset size and diversity of the dataset by applying various 

transformation and modification techniques to existing tuberculosis, normal, and COVID-19 CXR 

images and to enhance the ability of the model to deal with different pattern variations in the chest 

X-ray images in real-world scenarios. We used a rotation range of 10, a width shift range of 0.1, a 

height shift range of 0.1, a zoom range of 0.1, and horizontal/vertical filliping to perform image 

augmentation. This approach resulted in a more robust and accurate model, providing an improved 

multi-classification of CXR images. As the deep learning model deals with numerical data, all the 
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images of the dataset were converted into arrays before using them as input for the model. Three 

class labels used in the study are TB, normal, and COVID-19. To use these labels as input for the 

model, we assigned numerical values to these class labels and assign the value 1 to the TB label, 

the value 2 to the COVID-19 label, and the 0 value to the normal label. These labels were used as 

output targets during the model training process. To experiment, the dataset was divided into two 

subsets, a training subset that contained 80% of the total images and a testing subset that contained 

20% of the total images. 

3.2 Model Architecture 

Python 3.8 and Google collab notebook were used for the development of the deep learning 

model. The architecture of the CNN model is shown in Figure 1. The first layer is the input layer 

which takes the CXR image of size 256 * 256 * 3 as an input. The second layer is the convolutional 

2D layer with 32 filters. The filter size of this layer is 3×3 followed by activation function ReLU 

and 2×2 max pooling layer. This third layer is a convolutional layer with 64 filters. The filter size 

of this layer is 3×3 followed by activation function ReLU and 2×2 max pooling layer. The fourth 

layer of the model architecture is a convolutional layer with 128 filters. The size of the filter of 

this layer is 3×3 followed by activation function ReLU and 2×2 max pooling layer. The fifth layer 

is a convolutional layer with 128 filters. The size of the filter is 3×3 followed by activation function 

ReLU and 2×2 max pooling layer. The sixth layer is a flatten layer. Next two dense layers are used. 

A dropout layer with a rate of 20% is also applied after first dense layers to avoid overfitting. The 

last layer or the second dense layer of the architecture followed by a softmax function classify the 

image into three categories. The output shape and the learning parameters of the CNN are shown 

in Table 3.2. 
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Figure 3.5: CXR image before and after applying CLAHE 
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3.6: Architecture of the Model 

 

 
Table 3.2: Learning Parameters of the Model 

 

 

 

No Layer (type) Output Shape Parameters 

1 conv2d (Conv2D) (None, 254, 254, 32) 896 

2 max_pooling2d(MaxPooling2D) (None, 127, 127, 32) 0 

3 conv2d_1 (Conv2D) (None, 125, 125, 64) 18496 

4 max_pooling2d_1(MaxPooling2D) (None, 62, 62, 64) 0 

5 conv2d_2 (Conv2D) (None, 60, 60, 128) 73856 
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6 max_pooling2d_2(MaxPooling2D) (None, 30, 30, 128) 0 

7 conv2d_3 (Conv2D) (None, 28, 28, 128) 147584 

8 max_pooling2d_3(MaxPooling2D) (None, 14, 14, 128) 0 

9 flatten (Flatten) ( None, 25088) 0 

10 dense (Dense) (None, 512) 12845568 

11 dropout_2 (Dropout) (None, 512) 0 

12 dense_1 (Dense) (None, 3) 1539 

Total Parameters 13,087,939 
 

 

 

3.3 Evaluation Methods 

3.3.1 Confusion Matrices 

A confusion matrix is commonly used to assess the performance of deep learning or any 

classification model. With the use of the confusion matrix, results may get a geed sense of whether 

or not findings are high performing as it provides a tabular representation of the predicted and 

actual class labels. Typically, a confusion matrix consists of four cells true positives, true 

negatives, false positives, and false negatives. In this proposed study, patients who are correctly 

classified as positive for either TB, normal or Covid-19 (true positives; TP), patients who were 

correctly classified as negative for TB, normal and COVID-19 (true negatives; TN), patients who 

were incorrectly classified as positive for three classes, when the actual class label was negative 

(false positives; FP), and patients who were incorrectly classified as negative while the actual class 

label was positive (false negatives; FN), were the elements of the confusion matrix. Predictions 

that turn out to be false negatives pose the greatest risk in the medical industry. Because the 

proposed study presented the classification of TB, normal, and COVID-19 which is a multi- 



CHAPTER 3 METHODOLOGY 

42 

 

 

 

classification with three outcomes, we obtained a 3 X 3 matrix. By analysing the values of the 

confusion matrix, various performance parameters such as precision and recall etc. were calculated 

to determine the effectiveness of the model in classifying TB, normal and COVID-19. 

Accuracy: 

 
One indicator for assessing model performance is accuracy. Accuracy assesses the overall 

accuracy of the model's predictions. It is measured as the proportion of correct projections to total 

predictions. 

 

 

Accuracy = 

 

 

 
Precision: 

 
Precision is determined as the ratio of the total number of true positives to the total number of 

instances predicted as positive. 

 

 

Precision =  

 
Recall 

 
It is also known as sensitivity. The fraction of accurately predicted positive instances out of 

all actual positive instances is determined by recall. It is computed by dividing the total number of 

true positives by the total number of true positives and false negatives. 

Recall =  

F1 Score: 

The F1 score is the harmonic mean of precision and recall scores. A higher F1 score indicates 

a better quality classifier. 
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F1 Score = 
 

 

3.3.2 Performance comparison with other popular DNNs 

When developing a deep learning model, it is essential to compare the model’s performance 

with other popular deep learning models. The popular models have been extensively studied and 

widely used in various domains, setting a benchmark for performance evaluation. In this study, 

the proposed model is evaluated with the following well-known deep learning architecture: 

ResNet50, Vgg-16, MobileNet V3, and EfficientNet, by using the same dataset. Using the same 

dataset for the comparison of models allows a meaningful evaluation of performance metrics such 

as accuracy, recall, precision, and F1 score. 

3.4 Model Deployment 

After the training phase, the predictive deep-learning model was deployed using Flask, a 

powerful framework written in Python. The front end of the web application was developed using 

HTML and CSS, providing a user-friendly web interface that allows users to upload chest X-ray 

images for disease prediction. The Flask web application was developed and executed within a 

virtual environment to ensure proper isolation and dependency management. The virtual 

environment was created using the command line interface, the Command Prompt (CMD), by 

utilizing a tool named venv. The required dependencies including Flask, were installed using pip, 

the package manager for Python. A file named requirements.txt was included in the project 

directory along with the trained model and HTML files, which listed all the required packages and 

versions. The Flask application was run within the virtual environment in the CMD. This allowed 

the web application to be locally hosted and accessed, enabling users to interact with the 

application and perform chest X-ray classification. 
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4. Results 

 
4.1 Performance of the Proposed Model 

The CNN model achieved promising results in predicting tuberculosis using chest X-rays. 

CNN achieved higher accuracy across all three classes: COVID-19, normal, and TB. The overall 

model accuracy was 98.34%, indicating the model’s ability to classify chest X-ray images. Table 

4.1 shows the overall performance of the model. The class-specific accuracies were 99% for 

normal, 98% for TB, and 96% for COVID-19. Recall, precision, and F1 scores were also 

remarkable. The recall values were 0.99 for normal, 0.96 for COVID-19, and 0.98 for TB cases. 

The precision values were 0.98 for normal, 0.97 for COVID-19, and 0.98 for TB. The F1 scores 

were 0.99 for normal, 0.97 for COVID-19, and 0.98 for TB. These results highlight the high 

precision, recall, and f1-scores achieved across all classes, indicating the strong performance of 

the model in accurately classifying normal, COVID-19, and TB CXR images. Table 4.2 represents 

the performance metrics including precision, recall and F1-Score for all three classes. 

 
Table 4.1: Overall performance of the CNN Model 

 
 

 
CNN 

Accuracy Precision Recall F1-Score 

0.98 0.98 0.98 0.98 

 

 

 
Table 4.2: Accuracy, Precision, Recall and F1- Score of CNN Model for Each Class 

 

Class Accuracy Precision Recall F1-Score 

COVID-19 0.96 0.97 0.96 0.97 

Normal 0.99 0.98 0.99 0.99 

TB 0.98 0.98 0.98 0.98 
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To provide a visual representation of the model performance, Figure 4.1 presents the confusion 

matrix of the proposed model. The true positives are represented by diagonal entries of the matrix, 

which are the CXR images that are correctly identified for each class. The misclassification of 

CXR images is represented by the off-diagonal entries, where rows correspond to the actual class 

label and columns to the predicted class. The training accuracy and the testing accuracy are shown 

in Figure 4.2, and the training and testing loss are shown in Figure 4.3. The x-axis represents the 

number of training iterations or epochs, and the y-axis represents the model accuracy. The training 

accuracy curve indicates an upward trend, demonstrating the models' ability to capture information 

from the training data; similarly, the upward testing accuracy curve indicates the model's ability 

to perform well on unseen data. The training and validation loss decrease and stabilize at a specific 

point, indicating that the model is an optimal fit, neither overfitting nor underfitting. 

 

 

Figure 4.1: Confusion Matrix of the CNN Model 
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Figure 4.2: Training and Testing Accuracy against the Number of Epochs 
 

 

 
 

Figure 4.3: Training and Testing Loss against the Number of Epochs 
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4.2 Pre-trained Deep learning models 

The pre-trained models VVG-16, Densenet-121, ResNet-50, and Inception-V3 were used to 

compare the performance of the CNN model, using the same dataset and evaluation matrices. 

Densenet-121 a pertained model consisting of 121 layers, achieved 0.9476 (94%) accuracy on 

training data and 0.9488 (94%) accuracy on testing data. The precision, recall and F1-score of the 

densenet-121 model were 0.95, 0.95, and 0.95 respectively; the same precision, recall and F1-score 

indicate that the model is performing consistently well in all classes. Table 4.3 shows the 

performance metrics of densenet-121 for each class. In Figure 4.4, the confusion matrix illustrates 

the classification performance of the densenet-121 model on a test dataset comprising 500 TB, 504 

normal and 505 COVID-19 chest X-ray images. Among the 500 TB images, the densenet-121 

model correctly identified 463 images as TB, but misclassified 24 images as COVID-19 and 13 

images as normal. For the COVID-19 test images, the model classified 474 images as COVID-19, 

while incorrectly labelling 22 images as normal and 9 images as TB. For normal test images, 

densenet-121 predicted 495 images as normal, but it misclassified the rest of the 9 images as 

COVID-19. The pre-trained model, ResNet50 achieved an accuracy of 0.86 (86%), precision of 

0.88 (88%), recall of 0.86 (86%), and F1-Score of 0.86 (86%). The precision, recall and F1 score 

of the resnet-50 model for each class are shown in Table 4.4 and Figure 4.5 demonstrate the 

confusion matrix of resnet-50. Out of 500 TB test images, the resnet-50 correctly identified 427 

images as TB, but it mistakenly classified 69 images as COVID-19 and 4 images as normal. 

Regarding the normal test images, the model accurately classified 402 images as normal, but it 

misclassified the 96 images as COVID-19 and 6 images as TB. Additionally for the COVID-19, 

the model correctly predicted 477 images as COVID-19, but it classified 10 images as normal and 

20 images as TB. Inception-V3 achieved 0.93 (93%) accuracy, 0.94 precision, 0.93 recall and 

0.9342 F1-score. The precision, recall and F1 score of the Inception-V3 model for each class are 

shown in Table 4.5. The confusion matrix presented in the Figure 4.6 provides insights into the 

classification performance of Inception-V3. Among 500 TB images, the model correctly identified 

412 images as TB. However, there was some misclassification, with 13 images as normal and 75 

images of COVID-19. Turning to the COVID-19 test images, the Inceptio-V3 showed proficiency 

in identifying COVID-19 images; accurately classify 501 images out of 505 images and 

misclassified the remaining 4 images as normal. Moreover, the model classified 498 images as 

normal and the remaining 6 images as COVID-19 for the normal test images. The pre-trained 
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model VGG-16 achieved 0.96(96%) accuracy. The precision, recall and F1-score of the VGG-16 

are 0.96, 0.95, and 0.95 respectively. The precision, recall and F1-Score of VGG-16 for each class 

are shown in Table 4.6. The classification performance of the VGG-16 model on test data is 

represented in Figure 4.7. Vgg-16 correctly identified 487 images as TB out of 500 TB test images, 

and mistakenly classified 3 images as normal and 10 images as COVID-19. For the normal class, 

the model classified 487 images as normal, 17 images as COVID-19 and 0 images as TB. 

Furthermore, the model classified 497 images as COVID-19, 9 images as normal and 1 image as 

TB for the COVID-19 test images. Table 4.7 shows a performance comparison including 

accuracy, precision, recall and F1-Score of all models applied to the dataset used in this study. It 

is validated from the table that CNN obtained better performance in all performance metrics. 

 
Table 4.3: Precision, Recall and F1- Score of Densenet-121 Model for Each Class 

 
Class Precision Recall F1-Score 

COVID-19 0.93 0.94 0.94 

Normal 0.93 0.98 0.96 

TB 0.98 0.93 0.95 

 
 

Table 4.4: Precision, Recall and F1- Score of Resnet-50 Model for Each Class 
 
 

Class Precision Recall F1-Score 

COVID-19 0.74 0.94 0.83 

Normal 0.97 0.80 0.87 

TB 0.94 0.85 0.90 
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Table 4.5: Precision, Recall and F1- Score of Inception-V3 Model for Each Class 

 
Class Precision Recall F1-Score 

COVID-19 0.98 0.99 0.98 

Normal 0.97 0.99 0.98 

TB 0.86 0.82 0.83 

 
Table 4.6: Precision, Recall and F1- Score of VGG-16 Model for Each Class 

 
 

Class Precision Recall F1-Score 

COVID19 0.94 0.97 0.95 

Normal 0.97 0.96 0.96 

TB 0.98 0.96 0.97 

 

 

 

 

 

Figure 4.4: Confusion Matrix of the Densenet-121 Model 
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Figure 4.5: Confusion Matrix of Resnet-50 Model 
 

 

 

 

Figure 4.6: Confusion Matrix of Inception-V3 Model 
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Figure 4.7: Confusion Matrix of VGG-16 Model 

 

 
Table 4.7: Comparison of Accuracy, Precision, Recall and F1- Score of all the Models applied 

 

 
 

Sr. Model Accuracy Precision Recall F1-Score 

1 CNN 0.97 0.98 0.98 0.98 

2 DenseNet121 0.94 0.94 0.94 0.94 

3 ResNet50 0.86 0.88 0.86 0.86 

4 InceptionV3 0.93 0.94 0.93 0.93 

5 VGG-16 0.96 0.96 0.95 0.95 
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4.3 Web Application 

The deployed model for the classification of TB, COVID-19, and normal chest X-rays using 

Flask successfully provided accurate results. A user-friendly interface allows the users to upload 

the chest X-ray image for classification. Figure 4.8 illustrates the user upload window where the 

users could upload their chest X-ray images. Figure 4.9 shows the output window of the web 

application with the predicted label. 

 

 

 
 

Figure 4.8: Upload Window for Chest X-ray Image 
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Figure 4.9: Output window with the predicted label 
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Discussion 

In this proposed study, a deep learning-based model was developed to predict tuberculosis disease 

using chest X-ray images. The CNN model achieved an accuracy of 97%, sensitivity of 98%, 

precision of 98%, and recall of 98% in predicting tuberculosis disease from chest X-rays. Four 

popular pre-trained models, namely VGG-16, Densenet-121, Resnet-50, and Inception-v3 were 

also used for the performance comparison. VGG-16, Resnet-50, Densenet-121, and Inception-v3 

achieved an accuracy of 96%, 86%, 94%, and 93% respectively. For our dataset, CNN achieved 

higher accuracy among all applied models. Table 4.7 outlines the performance matrices of all the 

models applied to the dataset. The achieved accuracy of the proposed model indicates its 

effectiveness in differentiating tuberculosis, COVID-19, and normal chest X-rays. The high 

accuracy of the model in the classification of tuberculosis demonstrates that the model has learned 

meaningful features and patterns necessary for the detection of TB from the chest X-ray dataset. 

Moreover, a balanced dataset consisting of 2500 TB, 2517 normal, and 2534 COVID-19 chest X- 

rays were utilized. By using a balanced dataset, this study addressed the issue of class imbalance, 

which has been a challenge in some previous studies[77] [79]. In addition to achieving good results 

in terms of accuracy, sensitivity, precision, recall, and addressing class imbalance issues, the 

proposed model was deployed into a web application using the Flask framework. The web 

application offers a user-friendly interface where users can input the chest X-ray image and get the 

model’s prediction in the output window. This can also help the healthcare professional to make a 

decision about TB disease and assist in quick and early diagnosis based on chest X-rays. The 

proposed model may be integrated into mobile apps, and healthcare professionals and interested 

users access the diagnostic model directly from their smartphones. 
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Conclusion 

In conclusion, this study demonstrates the effectiveness of deep learning approaches in medical 

imaging to diagnose pulmonary diseases. The proposed model is not only confined to TB verse 

normal, but it also predicts COVID-19. The high accuracy achieved by the model indicates its 

ability to predict the disease from chest X-rays accurately. Addressing the issue of TB 

misclassification to other pulmonary diseases, the proposed model achieved good results in 

accurately predicting TB disease from chest x-rays and aiding in the timely treatment and control 

of the disease. Furthermore, successfully deploying the model as a user-friendly web application 

provides healthcare professionals with a reliable tool for classifying tuberculosis disease. In the 

future, expanding the dataset to add more data from diverse regions of Pakistan and incorporating 

more pulmonary diseases such as pneumonia can significantly increase the classification 

capabilities of the model. 
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