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Preface

We present a series of Jensen’s type inequalities for time scales integrals using convex
functions and superquadratic functions.

The study of inequalities reflects the different aspects of modern mathematics. On
one hand, there is the systematic search for the basic principles, such as the deeper
understanding of monotonicity and convexity. On the other hand, finding the solutions
to an inequality requires often new ideas. Some of them have become standard tools
in mathematics. In view of the wide-ranging research related to inequalities, several
recent mathematical periodicals have been devoted exclusively to this topic.

Convex functions are closely related to the theory of inequalities (see for example
the monographs [62, 82, 87, 93]). The theory of convex functions is part of the general
subject of convexity since a convex function is one whose epigraph is a convex set. Like
differentiability, convexity is a natural and powerful property of functions that plays
a significant role in many areas of mathematics, both pure and applied. The concept
of superquadratic functions in one variable is recently introduced by S. Abramovich et
al. [5, 6], as a generalization of the class of convex functions.

Time scales theory provides a platform to study discrete and continuous analysis
simultaneously. Many results concerning differential equations carry over quite easily
to corresponding results for difference equations while other results seem to be com-
pletely different from their continuous counterpart. The study of dynamic equations on
time scales reveals such discrepancies and helps avoid proving results twice. Integral
inequalities play a fundamental role in the development of time scale calculus. For
example, when the time scale is the set of all real numbers, the time scales integral
is an ordinary integral; when the time scale is the set of all integers, the time scales
integral is a sum; and when the time scale is the set of all integer powers of a fixed
number, the time scales integral is a Jackson integral.

In Chapter 1 we give some introduction to Jensen’s inequality and some classical
inequalities related to Jensen’s inequality.

In Chapter 2 we give some notions and preliminary results which are used in our
main results throughout the dissertation. It contains convex functions, exponentially
and n—exponentially convex functions, superquadratic functions, and time scales cal-
culus.



In Chapter 3 we show that the time scales Cauchy delta, Cauchy nabla, diamond-
«, multiple Riemann, and multiple Lebesgue integrals all are indeed isotonic linear
functionals. We then apply the theory of isotonic linear functionals and derive a series
of classical inequalities concerning convex functions and superquadratic functions.

In Chapter 4 we consider Jensen’s functionals deduced from the Jensen inequality
on time scales and analyze the properties of Jensen’s functionals concerning super-
additivity and monotonicity. We then define weighted generalized and power means
on time scales and apply the properties of Jensen’s functionals to these means. It
yields refinements and conversions of numerous classical inequalities such as arithmetic
mean-geometric mean inequality, Young’s inequality, Holder’s inequality.

In Chapter 5 we give generalizations of the results obtain in Chapter 4 for several
variables.

In Chapter 6 we give generalizations of the Jensen—Steffensen inequality and its
converse on time scales. We give mean value theorems of the Lagrange and Cauchy
type for the functionals obtained by taking the difference of the left and right-hand side
of these new inequalities. Further we investigate exponential convexity, n—exponential
convexity and logarithmic convexity of the functionals obtained. Finally we present
several families of exponentially convex functions which fulfil the conditions of our
results. These results generalize the results given in [71, 92] for continuous and discrete
cases.

In Chapter 7 we give improvements of converses of Jensen’s inequality given in
Chapter 3 and as a consequence improvements of the generalization of the Hermite—
Hadamard inequality. We also discuss log-convexity, n—exponential convexity and ex-
ponential convexity of the differences obtained from new results.

In Chapter 8 we define Jensen’s functionals by using Jensen type inequalities for
superquadratic functions given in Chapter 3. We give mean value theorems and intro-
duce related Cauchy type means by using these functionals and show the monotonicity
of these means. Finally we show that these functionals are exponentially convex and
give some applications of them by using the log-convexity and exponential convexity.

In Chapter 9 we obtain integral Minkowski and Beckenbach—Dresher inequalities
on time scales. We analyze properties concerning superadditivity and monotonicity
of several mappings arisen from the integral Minkowski and Beckenbach—Dresher in-
equalities. We also investigate a converse of integral Minkowski inequality on time
scales.

vi



Chapter 1

Introduction

Inequalities are used everywhere in mathematics. In 1934, Hardy, Littlewood, and
Pélya [62] published a book on inequalities, since that times the theory of inequalities
becomes an important branch of mathematics. Among the inequalities Jensen’s in-
equality is one of the most important and extensively used inequality in various fields
of modern mathematics, especially in mathematical analysis and statistics. It is a
powerful tool of producing a large class of classical inequalities, e.g., the arithmetic
mean-geometric mean-harmonic mean inequality, Young’s inequality, Holder’s inequal-
ity, Minkowki’s inequality, Beckenbach—Dresher inequality, the positivity of relative
entropy in information theory, Shannon’s inequality, Ky Fan’s inequaliy, Levinson’s
inequality, etc. The improvements and generalizations of Jensen’s inequality implies
the improvements and generalizations of a whole series of other classical inequalities.
A simple search in MathSciNet database of the American Mathematical Society with
the key words ”Jensen” and ”inequalities” in the title reveals that there are more than
300 items intimately devoted to this word. However, the number of papers where this
inequality is used a lot larger and far more difficult to find.

In the following we give a brief introduction to the Jensen and some of its related
classical inequalities.

Jensen’s inequality:

Let I be an interval in R and ® : I — R a convex function on I. If
x=(21,...,2) €I", P=(p1,...,pn) €R}, and P, = Zpi,
i=1

then we have

] — ] —
o — x| < —=— D(x;). 1.0.1
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If @ is strictly convex then (1.0.1) is strict unless x; = ¢ (constant) for all i € {j : p; >
0}.

The inequality (1.0.1) is known as Jensen’s inequality. Now we quote some history
about the Jensen inequality from [83]. The Jensen inequality was proved under the
assumption that ® is a J-convex function by J. L. W. V. Jensen (see [68, 69] or for
example [93]). He applied the famous inductive method used by Cauchy (1821) in the
proof of the arithmetic mean-geometric mean inequality. However, inequality (1.0.1)
appears, under different assumptions, much earlier. Jensen himself mentioned in the
appendix to his paper that O. Holder proved inequality (1.0.1) in 1889, supposing
that @ is a twice differentiable function on [a, b] such that ®”(x) > 0 on that interval.
This supposition is in the case of twice differentiable functions equivalent with the
supposition that ® is convex. The above inequality was proved, after Holder, using the
same assumptions by R. Henderson in 1895. However, as far back as 1875 a particular
case of the above inequality, the case when p; = ... = p,, was proved by J. Grolous
by an application of the centroid method. This is, as far as we could find, the first
inequality for convex functions to appear in the mathematical literature. J. Grolous
introduced the assumption that ®”(z) > 0, but it can be seen from the text itself that
it is enough to assume that ¢ is a convex function, in the geometric sense (see, for
instance, D. S. Mitrinovi¢ [81]).

The original Jensen’s inequality for integrals can be stated as follows.

Theorem 1.0.1 (See 68, Formula (5')]). Let a,b € R with a < b and suppose I C R
is an interval. If ® € C(I,R) is conver and f € C([a,b],I), then

o <fabf(t)dt> < Je U W) 1.02)

—a b—a

Note that in Jensen’s inequality we have nonnegative weights. It is reasonable to
ask whether the condition, p is a nonnegative n-tuple, can be relaxed at the expense
of restricting x more severely. An answer to this question was given by Steffensen in

[99] (see also [93]).

Theorem 1.0.2 (See [93, Theorem 2.19]). Let I be an interval in R and ® : I — R be
a convex function. If x = (x1,...,x,) € I" is a monotonic n-tuple and p = (p1,...,pn)
a real n-tuple such that

0< P, <P, ke{l,...,n—1}, P,>0

k

is satisfied, where P, = > p;, k € {1,...,n}, then (1.0.1) holds. If ® is strictly convez,
i=1

then inequality (1.0.1) is strict unless T1 = ... = x,.



Inequality (1.0.1) under conditions from Theorem 1.0.2 is called the Jensen—Steffensen
inequality. The integral version of Jensen—Steffensen inequality is given by Boas [3§]
(see also [93]). Furthermore, for different refinements and generalizations of the Jensen—
Steffensen inequality see [48, 55, 93].

B. Jessen in 1931 (see [70] or see for example [93]) give the generalization of Jensen’s
inequality for convex functions which involves positive normalized linear functionals.
In 1937 E. J. McShane give the generalization of Jessen’s inequality for several variables
(see [80] or see for example [93]). S. Bani¢ and S. Varosanec [27] refine the Jessen’s
inequality for superquadratic functions.

In 2003, A. McD. Mercer in [79] gives a variant of Jensen’s inequality, so called
the Jensen—-Mercer inequality, later W. S. Cheung et al. generalize the Jensen—Mercer
inequality for isotonic linear functionals which is called Jessen—Mercer inequality (see
[45]) . Further in [2], S. Abramovich et al. give the refinement of Jessen-Mercer
inequality for superquadratic functions.

There are also various generalizations of Jensen’s inequality are given by the time
scales theory, see in Section 3.2.

Hermite-Hadamard inequality:

The Hermite-Hadamard inequality is strongly related to the Jensen inequality. It is
also known as the first fundamental inequality for convex functions. It gives us an
estimate for the integral arithmetic mean:

a+b ®(a) + 2(b)

) < /bfb(t)dt <(b-a)——5— (1.0.3)

a

-ae

where a,b € R with a < b and ® : [a,b] — R is a convex function. It was first
established by Hermite in 1881. Also, Beckenbach, a leading expert on the history and
theory of complex functions, wrote that the first inequality in (1.0.3) was proved in
1893 by Hadamard who apparently was not aware of Hermite’s result (see [93]). In
general, (1.0.3) is now known as Hermite-Hadamard inequality.

Note that the first inequality in (1.0.3) is a Jensen’s inequality (1.0.2) when f(t) =t
and the second one gives a converse of Jensen’s inequality. Various generalizations and
refinements of the Hermite-Hadamard inequality and converses of Jensen’s inequality

are given in the literature for convex functions, superquadratic functions, as well as in
time scales theory, see e.g., [3, 72, 73, 27, 47, 48, 82, 87, 93].

The first inequality in (1.0.3) is stronger than the second one: if ® is convex on

[a, b], then



b

(bia) /@(t)dt % (a—;—b) - <I>(a);<1>(b) B (bia) /@(t)dt. (1.0.4)

a a

A geometric proof of (1.0.4) is given in [61] and analytic one in [43] (see also [93]). The
inequality (1.0.4) is known as the Hammer—Bullen inequality.

Cauchy, Holder and Minkowski inequalities:

The three inequalities are basic to all studies of power means (see for example [44])
and well-known in mathematics.

Augustin-Louis Cauchy published his famous inequality in 1821. Then in 1859,
Viktor Yakovlevich Bunyakovsky derived a corresponding inequality for integrals and
in 1885 Hermann Schwarz proved a corresponding version for inner-product spaces.
Therefore the Cauchy inequality sometimes also shows up under the name Schwarz
inequality, or Cauchy-Schwarz inequality, or Cauchy-Bunyakovsky-Schwarz inequality.
Holder’s generalization appeared in 1889. The Minkowski inequality was established in
1896 by Hermann Minkowski in his book Geometrie der Zahlen (Geometry of Numbers).

There are various versions of these inequalities given in the literature. For isotonic
linear functionals some generalizations and conversions of the Holder and Minkowski
inequalities can be found in [93]. In any case, the discrete versions of Hélder’s and
Minkowski’s inequalities are stated in the following two theorems respectively.

Theorem 1.0.3 (See [44]). For p # 1 define q by ¢ = p/(p —1). If x = (x1,...,2,)
and 'y = (y1,...,Yn) are two positive n-tuples and p > 1, then

ixiyi < (i xf) P (i yf) ‘1 . (1.0.5)
i=1 i=1 i=1

If p <1, p# 0, then the above inequality holds in reverse order.

In the above theorem if p = ¢ = 2, then (1.0.5) becomes Cauchy’s inequality.

Theorem 1.0.4 (See [44]). If x = (z1,...,2,) and 'y = (Y1,...,Yn) are two positive
n-tuples and p > 1, then

(Zm " y»p) < (Z ) y (Z yf) y (10.6)

=1

If p <1, p # 0, then the above inequality holds in reverse order.



Beckenbach—Dresher inequality:

In 1950 E. F. Beckenbach published an inequality which has aroused interest until
nowdays. He proved that for positive real numbers z;,y; > 0, ¢ € {1,...,n} and for
1 < p <2 the following inequality is valid.

> (zi + )P > T 2 Ui

=1 g =1 = (1.0.7)
Sty Yaltt Syt
=1 =1 =1

If 0 < p <1, then the inequality is reversed.

Few years later M. Dresher investigated moment spaces and stated that an integral
analogue of the previous result holds. In recent literature this inequality is called the
Beckenbach—Dresher inequality. Some history and recent results about Beckenbach—
Dresher inequality can be found in [57, 101].



Chapter 2

Preliminaries

In this chapter we give some preliminary definitions and results of convex functions,
exponentially convex functions, superquadratic functions, and time scales calculus.
These results are used in the rest of this thesis.

2.1 Convex functions

Historically, logically, and pedagogically, the study of convex functions begins in the
context of real-valued functions of a real variable. In this section, we give some of the
fundamental concepts of convex functions (see [93]). We take our functions ® : I — R
to be defined on some interval of the real line R. We mean to allow I to be open,
half-open, or closed, finite or infinite. Hence we have ax + (1 — o)y € I, whenever
xz,y € I and o € [0,1].
Definition 2.1.1. (a) A function ® : I — R is said to be convex if for all z,y € [
and all « € [0, 1],

O(ar+ (1 —a)y) <ad(x) + (1 —a)P(y) (2.1.1)

holds. If (2.1.1) is strict for all z # y and a € (0, 1), then ® is said to be strictly
convex.

(b) If the inequality in (2.1.1) is reversed, then @ is said to be concave. If it is strict
for all z # y and « € (0, 1), then ® is said to be strictly concave.

There are several equivalent ways to define convex functions, sometimes it is better
to define a convex function in one way than the other.
Remark 2.1.2. (a) Forz,y € I, p,q>0,p+q >0, (2.1.1) is equivalent to
o (px + qy) < PO(@) +q%(y)
ptq /) Ptq




(b) Let xq,x9,23 be three points in I such that x; < zo < 3. Then (2.1.1) is
equivalent to

T q)(l‘l) 1
ry P(ra) 1| = (r3 — 22)P(x1) + (21 — 23)P(22) + (w9 — 1) P(x3) >0,
ry P(z3) 1

which is further equivalent to

To — T3 T — T2

P . 2.1.2
Ir1 — I3 r1 — X3 (1'3) ( )

More symmetrically and without the condition of monotonicity on 1, xo, x3, we
can write

O(xq) N O (xz9) O (x3)

(1 — 22)(@1 —73) | (22— wa)ws — 1) | (@s— ) (s —2) ~ O

(¢) @ is both convex and concave if and only if
O(x) = r+c
for some A, c € R.

(d) Another way of writing (2.1.2) is instructive:
(I)(.Z'l) — (I)(JZ'Q) < (I)(JZ'Q) — (I)(.leg)

T1 — T o To9 — X3

: (2.1.3)

where ;1 < x3 and x1,x3 # x2. So that the following result is valid:
A function ® is conver on I if and only if for every point ¢ € I the function
(®(x) — ®(c))/(x — ¢) is increasing on I (x # c).

(e) By using (2.1.3) we can easily prove the following result:

If ® is a convex function on I and if x1 < yy, T2 < Yo, T1 F# To, Y1 F# Y2, then
the following inequality is valid:

P () — P(1y) <
To — T1 o Y2 — 1

D(y2) — (1)

The derivative of a convex function is best studied in terms of the left and right
derivatives defined by

The following two theorems concern derivatives of convex functions.

7



Theorem 2.1.3 (see [93, Theorem 1.3]). Let I be an interval in R and ® : I — R be
convezx. Then

(i) @ and " exist and are increasing in I, and ®_ < &' (if O is strictly convex,
then these derivatives are strictly increasing); and

(ii) @ ewists, except possibly on a countable set, and on the complement of which it
1S continuous.

Remark 2.1.4. In the above theorem if ®” exists on I, then ® is convex if and only if
¢”(x) > 0. If "(z) > 0, then ® is strictly convex.

Theorem 2.1.5 (see [93, Theorem 1.6]). Let I be an open interval in R.

(a) @ : I — R is convez if and only if there is at least one line of support for ® at
each xg € I, i.e.,

O(x) > D(xg) + ANz —x9) forall xe€l,

where A depends on xq and is given by A = ®'(xg) when ¥’ exists, and A €
[0 (20), ¥/, (z0)] when P'_(z0) £ P, (o).

(b) ® : I — R is convex if the function ®(x) — ®(x9) — Ma — zo) (the difference
between the function and its support) is decreasing for x < xo and increasing for
T > Xg.

When dealing with functions with different degree of smoothness, divided differences
are found to be very useful.

Definition 2.1.6. Let ® be a real-valued function defined on [a,b] C R. A kth (k € N)
order divided difference of ® at k + 1 distinct points g, . ..,z in [a, b] may be defined

recursively by
[z;; @] = O(x;), i€{0,1,... k}

and o o
[[L‘[),...,CCk;(I)]:[xlj.“7$k’ ]_['QjO?"‘axk—la ]
T — Lo
Remark 2.1.7. In the above definition the value [z, ..., x; ®| is independent of the
order of the points xg, ..., x,. This definition may be extended to include the case in

which some or all of the points coincide by assuming that (o < ... < x; and letting

[z,..., ;0] = ®YV(x) /4!,

(j+1times)

provided that ®U) exists.



Definition 2.1.8. A real-valued function ® defined on [a, b] C R is said to be n-convex,
n > 0 on [a,b] if and only if for all choices of (n + 1) distinct points in [a, b],

[0, ..., Tn; @] > 0.

Remark 2.1.9. A function ® : [a,b] — R is convex if and only if for every choice of
three mutually different points g, x1, 22 € I, [xg, 21, 2; P] > 0 holds.

The definition of a convex function has a very natural generalization to real-valued
function defined on R™. Here we merely require that the domain U of ® be convex,
i.e., ax+ (1 — a)y € U whenever x,y € U and « € [0,1].

Definition 2.1.10. Let U be a convex set in R™. Then ® : U — R is said to be convex
if for all x,y € U and all a € [0, 1], we have

Dlax+ (1 —a)y) < a®(x)+ (1 —a)d(y). (2.1.4)

J-convex function:

In the theory of convex functions the most known case is that of J-convex functions,
which deals with the arithmetic mean.

Definition 2.1.11. Let I C R be an interval. A function ® : I — R is called convex
in the Jensen sense (or J-convex) on [ if for all z,y € I the inequality

. (x;y) SLUELD o.15)

holds. A J-convex function ® is said to be strictly J-convex if for all pairs of points
(x,y), x # y, strict inequality holds in (2.1.5).

Remark 2.1.12. (i) It can be easily seen that a convex function is J-convex. If a
function is continuous and J-convex, then it is also convex.

(ii) The inequality (2.1.5) can easily be extended to the convex combination of finitely
many points and next to random variables associated to arbitrary probability
spaces. These extensions are known as the discrete Jensen inequality and integral
Jensen inequality respectively.

Log-convex function:

An important sub-class of convex functions is that of log-convex functions.



Definition 2.1.13. A function ® : [ — R, where [ is an interval in R, is said to be
log-convex, or multiplicative convex if log ® is convex, or equivalently if for all z,y € I
and all « € [0, 1],

d(az + (1 —a)y) < O(x)*®(y)' . (2.1.6)

It is said to be log-concave if the inequality in (2.1.6) is reversed.

Remark 2.1.14.  (a) If we take o = 1/2 in (2.1.6), it becomes

® (%) < Ba)b(y),

and the function ® is said to be log-convex in the Jensen sense. If the function
® is log-convex in the Jensen sense and is continuous then ® is also log-convex.

(b) If x5, 23 € I such that z; < x5 < 23, then (2.1.6) is equivalent to
[@(1;2)](9637961) < [(I)<$1)]($37x2)[(I)(;U3)](m2*xl)_

Furthermore, if x1,z9,y1,y2 € I such that x; < yy, o < Yo, 1 # T2, Y1 # Yo,

then S e s o
)=o)

(¢) ®: 1 — Ris log-convex in the Jensen sense if and only if

*®(x) + 2P (xTﬂ/) + 32®(y) = 0

for all a,f € R and x,y € I.

2.2 Exponential and n—exponential convexity

Exponentially convex functions are introduced by S. N. Bernstein [32] over eighty
years ago and later by D. V. Widder [103]. The notion of n—exponential convexity is
introduced by J. Pecari¢ and J. Peri¢ in [90] (see also [73, 67, 71]). Now we quote some
definitions and results about exponential and n—exponential convexity.

Definition 2.2.1. A function ® : I — R is n—exponentially convex in the Jensen sense
on I, where [ is an interval in R, if

Z &i&;® (%) >0
ij=1
holds for all choices §; € R and x; € I,i € {1,...,n}.

A function ® : I — R is n—exponentially convex if it is n—exponentially convex in
the Jensen sense and continuous on I.

10



Remark 2.2.2. Tt is clear from the definition that 1-exponentially convex functions
in the Jensen sense are in fact non-negative functions. Also, n—exponentially convex
functions in the Jensen sense are k—exponentially convex in the Jensen sense for every

keN k<n.

A real symmetric matrix A is positive semi-definite if xAx* > 0 for all row vectors
x. By definition of positive semi-definite matrices and some basic linear algebra, we
have the following proposition.

Proposition 2.2.3 (See [90, Proposition 3.1]). If ® is an n—exponentially conver func-

k
tion in the Jensen sense, then the matrix [(p (%)] 1s positive semi-definite

ij=1
k

for all k € N, kE < n. Particularly, det |® Tt >0 forall ke N, k <n.
2

ij=1

Definition 2.2.4. A function ® : I — R is exponentially convex in the Jensen sense
on [, if it is n—exponentially convex in the Jensen sense for all n € N.

A function ® : I — R is exponentially convex if it is exponentially convex in the
Jensen sense and continuous.

Proposition 2.2.5 (See [21, Proposition 1]). Let ® : (a,b) — R. The following are
equivalent:

(i) @ is exponentially conver.

(ii) @ is continuous and
n

Z Ui’Uj(I) ($Z + xj) > 0

ij=1
foralln e N, v; € R and z; + z; € (a,b), 1 <i,j <n.
(iii) P is continuous and
det {@(%ﬂm >0, 1<m<n
ij=1
for alln € N and for every x; € (a,b), i € {1,...,n}.
Remark 2.2.6. Some examples of exponentially convex functions are:
(i) ®: I — R defined by ®(x) = ce*®, where ¢ > 0 and k € R.
(ii) ® : RT — R defined by ®(z) = 2%, where k > 0.
(iii) ® : Rt — RT defined by ®(z) = e *v*, where k > 0.
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Remark 2.2.7. From Remark 2.1.14(c) it follows that a positive function is log-convex
in the Jensen sense if and only if it is 2—exponentially convex in the Jensen sense. Also,
using basic convexity theory, it follows that a positive function is log-convex if and only
if it is 2—exponentially convex.

2.3 Superquadratic functions

Here we quote some relevant results about superquadratic functions. The reader is
referred to [1, 26, 27] for more examples and properties of superquadratic functions.

Definition 2.3.1. A function V¥ : [0,00) — R is superquadratic provided that for all
x > 0 there exists a constant C'(z) € R such that

U(y) = W(x) + Cx)(y — ) + ¥(ly — z|) (2.3.1)

for all y > 0. We say that VU is subquadratic if —W is superquadratic.

If for all z,y > 0 with = # y, there is strict inequality in (2.3.1), then ¥ is called
strictly superquadratic.

For example, the function ¥(x) = 2P is superquadratic for p > 2 and subquadratic
for p € (0,2]. Note that this function is both superquadratic and subquadratic for
p=2.

The following lemma shows essentially that positive superquadratic functions are
also convex functions.

Lemma 2.3.2 (see [6, Lemma 2.2]). Let U be a superquadratic function with C(x) as
in Definition 2.3.1. Then

(i) W(0) <0;
(ii) of W(0) = ¥'(0) =0, then C(z) = V' (x) whenever ¥ is differentiable at x > 0;
(iii) if ¥ > 0, then ¥ is convex and W(0) = ¥'(0) = 0.

In the following theorem some characterizations of superquadratic functions are
given analogous to the well known characterizations of the convex functions.

Theorem 2.3.3 (see [27, Theorem 9]). For the function ¥ : [0,00) — R the following
conditions are equivalent:

(i) The function V is a superquadratic function, i.e., equation (2.3.1) holds.

12



(ii) For any two nonnegative n-tuples (x1,...,x,) and (p1,...,pn) such that P, =

> pi > 0 the following inequality
i=1

<_Zpl xl sz |.CL'1—ZIZ"
_ 1 &
holds, where T = — > pix;.
Pn =1
(iii) The following inequality
WAy + (1= Nyz) < AU (y1) + (1 = A)¥(y)
= AU((L = Ny —12) = (L = N)U(A[y1 — p2])
holds for all y1,y2 > 0 and X € [0, 1].

iv) For all x,yy,y2 > 0, such that y; < © < yo we have

(iv) For all z,y1,y2 > 0, such that y Y h

Yo — 2 T =Y
U(yy) —V(r—wy1)) +

yQ_yl( (y1) = ¥z — 1)) —

or equivalently

U(y) — V() — V(z —1y) < U(y2) = W(z) — V(Y2 — 37)
N —x B Yo — T

U(z) <

(V(y2) = ¥(y2 — 7))

In the following, for any function ¥ € C'([0,00), R), we define an associated func-
tion ¥ € C'((0,00),R) by

T(z) = —— forall x> 0. (2.3.2)

Lemma 2.3.4 (See [6, Lemma 3.1]). Let ¥ € C([0,00),R) such that ¥(0) < 0. If ¥
is increasing (strictly increasing) or V' is superadditive (strictly superadditive), then W
is superquadratic (strictly superquadratic).

Lemma 2.3.5 (See [4, Lemma 1]). Let ¥ € C?([0,00),R) be such that
< V" (x) — V' (x)

mi =~ B

<M, forall z>0.

T

Let the functions 91,19, be defined by

M, 23 myx’

Y (x) = 3 U(z), Jo(x)=V(x)—

(2.3.3)

Then 91,795 are increasing. If also ¥(0) = 0 then ¥1,95 are superquadratic.
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Lemma 2.3.6 (See [4, Lemma 2]). Let s > 0 and ¥ : [0,00) — R be defined by

1.8

T 2
8(8 o 2) b 8 % )
U, () = (2.3.4)
x21 9
—lo = 2.
5 logz, s

Then Vg is superquadratic, with the convention 0log0 := 0.
Lemma 2.3.7 (See [4, Lemma 4]). Let s € R and p; : [0,00) — R be defined by

sre’t — et + 1

53 y S 7é 07
ps(x) = (2.3.5)

— s =0.

Then @ is superquadratic.

2.4 Time scales theory

The theory of time scales was introduced by Stefan Hilger in his PhD thesis [63] in 1988.
It is unifying integral and differential calculus with the calculus of finite differences,
extending to cases “in between”, and offering a formalism for studying hybrid discrete-
continuous dynamic systems. It has applications in any field that requires simultaneous
modelling of discrete and continuous data. Now, we briefly introduce the time scales
calculus and refer to [15, 64, 65, 95] and the monograph [41] for further details.

By a time scale T we mean any nonempty closed subset of R. The two most popular
examples of time scales are the real numbers R and the integers Z. Since the time scale
T may or may not be connected, we need the concept of jump operators.

For t € T, we define the forward jump operator ¢ : T — T by
o(t)=inf{seT: s>t}
and the backward jump operator by
p(t) =sup{seT: s <t}.

In this definition, the convention is inf () = sup T and sup () = inf T.

If o(t) > t, then we say that t is right-scattered, and if p(t) < t, then we say that ¢
is left-scattered. Points that are right-scattered and left-scattered at the same time are
called isolated. Also, if o(t) = t, then ¢ is said to be right-dense, and if p(t) = ¢, then
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t is said to be left-dense. Points that are simultaneously right-dense and left-dense are
called dense.

If T has a left-scattered maximum M;, then we define T* = T \ {M;}; otherwise
T+ = T. If T has a right-scattered minimum M,, then we define T, = T \ {M-};
otherwise T, = T. Finally we define T* = T* N T..

The mappings u, v : T — [0, 00) defined by
p(t)y=o(t)—t and wv(t)=1t— p(t)

are called the forward and backward graininess functions respectively.

In the following considerations, a time scale interval is denoted by It = INT, where
I is an interval in R.

Definition 2.4.1. Assume f : T — R is a function and let ¢ € T*. Then we define
f2(t) to be the number (provided it exists) with the property that given any e > 0,
there is a neighborhood Ut of t such that

(f (0() = f(s) = P2 [o(t) = s]| < elo(t) —s| forall s€ U

We call f2(t) the delta derivative of f at t. We say that f is delta differentiable on T*
provided f2(t) exists for all t € T*.

Definition 2.4.2. Assume f : T — R is a function and let ¢ € T,. Then we define
fY(t) to be the number (provided it exists) with the property that given any & > 0,
there is a neighborhood Ut of t such that

[(f (p(®)) — f(s)) — Y (1) [p(t) — s]| < elp(t) —s| forall seUr.

We call fV(t) the nabla derivative of f at t. We say that f is nabla differentiable on
T, provided fV(t) exists for all ¢t € T,.

Example 2.4.3. If T =R, then
IOESNMOESEO}

If T =7, then
A = ft+1) - f(t)

is the forward difference operator, while

is the backward difference operator.
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Let h > 0. If T = hZ, then

fA(t) _ f(t—i_h})L_f(t) and fv(t) —

are the h-derivatives.
Let ¢ > 1. If T = ¢™°, where Ny = {0,1,2,...}, then

flqt) — f(t)
(q—1)t

A = and £ (t) =

are the g-derivatives.

Definition 2.4.4. Assume f : T — R is a function and let ¢ € T%. Then we define
fC«(t) to be the number (provided it exists) with the property that given any & > 0,
there is a neighborhood Ut of ¢ such that

o (f (o)) = f(s)) [p(t) = s] + (1 =) (f (p(t)) — f(5)) [o(£) — 5]
—f (@) [p(t) = sl [o(t) = s]| < ellp(t) = s][o(t) —s]| forall s € Ur.

We call f®(t) the diamond-a derivative of f at t. We say that f is diamond-a
differentiable on T# provided f©«(t) exists for all ¢ € T#. If f : T — R is differentiable
on T in the sense of A and V, then f is diamond-« differentiable at ¢t € T%, and the
diamond-« derivative is given by

ety =aff )+ 1-a)fY(t), 0<a<l

Remark 2.4.5. From the above definition it is clear that f is diamond-« differentiable
for 0 < a < 1 if and only if f is A and V differentiable. It is obvious that for o = 1
the diamond-« derivative reduces to the standard A derivative and for o« = 0 the
diamond-« derivative reduces to the standard V derivative.

For all t € T", we have the following properties:

(i) If f is delta differentiable at ¢, then f is continuous at t.

(ii) If f is continuous at ¢ and t is right-scattered, then f is delta differentiable at ¢
: Afgy — fle@®)—f®)
with f2(t) = OREE

(iii) If ¢ is right-dense, then f is delta differentiable at ¢ iff lim% exists as a

s—t
inite number. In this case, IA(t) = hH% —f(ti f(s)
S—

(iv) If f is delta differentiable at ¢, then f(o(t)) = f(t) + u(t) f2(t).
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In the same manner, for all ¢ € T,, we have the following properties:

(i) If f is nabla differentiable at ¢, then f is continuous at ¢.

(ii) If f is continuous at ¢ and ¢ is left-scattere, then f is nabla differentiable at ¢

with 7 (t) = L0-1(e0),

(iii) If ¢ is left-dense, then f is nabla differentiable at ¢ if and only if lirr% FOIE) oxists
S—r

t—s
as a finite number. In this case, f (t) == liIIlt —f(ti 5(8)
s—

(iv) If f is nabla differentiable at ¢, then f(p(t)) = f(t) +v(t)f¥(t).

Definition 2.4.6. A function f : T — R is called rd-continuous if it is continuous
at all right-dense points in T and its left-sided limits are finite at all left-dense points
in T. We denote by C,q the set of all rd-continuous functions. We say that f is rd-
continuously delta differentiable (and write f € CL)) if f2(t) exists for all ¢t € T* and
&€ Cu.

A function f : T — R is called ld-continuous if it is continuous at all left-dense
points in T and its right-sided limits are finite at all right-dense points in T. We denote

by Ciq the set of all ld-continuous functions. We say that f is 1d-continuously nabla
differentiable (and write f € Cl) if fV(t) exists for all t € T, and [V € Cy.

The set of all continuous functions on T contains both C.q and Cy.

Definition 2.4.7. A function F': T — R is called a delta antiderivative of f: T — R
if F2(t) = f(t) for all t € T*. Then we define the delta integral by

/ f(s)As = F(t) — F(a).

A function G : T — R is called a nabla antiderivative of f : T — R if GV (¢t) = f(¢)
for all t € T,.. Then we define the nabla integral by

/ £(s)Vs = G(t) — Gla).

The importance of rd-continuous and ld-continuous functions is revealed by the
following result.

Theorem 2.4.8 (See [93, Theorem 1.74, Theorem 8.45)). Every rd-continuous function
has a delta antiderivative and every ld-continuous function has a nabla antiderivative.
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Definition 2.4.9. Let f : T — R and a,b € T. Then the diamond-« integral of f
from a to b is defined by

/bf(t)<>at - a/bf(t)At+ (1-a) /bf(t)Vt, 0<a<l.

Now we give some properties of the delta integral.
Theorem 2.4.10 (See [41, Theorem 1.77]). If a,b,c € T, a € R and f,g € C.q, then
b b

() [ (F(6)+g(t) At = [ F(O)AL+ [ g(t) A1,

a

(ii) fbaf(t)At = ozjzf(t)At,
(m)fﬂﬂAﬁz—jﬂwAu

b c b

(v) [fO)At= [ fO)At+ [ f(t)AL,

(vi) if f(t) >0 for all t, then ff(t)At > 0.

A similar theorem works for the nabla integral, for f,g € Cyq, and for diamond-«
integral, for f, g € C.

Regarding integral calculus on time scales the literature includes, among others,
the Cauchy nabla integral [24, 41]; the Riemann delta integral [42, 59, 60]; the Rie-
mann nabla integral [59]; the Cauchy diamond-alpha integral [15, 95], which is convex
combination of delta and nabla integrals; the Riemann diamond-alpha integral [77];
the Lebesgue delta and nabla integrals [42, 58]; the multiple Riemann and multiple
Lebesgue delta, nabla and diamond-alpha integrals [39, 40].

Let n € N be fixed. For each i € {1,...,n}, let T; denote a time scale and
AN'=T; x...xT,={t=(ty,...,ty): t;, €Ty, 1 <i<n} (2.4.1)
an n-dimensional time scale. Let pua be the o-additive Lebesgue A-measure on A™ and

F be the family of A-measurable subsets of A”. Let £ C A™ and (€, F, pua) be a time
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scale measure space. Then for a A-measurable function f : £ — R, the corresponding
A-integral of f over £ is denoted according to [40, (3.18)] by

/gf(tl,...,tn)Altl...Antn, /gf(t)At, /gfd;m, or /gf(t)duA(t).

By [40, Section 3], all theorems of the general Lebesgue integration theory, including
the Lebesgue dominated convergence theorem, hold also for Lebesgue A-integrals on
A™. Here we state Fubini’s theorem for multiple Lebesgue A-integrals on time scales.
It is used in Chapter 9.

Theorem 2.4.11. Let (X, /K, ua) and (Y, L,va) be two finite-dimensional time scale
measure spaces. If f : X xY — R is a A-integrable function and if we define the
functions

o) = /X F,y)dus(®) forae. yeY

and

v@) = [ fa)da@) forae aeX.

then ¢ is A-integrable on'Y and v is A-integrable on X and

/X djia(a) /Y F (e, y)dvaly) = /Y dva(y) /X F (2, y)dpaa)
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Chapter 3

Jensen Type Inequalities for
Convex and Superquadratic
Functions

In this chapter we apply the theory of isotonic linear functionals to derive a series of
known inequalities, extensions of known inequalities, and new inequalities in the theory
of dynamic equations on time scales. (See [18, 28]).

3.1 Isotonic linear functionals and time scales inte-
grals

We recall the following definition from [93].

Definition 3.1.1. Let E be a nonempty set and L be a linear class of real-valued
functions f : F — R having the following properties:

(Ly) If f,g € L and a,b € R, then (af + bg) € L.
(L) If f(t) =1forallt € E, then f € L.

An isotonic linear functional is a functional A : L — R having the following prop-
erties:

(Ay) If f,g € L and a,b € R, then A(af + bg) = aA(f) + bA(g).
(Ag) If f € Land f(t) >0 forall t € E, then A(f) > 0.
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When we use the approach of isotonic linear functionals as given in Definition 3.1.1,
it is not necessary to know many details from the calculus of dynamic equations on
time scales. We only need to know that the time scales integral is such an isotonic
linear functional.

Theorem 3.1.2. Let T be a time scale. For a,b € T with a <b, let
E =la,b)r and L = Cyu([a,b)r,R).

Then (L) and (Ly) are satisfied. Moreover, let

A(f) = / )AL,

where the integral is the Cauchy delta time scales integral. Then (Ay) and (Ay) are
satisfied.

Proof. This follows from Theorem 2.4.10. m

Now we give few examples of Cauchy delta time scales integral.
Example 3.1.3. If T =R in Theorem 3.1.2, then L = C([a,b),R) and

b
A = [ s

If T = Z in Theorem 3.1.2, then L consists of all real-valued functions defined on
la,b—1]NZ and

Af) = £,

Let h > 0. If T = hZ in Theorem 3.1.2, then L consists of all real-valued functions
defined on [a,b — h] N hZ and

b/h—1

A(f)=h > f(kh).

k=a/h

Let ¢ > 1. If T = ¢"° in Theorem 3.1.2, then L consists of all real-valued functions
defined on [a,b/q] N g™ and

log, (b)—1

AN =(a=1) > d"f(d")

k=log,(a)
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Note that Theorem 3.1.2 also has corresponding versions for the nabla and diamond-
« integral, which are given next for completeness.

Theorem 3.1.4. Let T be a time scale. For a,b € T with a <b, let
E = (CL, b]qr and L = Cld(<(l, b]T,R)

Then (L) and (Ly) are satisfied. Moreover, let

b
Amszmw,

where the integral is the Cauchy nabla time scales integral. Then (Ay) and (As) are
satisfied.

Proof. This follows from [41, Definition 8.43 and Theorem 8.47]. O
Theorem 3.1.5. Let T be a time scale. For a,b € T with a < b, let
E =la,bly and L = C([a,b|r,R).

Then (L) and (Ly) are satisfied. Moreover, let

Am=/f®%u

where the integral is the Cauchy diamond-a time scales integral. Then (A1) and (As)
are satisfied.

Proof. This follows from [95, Definition 3.2 and Theorem 3.7]. O

Multiple Riemann integration on time scales was introduced in [39]. The Riemann
integral introduced there is also an isotonic linear functional.

Theorem 3.1.6. Let Tq,..., T, be time scales. For a;,b; € T; with a; < b;, 1 <1 <mn,
let
EC [al,bl)qu X ... X [an,bn)Tn

be Jordan A-measurable and let L be the set of all bounded A-integrable functions from
E toR. Then (Ly) and (L2) are satisfied. Moreover, let

MﬁzLMMt

where the integral is the multiple Riemann delta time scales integral. Then (A1) and
(As) are satisfied.
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Proof. This follows from [39, Definition 4.13 and Theorem 3.4]. ]

From [39, Remark 2.18], it is also clear that a theorem similar to Theorem 3.1.6 is
also true for the nabla and diamond-« integrals in the multiple variable case.

Multiple Lebesgue integration on time scales was introduced in [40]. The Lebesgue
integral introduced there is also an isotonic linear functional.

Theorem 3.1.7. Let £ be a A-measurable subset of A", defined as in (2.4.1) and let L
be the set of all A-measurable functions from € to R. Then (L) and (Lg) are satisfied.
Moreover, let

A(f) = / F(Odpa(t).

where the integral is the multiple Lebesque delta time scales integral. Then (Ay) and
(As) are satisfied.

Proof. This follows from [40, Section 3]. O

Theorem 3.1.8. Under the assumptions of Theorem 3.1.7, let A(f) be replaced by

Je W) f()dpa(t)
Je h(®)dpa(t) -

where h : € — R is nonnegative A-integrable such that [ h(t)dpa(t) > 0. Then A is
an isotonic linear functional satisfying A(1) = 1.

A(f) =

The monograph [93] contains numerous classical inequalities that are proved for
isotonic linear functionals. Since the time scales integral is in fact an isotonic linear
functional, the results from [93] can be applied to this setting. Our work shows that
it is not necessary to prove such kinds of inequalities “from scratch” in the time scales
setting as they can all be obtained easily from well-known inequalities for isotonic linear
functionals.

For simplicity, in what follows, we use the following notations: £ as A-measurable
subset of A",

_ P S {QLIGENG
La(f) = [[F0dna) and Tats, by = S rne

where f : &€ — R is A-integrable and h : £ — R is nonnegative A-integrable such
that [. h(t)dua(t) > 0. Also we assume throughout the thesis that I and [m, M] are
nonempty intervals in R such that —oco <m < M < oo.
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3.2 Jensen’s inequality

B. Jessen in [70] gave the following generalization of Jensen’s inequality for isotonic
linear functionals.

Theorem 3.2.1 (See [93, Theorem 2.4]). Let L satisfy properties (L) and (Ly). As-
sume ® € C(I,R) is convexr. If A satisfy (A1) and (As) such that A(1) = 1, then for
all f € L such that ®(f) € L, we have A(f) € I and

D(A(f)) < A(2(f))- (3.2.1)

Now our first result is the following generalization of Jensen’s inequality.

Theorem 3.2.2. Assume ® € C(I,R) is convex, f : € — I is A-integrable and
h: & — R is nonnegative A-integrable such that La(h) > 0. Then

Proof. The inequality (3.2.2) follows from Theorem 3.2.1 and Theorem 3.1.8. O

Remark 3.2.3. Known results from time scales theory, which were proved by using time
scales calculus, follow from Theorem 3.2.1 in the same way as Theorem 3.2.2 does. Note
also that a similar theorem for the multiple Riemann integral can be stated and proved
using Theorem 3.1.6. This will be the case for all inequalities stated in this section
and the following sections; however, we only explicitly state each time the case for the
multiple Lebesgue integral.

The Jensen inequality for Cauchy delta integrals has been obtained by Agarwal,
Bohner and Peterson [8].

Theorem 3.2.4 (See [8, Theorem 4.1]). Let a,b € T with a < b. If & € C(I,R) is
convex and f € Ca([a,b)r, I), then

. (fff(t)At) _ letrepar

b—a b—a
Remark 3.2.5. When T = R in Theorem 3.2.4, then we obtain Theorem 1.0.1. When

T = Z in Theorem 3.2.4, then we get the discrete Jensen inequality (1.0.1).

The following result is given by Wong, Yeh and Lian in [106]. When h(t) = 1 in
Theorem 3.2.6 below, then we obtain Theorem 3.2.4.

Theorem 3.2.6 (See [106, Theorem 2.2]). Let a,b € T with a < b. Assume h €
Cra([a, b)T, R) satisfies fab |h(t)|At > 0. If® € C(I,R) is convezx and f € Crq([a,b)r, I),

then
o <ff|h(t)|f(t)At> _ fflh(t)lé(f(t))At.
[Pia@at ) = [ la)At
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Proof. This follows from Theorem 3.2.1 and Theorem 3.1.2. O]

In [88], Ozkan, Sarikaya and Yildirim proved that Theorem 3.2.6 is also true if
we use the nabla integral (see [41, Section 8.4]) instead of the delta integral. In [95],
Sheng, Fagan, Henderson and Davis introduced the so-called diamond-« integral, where
0 < a < 1. It is a convex combination of the delta integral and the nabla integral.
When o = 1, we get the usual delta integral, and when o = 0, we get the usual nabla
integral. The following result concerning the diamond-« integral is given by Ammi,
Ferreira and Torres in [15] (see also [88]).

Theorem 3.2.7 (See [15, Theorem 3.3]). Let o € [0,1]. Let a,b € T with a < b.
Assume h € C(la,blr,R) satisfies fab|h(t)|<>at > 0. If & € C(I,R) is conver and
f € C([CL, b]Tal); then
o (Lo MO D0t _ f7 Ih(BI2(F()Oat
Ph@leat ) IR0t

Proof. This follows from Theorem 3.2.1 and Theorem 3.1.5. [

3.3 Hermite-Hadamard inequality

P. Beesack and J. Pecari¢ in [31] gave the following generalization of the converse of
Jensen’s inequality for isotonic linear functionals.

Theorem 3.3.1 (See [93, Theorem 3.37]). Let L satisfy properties (Ly) and (Ls).
Assume ® : I — R is convex, where I = [m, M]. If A satisfy (A1) and (As) such that
A(1) =1, then for all f € L such that ®(f) € L, we have

_ M- AQ)

Aw() < LA A m

d O(M). 3.3.1
(m) + == () (33.1
In the following theorem we give generalization of the converse of Jensen’s inequality

on time scales.

Theorem 3.3.2. Assume ® : I — R is convex, f: E — [m, M| is A-integrable, where
m, M] C I, and h : £ — R is nonnegative A-integrable such that La(h) > 0. Then

- M_EA(fah)

La(®(f).h) € =72 Lalf,h) —m

d(m) + M

Proof. The inequality (3.3.2) follows from Theorem 3.3.1 and Theorem 3.1.8. ]

O(M). (3.3.2)
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Remark 3.3.3. If ® is continuous in Theorem 3.3.2, then by combining this theorem
with the Theorem 3.2.2, we obtain generalization of the Hermite-Hadamard inequality
(1.0.3).

ZA(f>h)_m
M—-—m

— — M — La(f, h
® (La(f,h) < La(®(f), h) < ﬁé(m) - o(M). (3.3.3)
Note that the known result [47, Theorem 3.14] (see also [17, 48]) follows from Theorem

3.3.1 in the same way as Theorem 3.3.2 does, this time applying Theorem 3.1.5.

A combination of Theorem 3.2.1 and Theorem 3.3.1 in a slightly different form is
given by Pecari¢ and Beesack in [89] as follows.

Theorem 3.3.4 (See [93, Theorem 5.13]). Let L satisfy properties (Ly) and (Ls).
Assume ® € C(I,R) is convex, where [m, M] C I. Suppose A satisfy (A1) and (As)
such that A(1) = 1. Let f € L such that f(E) C [m,M] and ®(f) € L, and define
p,q > 0 such that p+q >0 and

M
- e
holds. Then
®<pm+qM) < A((f)) < P®(m) +q®(M)
p+q )~ - p+yq '

Theorem 3.3.5. Assume ® € C(I,R) is convex, f : & — |[m, M] is A-integrable,
where [m, M| C I, and h : € — R is nonnegative A-integrable such that La(h) > 0.
Let p,qg > 0 be such that p+ g > 0 and

— pm + qgM
La(f.h) =29
sl = 2
holds. Then v B(m) + (M)
pm+q ) 7 p®(m) +q

Q| — ) < LA(®(f),h) < . 3.34
(M) < Tagan).m < 2L (334
Proof. The inequality (3.3.4) follows from Theorem 3.3.4 and Theorem 3.1.8. [

3.4 Related inequalities to the Jensen inequality

In this section we present some of the related inequalities of Jensen’s inequalities.
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Holder’s inequality:
We first recall Holder’s inequality for isotonic linear functionals as given in [93].

Theorem 3.4.1 (See [93, Theorem 4.12]). Let E, L and A be such that (L), (L2), (A1),
(As) are satisfied. For p # 1, define ¢ = p/(p — 1). Assume w, f, g are nonnegative
functions on E and wfP, wg?, wfg € L. If p > 1, then

Alwfg) < AVP(w fP) AV (wg?).

This inequality is reversed if 0 < p < 1 and A(wg?) > 0, and it is also reversed if p < 0
and A(w fP) > 0.

In the following theorem we give the generalization of Holder’s inequality on time
scales.

Theorem 3.4.2. For p # 1, define ¢ = p/(p — 1). Assume w, f,g are nonnegative
functions on € and wfP,wg?,wfg are A-integrable on E. If p > 1, then

1

La(wfg) < LA(wf?)L4 (wg"). (3.4.1)

This inequality is reversed if 0 < p < 1 and La(wg?) > 0, and it is also reversed if
p <0 and La(wf?) > 0.

Proof. The inequality (3.4.1) follows from Theorem 3.4.1 and Theorem 3.1.7. O

Remark 3.4.3. Note that the known results from the time scales literature follow from
Theorem 3.4.1 in the same way as Theorem 3.4.2 does: [41, Theorem 6.13] follows as
in Theorem 3.1.2 and [15, Theorem 4.1] (see also [53, 16]) follows as in Theorem 3.1.5.

From Hoélder’s inequality follows the Cauchy—Schwarz inequality given in next the-
orem.

Theorem 3.4.4. If w, f, g are nonnegative functions on £ and wf? wg*,wfg are A-
integrable on &, then

La(wfg) < v/La(wf?) La(uwg?). (3.4.2)

Proof. The inequality (3.4.2) follows from Theorem 3.4.2 by taking p = 2. O
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Minkowski’s inequality:

We first recall Minkowski’s inequality for isotonic linear functionals as given in [93].

Theorem 3.4.5 (See [93, Theorem 4.13]). Let E,L and A be such that (L), (Ls),
(A1), (Ag) are satisfied. For p € R, assume w, f, g are nonnegative functions on E and
wfP wg?,w(f +g)P € L. If p > 1, then

AV ((f + g)) < AMVP(wf?) + AV (wg?).

This inequality is reversed if 0 < p <1 orp < 0 provided A(wfP) > 0 and A(wgP) >0
hold.

In the following theorem we give generalization of the Minkowski inequality on time
scales.

Theorem 3.4.6. For p € R, assume w, f,g are nonnegative functions on £ and
wfP wg?, w(f + g)P are A-integrable on €. If p > 1, then

1

L (w(f + 9)?) < Lh (wf?) + L} (wg?). (3.4.3)

This inequality is reversed for 0 < p < 1 or p < 0 provided each of the two terms on
the right-hand side are positive.

Proof. The inequality (3.4.3) follows from Theorem 3.4.5 and Theorem 3.1.7. O

Remark 3.4.7. Note that the known results from the time scales literature follow from
Theorem 3.4.5 in the same way as Theorem 3.4.6 does: [41, Theorem 6.16] follows as
in Theorem 3.1.2 and [15, Theorem 4.4] (see also [53, 16]) follows as in Theorem 3.1.5.

Dresher’s inequality:

If n = 2 in the following result, then we have the Dresher inequality (see [51, Section
7]). We first present the generalization of this inequality for isotonic linear functionals
as given in [93].

Theorem 3.4.8 (See [93, Theorem 4.21]). Let E and L be such that (Ly), (L2) are
satisfied and suppose that both A and B satisfy (A1), (As2). If fi,u; are nonnegative

P

functions on E and wfF w (Z f) ,Wgr,w (z gz) € L, wherep>1>7r >0 and
i=1

A(wgl) >0 for 1 <i <mn, then

A(o(£5)) (wf?)\
o) EEE

i
!
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In the following theorem we give the Dresher inequality on time scales.

n p n r
Theorem 3.4.9. If f;, u; are nonnegative functions on & and w ¥ w (Z fz) JWg; W (Z gi)
i=1 i=1

are A-integrable on £, where p > 1> 1 >0 and La (wg}) > 0 for 1 <i <n, then

1
n p —r
() "
=L/ Z ( a(wf, ) . (3.4.4)
- pa (wg;)
Laf{w| X g

i=1

Proof. The inequality (3.4.4) follows from Theorem 3.4.8 and Theorem 3.1.7. O

Remark 3.4.10. Dresher’s inequality on time scales is new even for the cases of a single
variable Cauchy delta and nabla integral and also for the diamond-« integral.

Popoviciu’s inequality:

We first recall Popoviciu’s inequality for isotonic linear functionals as given in [93].

Theorem 3.4.11 (See [93, Theorem 4.27]). Let E,L and A be such that (Ly), (Ls),
(A1), (As) are satisfied. For p # 1, define g =p/(p—1). Assume f,g are nonnegative
functions on E and f?,qg?, fg € L. Suppose fo, g0 > 0 are such that

fo—A(f") >0 and g¢gd—A(g? >0.

If p > 1, then
(5 = AU (g5 — Alg")" < fogo — Af9).
This inequality is reversed if 0 < p <1 and A(g?) >0, orif p <0 and A(f?P) >0

In the following theorem we give the Popoviciu inequality on time scales.

Theorem 3.4.12. For p # 1, define ¢ = p/(p — 1). Assume f,g are nonnegative
functions on € and fP, g%, fg are A-integrable on €. Suppose fqy, go > 0 are such that

f8—La(f?")>0 and g¢— La(g?) > 0.
If p > 1, then
fogo — La(fg) = (fg — La (f7))7 (g5 — La (g%))7 - (3.4.5)
This inequality is reversed if 0 < p < 1 and La (g?) > 0, or if p <0 and La (f?) > 0.

Proof. The inequality (3.4.5) follows from Theorem 3.4.11 and Theorem 3.1.7. [
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From Popoviciu’s inequality follows the Aczél inequality given in next theorem.

Theorem 3.4.13. Assume f, g are nonnegative functions on € and f2,¢?, fg are A-
integrable on €. If fo, g0 > 0 are such that

fo—La(f?)>0 and g5 — La(g®) >0,

then

fogo — La(fa) = /(3 — La(f?)) (6] — Lalg?)). (3.4.6)
Proof. The inequality (3.4.6) follows from Theorem 3.4.12 by taking p = 2. O

Remark 3.4.14. The Aczél and Popoviciu inequalities on time scales are new even for
the cases of a single variable Cauchy delta and nabla integral and also for the diamond-
« integral. The original Aczél’s inequality can be found in [7]. For a version of Aczél’s
inequality for isotonic linear functionals, we refer to [93, Theorem 4.26].

Bellman’s inequality:

We first recall Bellman’s inequality for isotonic linear functionals as given in [93].

Theorem 3.4.15 (See [93, Theorem 4.29]). Let E,L and A be such that (Ly), (Ls),
(A1), (As) are satisfied. For p € R, assume f,g are nonnegative functions on E and
P97, (f + g)P € L. Suppose fo, go > 0 are such that

fo—A(f")>0 and g5— A(g") > 0.
If p > 1, then
P
(8 =AD"+ (dh = A@D)" < (fo+90)" = Af +9)").
This inequality is reversed if 0 <p <1 orp <0 and A(f?) > 0.

In the following theorem we give the Bellman inequality on time scales.

Theorem 3.4.16. Forp € R, assume f, g are nonnegative functions on € and fP, g°, (f+
g)? are A-integrable on E. Suppose fo, go > 0 are such that

f8—La(f?)>0 and gy — La(g") > 0.
If p > 1, then
1 1\P
(8= La ()P +(h = La(e)?) < o+ ) = Lal(f +9)).  (347)
This inequality is reversed if 0 < p <1 or p <0 and La (f?) > 0.

Proof. The inequality (3.4.7) follows from Theorem 3.4.15 and Theorem 3.1.7. O
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Diaz—Metcalf inequality:

If p = ¢ =2and w = 1 in the following result, then we have the Diaz—Metcalf inequality.
We first present the generalization of this inequality for isotonic linear functionals as
given in [93].

Theorem 3.4.17 (See [93, Theorem 4.14]). Let E,L and A be such that (Ly), (Ls),
(A1), (As) are satisfied. For p # 1, let ¢ =p/(p —1). Assume w, f, g are nonnegative
functions on E such that wfP , wgl,wfg € L and, if p # 0,

0<m< f(t)yg P(t) <M forall te€E.
Ifp>1, orif p<0 and A(wf?) + A(wg?) > 0, then
(M = m)A(wf?) + (mM? — M) Awg®) < (M? = m”) A(wfg).
This inequality is reversed if 0 < p < 1 and A(wf?) + A(wg?) > 0.
In the following theorem we give the Diaz—Metcalf inequality on time scales.

Theorem 3.4.18. For p # 1, let ¢ = p/(p — 1). Assume w, f,g are nonnegative
functions on &€ such that wfP wg?, wfg are A-integrable on € and, if p # 0,

0<m< f()g VP(t) <M forall teE&.

If p > 1, or if p < 0 and at least one of the two integrals on the left-hand side of the
following inequality is positive, then

(M —m)La (wf?) + (mMP — MmP)La(wg?) < (MP —mP)La(wfg). (3.4.8)

This inequality is reversed if 0 < p < 1 and at least one of the two integrals on the
left-hand side is positive.

Proof. The inequality (3.4.8) follows from Theorem 3.4.17 and Theorem 3.1.7. ]

The following two inequalities follow from [93, Theorem 4.16 and Theorem 4.18] in
the same way as Theorem 3.4.18 follows from Theorem 3.4.17.

Theorem 3.4.19. Let £, p,q,w, f,g,m, M be as in Theorem 3.4.18. If p > 1, then

1 1
La(wfg) = K(p,m, M) (La (wf?))? (La(wg?))s . (3.4.9)
where
(M — m)YP|mMP — MmpP|Y/1
37— |
The inequality (3.4.9) is reversed if p < 0 or 0 < p < 1, provided at least one of the
two integrals on the right-hand side s positive.

K(p,m, M) = |p|*/?|q|"/1

(3.4.10)
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Proof. The inequality (3.4.9) follows from [93, Theorem 4.16] and Theorem 3.1.7. [
Theorem 3.4.20. Let €, p,q,w, f,g,m, M be as in Theorem 3.4.18 and assume
O<m<F{t)<M and 0<G{t)<M foral tec¢&,

where F = f(f+g)"9" and G = g(f+9)~¥?. Let K(p,m, M) be defined as in (3.4.10).
If p > 1, then

; (M —m)"/?(mM? — Mm?)/s
L% (w(f +g)") > [p|'/?|q|" |MP — mp| .

«{(La @) + 13 (g} (a1

This inequality is reversed if 0 < p < 1, or if p < 0 and the integral on the left-hand
side 18 positive.

Proof. The inequality (3.4.11) follows from [93, Theorem 4.18] and Theorem 3.1.7. [

3.5 Further converses of the Jensen inequality

Some converses of Jensen’s inequality are obtained in the previous sections. This section
is concerned with some further converses of Jensen’s inequality. The five theorems
presented follow from the specified results in [93] in the same way as Theorem 3.3.2
follows from Theorem 3.3.1.

Theorem 3.5.1. (a) Assume ® € C(I,R) is convex, where I = [m, M|, such that
O (x) > 0 with equality for at most isolated points of I. Assume further that either

(i)
(i)

x) >0 forallxz €1, or

O(
®(z) > 0 for all m < x < M with either ®(m) = 0, ®'(m) # 0, or &(M) = 0,
(M) #0, or

KA

(ii) ®(z) <0 forallz e, or
()

Suppose f is A-integrable on € such that f(€) = I and h : € — R is nonnegative
A-integrable such that La(h) > 0. Then

D(x
O(z) <0 for all m < x < M with precisely one of ®(m) =0, (M) = 0.

La(®(f),h) < AP (La(f,h))
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holds for some A > 1 in cases (i), (i), or A € (0,1) in cases (ii), (ii'). More precisely,
a value of \, depending only on m, M, ®, may be determined as follows: Define v =
(O(M) — ®(m))/(M —m). Ifv =0, let T € (m, M) be the unique solution of the
equation ®'(x) = 0; then X = ®(m)/®(z). If v # 0, let T € [m, M] be the unique
solution of the equation v®(x) — ®'(z) (®(m) +v(x —m)) = 0; then A = v/d'(Z).
Moreover, we have & € (m, M) in the cases (i), (ii).

(b) Let all the hypotheses of (a) hold except that ® is concave on I with ”"(x) <0
with equality for at most isolated points of I. Then

La(®(f),h) > A® (La(f, 1)),

where X\ is determined as in (a). Furthermore, X\ > 1 holds if ®(x) < 0 for all x €
(m, M), and 0 < XA <1 holds if ®(x) > 0 for all x € (m, M).

Proof. This follows from [93, Theorem 3.39] and Theorem 3.1.8. O
Theorem 3.5.2.  (a) Let f,I,m, M, h,v be as in Theorem 3.5.1 and ® € C(I,R) be

differentiable such that ®' is strictly increasing on I. Then
La(®(f),h) <A+ @ (La(f.h)

for A= ®(m) —&(z) +v(T —m) € (0,(M —m)(v— ' (m))), where T € (m, M) is the
unique solution of the equation ®'(x) = v.

(b) Let all the hypotheses of (a) hold except that ® is strictly decreasing on I. Then
® (La(f h)) < A+ La(®(f),h)
for A= ®(z) — &(m) —v(z —m) € (0,( M —m)(®'(m) — v)) with T given in (a).
Proof. This follows from [93, Theorem 3.41] and Theorem 3.1.8. O

Theorem 3.5.3. In addition to the assumptions of Theorem 3.3.2, let J C R be an
interval such that J O ®(I) and assume that F' : J x J — R is increasing in the first
variable. Then

< max F(M_:C¢(m)+ ]\Z_m @(M),q)(x))

T z€[m,M] M—m —m
= m[%ai] F(c®(m)+ (1 —0)®(M),P(om+ (1 —0)M)),
oc|0,

and the right-hand side of the inequality is an increasing function of M and a decreasing
function of m.
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Proof. This follows from [93, Theorem 3.42] and Theorem 3.1.8. O

Remark 3.5.4. The discrete version of Theorem 3.5.3 can be found in [82, Theorem 8§].

Remark 3.5.5. If we choose F'(x,y) = x —y, as a simple consequence of Theorem 3.5.3
it follows

La(®(f),h) = @ (La(f,h))
< max (c®(m)+ (1 —0)®(M) — P(om+ (1 —o)M)). (3.5.1)

T o€l0,1]

On the other hand, if we choose F(x,y) = E, then we get
Yy

La(@(f).h) _ (a@(m) +(L—0)2(M) ) | (35.2)
c€l0,1]

® (Lal(f,h) ~ S(om+ (1 —o)M)

The inequalities (3.5.1) and (3.5.2) are the generalizations of the results given in [96,
97, 98].

Theorem 3.5.6. Under the same hypotheses as in Theorem 3.5.3 except that F' is
decreasing in its first variable, we have

F (Za(®(f), ), ® (Ta(f, 1))

) M-z r—m
> xer[r}é%}F (M_mCI)(m)—i- M_mq)(M),CI)(x))
— Urél[gluF(U@(m)—l—(l —0)®(M),®(om+ (1 —o)M)).

Moreover, right-hand side of the above inequality is a decreasing function of M and an
increasing function of m.

Proof. This follows from [93, Theorem 3.42'] and Theorem 3.1.8. O

Theorem 3.5.7. Assume ® : [ — R is conver and f : & — I is A-integrable. Let
h : & — R be nonnegative A-integrable such that 0 < La(h) < a for some a € R. If
hf and h(® o f) are A-integrable on € and a € I is such that

aa — La(hf)
—= €l
a—La(h) -
then
o (29~ La(hf) S a®(a) — La(hP(f))
o — LA(h) - o — LA(h) .
Proof. This follows from [93, Lemma 4.25] and Theorem 3.1.7. O
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3.6 Jensen type inequalities for superquadratic func-
tions

In this section, all the inequalities obtained are given for Cauchy delta time scales inte-
grals but they also hold for many other time scales integrals, such as Cauchy, Riemann,
Lebesgue, multiple Riemann, and multiple Lebesgue delta, nabla, and diamond-« time
scales integrals as we know that these integrals are isotonic linear functionals.

Jensen’s inequality:
First we quote the following result of S. Bani¢ and S. Varosanec.

Theorem 3.6.1 (See [27, Theorem 10]). Let E,L and A be such that (Ly), (L),
(A1), (As) are satisfied. Suppose that h € L with h > 0 and A(h) > 0 and that

U :[0,00) — R is a continuous superquadratic function. Then for all nonnegative

f € L such that hf, h¥(f), h¥ (‘f—%&) € L, we have

AhU(f) — A (hW (|f — A% .1
R

If U is a subquadratic function, then a reversed inequality holds.

Now we will demonstrate how Jensen’s inequality on time scales for a superquadratic
functions can be proved by two completely different approaches: The first approach
uses the methods and techniques of time scales calculus and the second one follows
from Theorem 3.6.1. According to the conclusion that comes out from the second way
of proving Jensen’s inequality, in the rest of this section, some new inequalities with
delta integrals will be obtained.

In next theorem we present the Jensen inequality on time scales for superquadratic
functions.

Theorem 3.6.2. Let a,b € T. Assume f € Ca([a,b)r,[0,00)) and ¥ € C(]0,00),R)
18 superquadratic. Then

IO, 1
q;( b—a >§b—a/a

Moreover, if U is subquadratic then (3.6.1) holds in reverse order.

¥ (f(s) - v <‘f(s) s

As.  (3.6.1)
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First Proof of Theorem 3.6.2. Let W : [0,00) — R be a superquadratic function and
let zg € [0,00). According to (2.3.1), there is a constant C(zg) such that

U(y) = V(zo) + Clxo)(y — o) + ¥ (Jy — wol) - (3.6.2)
Since f is rd-continuous, .
_ S f()A
i — (3.6.3)

is well defined. The function W o f is also rd-continuous, so we may apply (3.6.2) with
y = f(s) and (3.6.3) to obtain
) . (3.6.4)

U(f(s))

_W<L£%g)+mm%ﬂ$—L%%ﬁ>+WQﬂ@—Lé%¥

Integrating (3.6.4) from a to b, we get
b
) @<Lf )
b—a

wauwn—w(P@w— J:
- [oueans [ ([ 210 ) [ (B2 o

zcmm/[ﬂ@—ﬁé%g

= oo | [ 16185 = -0 ]

= 0,

f(s) =

As

from which (3.6.1) follows. If W is subquadratic then reverse inequality in (3.6.1) can
be obtained in a similar way. O]

Second Proof of Theorem 3.6.2. Substituting A from Theorem 3.1.2 into Theorem 3.6.1
and using k(t) = 1 for all t € [a,b)r, we get inequality (3.6.1). O

Remark 3.6.3. Note that if U is strictly superquadratic in Theorem 3.6.2, then strict
inequality in (3.6.1) holds.

Remark 3.6.4. In the case when V¥ is a nonnegative superquadratic function and there-
fore (by Lemma 2.3.2) a convex one too, the result of Theorem 3.6.2 refines the result
given in Theorem 3.2.4.
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Holder’s inequality:
Let us recall the following refinement of the functional Holder inequality.

Theorem 3.6.5 (See [27, Theorem 13]). For p # 1, define ¢ = p/(p — 1). Let E, L
and A be such that (Ly), (L2), (A1), (As2) are satisfied. If p > 2, then for all nonneg-

P
ative functions f,g € L such that fg, f?, g9, ‘f - gq_lﬁg;ﬁ’)) € L, and A(g?) > 0, the

imequality

A(fg) < {A(fp) A (’f_gqlm

1
NS
Aa(g? 3.6.5
3l )| 4t (3:0:)
holds. In the case 0 < p <1 or 1< p < 2, the inequality in (3.6.5) is reversed.

Now Holder’s inequality on time scales (see [8] and [41, Theorem 6.13]) can be
refined as follows.

Theorem 3.6.6. For p # 1, define q = p/(p —1). Let a,b € T. If p > 2, then for
f,9 € Cul([a,b)r,[0,00)), the inequality

/ (fo)(t) At

< [/abfp(t)At—/ab <|f(s)—gq—1(s)%p> As ;(/:gq(mt)é (3.6.6)

holds. If 0 <p <1 or1 < p < 2, the inequality (3.6.6) holds in reverse order.

Proof. The inequality (3.6.6) follows from Theorem 3.6.5 and Theorem 3.1.2. O
Remark 3.6.7. Since the delta integral is an isotonic linear functional, we have
b b b P
t)At
[owsz0 ma [ (|79 g0 520
a a fa gq(t)At

so the inequality (3.6.6) represents a refinement of the classical Hoélder inequality on
time scales for nonnegative functions f and g.

Taking p = ¢ = 2 in Theorem 3.6.6 gives the following special case of the above
Holder inequality that we can name the refinement of the Cauchy-Schwarz inequality
on time scales.

Theorem 3.6.8. Let a,b € T. For f,g € Ciq([a,b)r,[0,00)) with ff g*(t)At > 0, the
imequality
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/ (fo)(t) At

b b ['(fo))at]
< / ()AL / |f(8)—g(8)—f:g2(t)m

1

As < / ng(t)At)Q (3.6.7)

holds.

Minkowski’s Inequality:

First, we quote the functional Minkowski inequality for superquadratic functions.
Theorem 3.6.9 (See [27, Theorem 14]). Let E, L and A be such that (Ly), (L), (A1),
(As) are satisfied. If p > 2, then for all nonnegative functions f,g on E such that
(f+9)?, fP,g" € L and A(f + g)? > 0, the inequality

(f(f +9" ) p)) ’
A(f + g

Alg(f + 9P V)
holds. ))

A(f +g)
Now, Minkowski’s inequality on time scales (see [8] and [41, Theorem 6.16]) can be
refined as follows.

Theorem 3.6.10. Leta,b € T and p > 2. For f,g € Cq([a, b)1, [0, 00)) with f;(f(s)+
g(s))PAs > 0, the inequality

A (499 < (A7) - 4 (‘f (o2

+ (A(g”) —A (‘g —(f+g9)

b .

( / (f(t)+g(t))pAt> (3.6.8)

’ ’ [P F(s) (F(s) + g(s))" "  As " )é
< P(YAL — t) — t At
_(/afo / F(E) = (F(£) + g(t)) 0 6) + a(e)pie

’ b 129(s)(f(s) + g(s))r~1As | )

P(YAL — t) — t t At

+(/ag<> / g(t) = (f() + g(t)) P01 e) + 9(e)pie

18 valid.

Proof. The inequality (3.6.8) follows directly from Theorem 3.6.9 and Theorem 3.1.2.
]

Remark 3.6.11. If the functions f and g in Theorem 3.6.10 are nonnegative, then
inequality (3.6.8) represents a refinement of Minkowski’s inequality on time scales as
established in [8, Theorem 3.3].
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Jensen—Mercer inequality:

A variant of Jensen’s inequality of Mercer’s type for superquadratic functions and
isotonic linear functionals is given in the following theorem.

Theorem 3.6.12 (See [2, Theorem 2.3)). Let E, L and A be such that (Ly), (L), (A1),
(As) are satisfied. Assume U : [0,00) — R is a continuous superquadratic function,
and let 0 <m < M < oo. If f € L is such that m < f(t) < M for allt € E and such
that

(), ¥(m+ M = f),(M = f)¥(f —m),(f —m)¥(M - f) € L

then we have

W(m+ M = A(f)) < ¥(m)+ V(M) - A(¥(f))

A = m) B = ) (M = U( - m)) — AW(If — A,

If the function ¥ is subquadratic, then the above inequality is reversed.

Next, we state the time scales version of Jensen’s inequality of Mercer’s type for
superquadratic functions and isotonic linear functionals which we will call the Jensen—
Mercer inequality for superquadratic functions on time scales.

Theorem 3.6.13. Let a,b € T. Assume f € Cia([a,b)r,[m, M]), where 0 <m < M <
0o, and ¥ € C([0,00),R) is superquadratic. Then

(b—a)\I/(m—i—M——/ £t At)

< (b= a)(W(m) + (M) _/ V()AL — K, (3.6.9)

where
9 b
K = g [ 100 = m) v = 1) + (01 = f0)%( -l
b\I/ (‘f(u) D Au. (3.6.10)
Moreover, if U is subquadratic then (3.6.9) holds in reverse order.
Proof. The result follows from Theorem 3.1.2 and Theorem 3.6.12. [

Remark 3.6.14. Note that if U is strictly superquadratic in Theorem 3.6.13, then strict
inequality in (3.6.9) holds.
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Converses of Jensen’s Inequality:

In the following theorem, a functional version of the converse of Jensen’s inequality for
superquadratic functions is recalled.

Theorem 3.6.15 (See [27, Theorem 15]). Let E, L and A be such that (Ly), (Lz), (A )
(Az) are satisfied. Let h € L be a nonnegative functzon Suppose that ¥ : [0, 00) —

is a superquadratic function. Then for every f € L, f : E — [m, M] C [0,00) such
that hf, h(V o f) € L, we have

MA(h) — A(Rf) ,

A(PU(f) + A € ——— (m) + ——

where

1

A, =
M—-—m

A(ME = hf)U(f —m- 1)+ (hf —mk)U(M -1 — f)).
Now, we give a converse of Jensen’s inequality for superquadratic functions on time
scales.

Theorem 3.6.16. Let a,b € T. Assume f € Cya([a,b)r, [m, M]), where 0 <m < M <
oo, and ¥ € C([0,00),R) is superquadratic. Then

/b\If(f(t))AtJrR
MO LSOy SION Oy gy
where
M - JU(M = f(t)+ (M = f(£)U(f(t) —m)] At (3.6.12)

Proof. Inequality (3.6.11) follows directly from Theorem 3.1.2 and Theorem 3.6.15 with
h(t) =1 for all t € [a, b)r. O

Remark 3.6.17. Note that if U is strictly superquadratic in Theorem 3.6.16, then strict
inequality in (3.6.11) holds.
Slater’s Inequality:

A functional Slater type inequality for superquadratic functions, which gives another
estimate of the expression A(W(f)), is given next.
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Theorem 3.6.18 (See [27, Theorem 17]). Let E, L and A be such that (Ly), (Ls),
(A1), (As) are satisfied. Suppose that U : [0,00) — R is a superquadratic func-
tion, C' 1s as in Definition 2.3.1, and h, f € L are nonnegative functions such that

h(f), hC(f), hfC(f),hY (If =5 -1]) € L. If

_A(hSC()))

S = >0,

AhC(f)) —
then
A(RY(f)) < U(S)A(R) — A(RY(]f = S-1])).

Now, we can state the Slater type inequality for superquadratic functions on time
scales.

Theorem 3.6.19. Let a,b € T. Assume V¥ : [0,00) — R is a superquadratic function,
C' is as in Definition 2.3.1 and f : [a,b)r — [0,00) such that f,V,C € Cyq. If C is a
nonnegative function, then

b b
[ vr@at<ve-o- [wirm-shan (3613)
where ,
o Irocuwar
S, O(f ()AL
Proof. Inequality (3.6.13) follows directly from Theorem 3.1.2 and Theorem 3.6.18 with
h(t) =1 for all t € [a,b)r. O

Remark 3.6.20. Weighted version of all Theorems, given in this section, also hold, i.e.,

M instead of —f: fHAt
[ h(t)At b—a

we can take the weighted mean , where

b
h € Cral[a, b)r, [0,00)) s such that / h(t)AE > 0.
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Chapter 4

Jensen’s Functionals, their
Properties and Applications

In this chapter we consider Jensen’s functionals on time scales and discuss its properties
and applications. Further, we define weighted generalized and power means on time
scales. By applying the properties of Jensen’s functionals on these means, we obtain
several refinements and converses of Holder’s inequality on time scales. (See [19]).

We give all the results for Lebesgue A-integrals but they also hold for many other
time scales integrals, such as Cauchy, Riemann, Lebesgue, multiple Riemann, and
multiple Lebesgue delta, nabla, and diamond-«a time scales integrals in a similar way.
We use the same notations as in [42, Chapter 5].

4.1 Properties of Jensen’s functionals

First we recall Jensen’s inequality on time scales for Lebesgue A-integrals.

Theorem 4.1.1. Assume ® € C(I,R) is convez, f : [a,b)r — I is A-integrable and
p:a,b)r — R is nonnegative A-integrable such that f[a ) pdua > 0. Then

P f[a,b) pfdpa < f[a,b) p(®o f)dMA‘
JupPdia ) = Jip pdua

(4.1.1)

Definition 4.1.2 (Jensen’s functional). Under the assumptions of Theorem 4.1.1 we
define Jensen’s functional on time scales by

M) . (4.1.2)

pdua®
( f[a,b) pdpa

Tale.f0) = [

[a,b)

P(® o f)dus — /

[a,b)
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Remark 4.1.3. By Theorem 4.1.1, the following statements are obvious. If ® is convex,
then

jA(q)afap> > 07

while if ® is concave, then
jA((I)v f7p> S 0.

Theorem 4.1.4. Assume ® € C(I,R) and f : [a,b)r — I is A-integrable. Let p,q :
la,b)T — R be nonnegative and A-integrable such that f[a ) pdpa > 0 and f[a ) qdpa >
0. If ® is convex, then Ja(®P, f,+) is superadditive, i.e.,

Ia(®, f,p+4a) 2 Ta(®, f,p) + Ta(®, f,q), (4.1.3)
and JA(P, f,-) is increasing, i.e., p > q with f[a p Pdpa > f[a p) 4dpa implies
Ia(®, f,p) > Ta(®, f,9). (4.1.4)

Moreover, if ® is concave, then Ja(P, f,-) is subadditive and decreasing, i.e., (4.1.3)
and (4.1.4) hold in reverse order.

Proof. Let ® be convex. Because the time scales integral is linear, it follows from
Definition 4.1.2 that

jA((I)afap_'_(D

=/ P+ q)(Po fldua — / (P + q)dua® (
[a,b) [a,b)

f[a,b) (p+q)fdua
Jiawy (@ + @)dpia

=/ (p+q)(®o f)dua —/ (p+ q)dpax
[a,b)

[a,b)

) f[a,b) pd'uA f[a,b) pfdMA f[a,b) qd:uA f[a,b) Qfd//JA
Sy @+ dpa [l pdua foy 0+ a)dua [, adua

fa pfdua
Z/ p(®o f)dua +/ q(® o f)dua — / pdpa® (w—d
[a.0) fa.0) [a,b) Jiawy PAtia

f[a b) Qfd:uA

— dund | =—=——

Lb)q he ( Jiapy 11
=TIa(®, f,p) + Ta(®, f,q).

If p > g, we have p — ¢ > 0. Now, because Jensen’s functional is superadditive (see
above) and nonnegative, we have

Ia(®, f,p) = Ta(®, f,qa+p—q)
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> IA(®, f,q) + Ta(®, f,p— q)
Z jA((I)va Q)

On the other hand, if ® is concave, then the reversed inequalities of (4.1.3) and (4.1.4)
can be obtained in a similar way. O]

Superadditivity (subadditivity) and monotonicity of Jensen’s functional are very
important properties, considering the numerous applications of the associated inequal-
ity. Regarding monotonicity property, in the following corollaries we give some conse-
quences of Theorem 4.1.4.

Corollary 4.1.5. Let @, f, p, q satisfy the hypotheses of Theorem 4.1.4. Further, sup-
pose there exist nonnegative constants m and M such that

Mq(t) > p(t) > mq(t) forall t€[a,b)r

and

M qdpa > / pdpa > m qdpa.
[a,b) [a.b) [a,b)

If ® is convex, then

MIA(®, f,q) = Ta(®, f,p) 2 mIa(®, f,q), (4.1.5)
while if ® is concave, then the inequalities in (4.1.5) hold in reverse order.

Proof. By using Definition 4.1.2, we have

Ia(®, f,mq) = mIa(D, f,q)
and

Ia(@, f,Mq) = MIA(®, f,q).
Now the result follows from the second property of Theorem 4.1.4. ]
Corollary 4.1.6. Let @, f,p satisfy the hypotheses of Theorem 4.1.4. Further, assume

that p attains its minimum value and its mazimum value on its domain. If ® is conver,
then

[té%p(t)} In(®, 1) > Ta(@. f.p) > [ Er{gligwp(t)} 3a(®. f), (4.1.6)
where f £
~ — o _(p— Jap) THA
Ia(®, f) —/[a’b)@ F)dpa — (b a)<1>< — )

Moreover, if ® is concave, then the inequalities in (4.1.6) hold in reverse order.
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Proof. Let p attain its minimum value p and its maximum value p on its domain [a, b)7.
Then

= a t) > > ] t) =np.
p= tglhg)cqrp()_p(:r)_terﬁ{&p() p

By Definition 4.1.2, we have

Ia(®, f,D) = PIa(®, f)

and
jA((I)a faz_j) - B\?A(CI% f)
Now the result follows from the second property of Theorem 4.1.4. m

Remark 4.1.7. The first inequality in (4.1.6) gives a converse of Jensen’s inequality on
time scales and the second one gives a refinement of the observed inequality.

Ezample 4.1.8. Let us take the discrete form of Jensen’s functional (4.1.2). For this, let
T=Z,neNa=1b=n+1,and f(i) =, p(i) = p; for i € [a,b)r = {1,2,...,n}.
Then (4.1.2) becomes

Z DiZ;
(D, D(z;) — Pd | = , 4.1.7
X, p) Zp o (4.1.7)

where
x=(21,...,2,) €I", P=(p1,...,pn) €R}, and P, = Zp,;. (4.1.8)
Under these notations, (4.1.6) takes the form

1<i<n

where

In addition to the above notations, let ¢(i) = ¢; > 0 for i € [a,b)r = {1,2,...,n}
and put q = (q1, G2, . .., ¢n). Using

m = min {&} and M = max {&}
1<i<n | @; 1<i<n | g;
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in Corollary 4.1.5, (4.1.5) becomes

pi

max {&} Ir(P,x,q) > Ja(P,x,p) > min {q'

1<i<n | ¢ ~ 1<i<n

}JA(cb,x, q) >0  (4.1.10)

Dragomir et al., [49], investigated the properties of discrete Jensen’s functional
(4.1.7) concerning superadditivity and monotonicity property of discrete Jensen’s func-
tional (see also [82]). In [50], Dragomir investigated boundedness of normalized Jensen’s
functional, i.e., functional (4.1.7) satisfying > p; = 1. He obtained the lower and upper

i=1
bound for normalized functional given in (4.1.10).

Ezample 4.1.9. Suppose T = R and a,b € R. Then Jensen’s functional (4.1.2) becomes

Jiagy MO f()du(t)
Jiawy R®)du(t) )

/ B(OB(F () du(t) — / h(t)du(t)‘P(
[a,b) [a,b)

4.2 Applications to weighted generalized means

Definition 4.2.1 (Weighted generalized mean). Assume y € C(I,R) is strictly mono-
tone and f : [a,b)r — I is A-integrable. Let p : [a,b)r — R be nonnegative and
A-integrable such that f[a ) pdpa > 0. Then we define the weighted generalized mean

on time scales by
Japy PX O deA>

f[a7b) pd,uA

Malx, f;p) = x7" ( (4.2.1)

Theorem 4.2.2. Assume x,v € C(I,R) are strictly monotone and f : [a,b)p — I
is A-integrable. Let p,q : [a,b)r — R be nonnegative and A-integrable such that the
functional

/[ ) pdua [x Ma(x, f,p)) = x (Ma(¥, f,p))] (4.2.2)

is well defined. If x o~ is convex, then (4.2.2) is superadditive, i.e.,

/[ (0 0 [ (Ml £ +0) =X (Ma0.£.9-+.0)
> /[ P [X (Ma (6 £9)) = X (M0 £.9)

+/[b) qdpa [x Ma(x, f,9) = x Ma(¥, f,q))], (4.2.3)
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and (4.2.2) is increasing, i.e., p > q with f[a » Pdia > f[a p ddpa implies
/[ s [X M 9)) = X (Ma (0 .)
a,b

> /[ s DM £0) = X (Ml L) (42.0)

Moreover, if x o~ is concave, then (4.2.2) is subadditive and decreasing, i.e., (4.2.3)
and (4.2.4) hold in reverse order.

Proof. The functional defined in (4.2.2) is obtained by replacing ® with x o4~ and f
with ¢ o f in Jensen’s functional (4.1.2), i.e.,

Ialxov™" wo fip)

apy P 0 f)d
:/ p<XO¢_lo¢of)dﬂA—/ pdua (XO@b_l (f[ Ul MA>)
[a,b) [a,b) f[a,b) pd,uA

_/ p(Xof)duA—/ pdpax (Ma(¥, f,p))
[a.b)

[a,b)

:/[b)pduAX(MA(x,f,p))—/ pdpax (Ma(¥, f.p))

[a,b)

_ /[ | P D (M .2) = X (Ma6 £.9))-

Now, all claims follow immediately from Theorem 4.1.4. O

Corollary 4.2.3. Let f,p, x, ¥ satisfy the hypotheses of Theorem 4.2.2. Further, as-
sume that p attains its minimum value and its maximum value on its domain. If xop~!
18 convex, then

[ max p(tﬂ (b — @) [ (x, £)) — XMW, )]

te(a,b)

> /[ s D (M0 1) = X (M )

> [ min- p(t)] (b —a) [x(Ma(x, f)) — x(Ma(¥, )], (4.25)

t€la,b)

where f (o fld
Ma(n, f)=n" ( = Z_ - M) . ne{x v}

Moreover, if x o~" is concave, then the inequalities in (4.2.5) hold in reverse order.

Proof. The proof is omitted as it is similar to the proof of Corollary 4.1.6. ]
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4.3 Applications to weighted generalized power means

Definition 4.3.1 (Weighted generalized power mean). Let r € R. Assume f : [a, b)r —

I is positive and A-integrable. Let p : [a,b)r — R be nonnegative and A-integrable

such that f[a,b) pdua > 0. Then we define the weighted generalized power mean on
time scales by .

(f[a,b) Pfrdlm)? 7 r£0,

MEFp) = QN s s

exp (—) , r=20.

Jia.py PAla

(4.3.1)

Remark 4.3.2. The weighted generalized power mean defined in (4.3.1) follows from
the weighted generalized mean defined in (4.2.1) by taking x(z) = 2" (x > 0) in the
weighted generalized mean.

Theorem 4.3.3. Let r,s € R with r # 0. Assume f : [a,b)r — I is positive and
A-integrable. Let p,q : [a,b)r — R be nonnegative and A-integrable such that the
functional

Lb) pdpua { [M[X](f, p)r — [M[ﬁ}(f,p)]s} (4.3.2)

is well defined. If min{0,r} > s > max{0,r}, then (4.3.2) is superadditive (also if
r=20), ie.,

/ (P + @)dpa { [M[i}(f,p + Q)} - [M[ﬁ(f,p + Q)} }
[a,b)
> [ s {[MBGp] - [ME0D)] )
v s {[ME 0] - [MEa] ) ass)

and (4.3.2) is increasing, i.e., p > q with f[a ) pdua > f[a ) qdua implies

[ pns {[MEGD] - M)
> [ aans {[MEr0)]

S

[MZ](f, q)} } . (4.3.4)

Moreover, if r > s >0 or 0 > s > r, then (4.3.2) is subadditive and decreasing, i.e.,
(4.3.3) and (4.3.4) hold in reverse order.
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Proof. 1f v # 0, then let x(x) = 2 and ¢(z) = 2" (z > 0) in Theorem 4.2.2. Then
(x 0¥~ Y)(z) = 2 and therefore

s(s — r)xg_Q.

(xov™)(z) =

r2

Thus y o ¢! is convex if min{0,7} > s > max{0,r} and concave if r > s > 0 or
0 > s > r. If, however, r = 0, then let x(z) = 2° and ¥(z) = In(x) (z > 0) in Theorem
4.2.2. Then (x o~ 1)(z) = e**. Thus x o 1)~! is convex for s # 0. In either case the
result follows now immediately from Theorem 4.2.2. O]

Corollary 4.3.4. Letr, s, f, p satisfy the hypotheses of Theorem 4.3.3. Further, assume
that p attains its minimum value and its mazimum value on its domain. If min{0,r} >
s > max{0,r}, then

s 20| 0= { [ ] [ n)] )
> /[ R {[ME.p] = [MEs0)]

> [min p(t)] (b—a) { [ f)]s— [zm[g](f)r}, (4.3.5)

tE[a,b)T
where )
f[a b) frdpa\ w
Wy - I\ T ) o u e R\ {0},
mA (f> - f[a b) ln(f)d,U«A (436)
exp (T) , U= 0.

Moreover, if r > s > 0 or 0 > s > r, then the inequalities in (4.3.5) hold in reverse
order.

Proof. The proof is omitted as it is similar to the proof of Corollary 4.1.6 followed by
Theorem 4.3.3. [

Ezxample 4.3.5. From the discrete form of Corollary 4.3.4, i.e., by using T = Z, we get
a refinement and a converse of the arithmetic-geometric mean inequality. Using the
notation as introduced in Example 4.1.8, let ; > 0 for all i € [a,b)r and s =1, r = 0.
Then (4.3.5) becomes

n max {p;} [An(x) — Go(x)] > P [MU(x,p) — MU (x, p)]

1<i<n -

> min {pi} [A,(x) — Gu(x)] >0, (4.3.7)

T 1<i<n
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where

Zpil“:
ZZIPH , reR\{0},
MI(x,p) =
" N
(H xf’) , =0,
\ \u=1
>

i=1

The first inequality in (4.3.7) gives a converse and the second one gives a refinement of

the arithmetic-geometric mean inequality of MY (x,p) and MY (x,p). Some variants
of inequalities in (4.3.7) were recently studied in paper [13] of Aldaz (see also [9, 10,
11, 14, 12)).

Theorem 4.3.6. Let r, f,p,q satisfy the hypotheses of Theorem 4.3.3. Suppose that

the functional

f[ b) p ln(f)d:U’A

a, [r]

pdpa —In(ML(f,p 4.3.8)
/[a,b) { Sy Pdba ( al >> (

is well defined. If r < 0, then (4.3.8) is superadditive, i.e.,

In d A
/[b)(p+Q)duA{f[“’b)<p+q) (f)dp n <M[Ar](f,p+q)>} (4.3.9)

Jiawy P+ @)dha
f[ b)pln(f>dlj“A
> [ pd @ —1In (MI(f,p
/[a,w M{ Sy Pia (MEs.0)
Joup a1n(f)dpa
+ qd & —1In (M f.q ,
/[a ) MA{ AT (MEr.0))

and (4.3.8) is increasing, i.e., p > q with f[a » Pdia > f[a » ddpa implies

j‘[a b) p ln(f)d/’LA [T}
d i —1
/[a’b)p /m{ Ty Pl n (MA (f,p)>

j“[a, b) q ln(f)d:uA [T]
d : —1 . (4.3.
> /[a’b)q /m{ Ty adpa n <MA (f, q)) (4.3.10)

Moreover, if r > 0, then (4.3.8) is subadditive and decreasing, i.e., (4.3.9) and (4.3.10)
hold in reverse order.
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Proof. Let x(z) = In(z) and ¢(z) = 2" in Theorem 4.2.2. Then x o ¢~ *(x) =  In(z).
Thus y 0?1t is convex if r < 0 and concave if 7 > 0. Now the rest of the proof follows
immediately from Theorem 4.2.2. O]

Corollary 4.3.7. Let r, f,p satisfy the hypotheses of Theorem 4.3.3. Further, assume
that p attains its minimum value and its maximum value on its domain. If r < 0, then

] - {20 o o)

Jiawy PI(f)dpa
> d i —In (MY(7,
> [ b m{ e~ (M)

> [ min p(t)] (b—a) {W —In <9ﬁ[£](f)> } , (4.3.11)

tG[a,b)vﬂ-

where Sﬁ[g](f) is defined in (4.3.6). Moreover, if r > 0, then the inequalities in (4.3.11)
hold in reverse order.

Proof. The proof is omitted as it is similar to the proof of Corollary 4.1.6 followed by
Theorem 4.3.6. O

Example 4.3.8. Again we consider T = Z. Using the notation as introduced in Example

4.1.8, the term Jen?nDdea

T takes the form
[a,b)

sz In(z;) P
=1In <H xp’> =1In (Mg)](x, p)) ,
;pz

and (4.3.11) becomes

{Gn(x)r&a" ri} . [ w(x, p)rn . {Gn(X)rl?m W (4.3.12)

Ay (x) M} (x,p)
The inequalities in (4.3.12) provide a refinement and a converse of the arithmetic-
geometric mean inequality in quotient form.

Example 4.3.9. The relations (4.3.7) and (4.3.12) also yield refinements and converses
of Young’s inequality. To see this, consider again T = Z. Using the notation as
introduced in Example 4.1.8, define

1 1 1
xP = (2", 2b?, ... aP)  and plz(—,—,...,—>,
b1 D2 Pn
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where x and p are positive n-tuples such that 3> -~ = 1. Then, (4.3.7) and (4.3.12)
:1 3
become
1
e {—} [An(xP) = Gu(xP)] 2 M (xP, p71) = MP(xP, p7)
sisn | Pi
1
1 — P) _ 13
> nlrélllgnn{pz} [A4,(xP) — G,(xP)], (4.3.13)
and

n max {7} 0 (xp p-! megn{pl}
[j <xp>} M[}Exii - [j <xp>}

The inequalities in (4.3.13) and (4.3.14) provide the refinements and converses of
Young’s inequality in difference and quotient form.

(4.3.14)

4.4 Improvements of Holder’s inequality

Let us recall Holder’s inequality for Lebesgue A-integrals.

Theorem 4.4.1. For p # 1, define ¢ = -*. Let w, f, g be nonnegative functions such

that w fP,wg?, wfg are A-integrable on [a,b)r. If p > 1, then

/ wfgdua < </ wfpduA> ’ </ wqu,uA> " (4.4.1)
[a,b) [a,b) [a,b)

If0<p<1and f[a p wgidpa >0, or if p < 0 and f[a p WfPdpa >0, then (4.4.1) is
reversed.

Let n € N and let f; : [a,b)r — R be A-integrable for all E {1,2,...,n}. Assume

pi > 1 foralli € {1,2,...,n} are conjugate exponents, i.e., Z =1, and H f’” i
z:l
A-integrable on [a, b)r. Holder’s inequality on time scales (Theorem 4.4.1) asserts that

/ Hf‘”duA<H< [ b)fid/m>pi.

[abzl

It is well known from the literature (see [82, 93]) that Holder’s inequality can easily
be obtained from Young’s inequality. Therefore, it is natural to expect that relations
(4.3.13) and (4.3.14) also provide refinements and conversions of Holder’s inequality.

The first in a series of results refers to relation (4.3.13), i.e., refinement and conver-
sion of Holder’s inequality in difference form.
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Theorem 4.4.2. Let p; > 1, i € {1,2,...,n}, be conjugate exponents Let fl, i €
{1,2,...,n}, be nonnegative A-integrable functions such that H fpl and H f"

nonnegative and A-integrable. Then the following inequalities hold

1

1 - P

n max § — fid,uA)
me (HIT()

7

- H ( | fzduA) o ( / Mﬁfﬁ%)]
zH( - fidMA) ;Z ( /[ ) Hf‘“dpm)

n 1
1 P
>n min § — fid,uA)
Isizn {pz} [g ( [a,b)

1
Proof. Let x; = [f,,)fm] " i€ {1,2,...,n}, in Example 4.3.9. Then the expres-

sions in (4.3.13) become
1

MU ) - MU, p ) =3 L T[S

" — i id
=1 P f[mb)f - (f{ab fzdpA>

and 1

An(Xp) Z f H fln

[a, fzd,uA
) =1 (f[a,b) fidﬂA>
Now, by applying the A-integral to the last two equations, we get

/[ )[M[”(Xp,p N = MU(xP, p™)] dua
a,b

n 1
R Jiawy fidria B Juan (ZHl fi l) dpra

3=

1

— p; [, fidp L P
= P o S ._1_[1<f[a,b) fid,UA>

f[a,b) (1211 f7,pl> d,uA

—1— i= .

n

[1 (f[@b) fid#A> g

=1
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and

n 1
l n f[a,b) fzd,uA - f[a,b) <11—[1 fz ) d,U/A
n< fidp n
=1 S o I1 (f[a,b) fz-d/m>
i=1
n 1
f[a,b) (1:[1 fzn) d,U/A

n

[T (i Fidiia )

i=1

3=

/[ | A) = G s =

=1

3=

By applying the A-integral to the series of inequalities in (4.3.13), we obtain the re-
quired inequalities. O

Remark 4.4.3. The first inequality in Theorem 4.4.2 gives a converse and the second
one gives a refinement of Holder’s inequality on time scales,

Now we give refinement and conversion of Holder’s inequality in quotient form,
deduced from relation (4.3.14).

Theorem 4.4.4. Under the same assumption as in Theorem 4.4.2, the following in-
equalities hold:

min {i}
1<i<n L Pi

nn

E f[aﬁ) fld,U/A

n min {i}
1<i<n L Pq

g s
5¢ i _ i= d,uA
L,b) 22:1: Di f[a,b) Jidpa S

= f[a,b) fidpua

n 1
‘f[a,b) H fz‘pi dpa
> i=1

1

T (g fins)”

max {L}
1<i<n L Pi
nn
> |l — X

n

H f[a,b) fzd,uA

i=1

54



)
" max —
L 19‘5”{%

- fl ] i=1
> : i
la.b) Ll Pi Juw Fidhia | | 55 o —

provided that all expressions are well defined.

Proof. We consider relation (4.3.14) in the same settings as in Theorem 4.4.2. By
inverting, (4.3.14) can be rewritten in the form

Gn(xp)r@igﬂ{pi} S MO )

M) [ G208

Gn(xp)r&fz‘n{é}

> e [ 2

(4.4.2)

Now, if we consider the n-tuple x = (z1, xs, ..., x,), where

1

fio " _
T = |+—F forall € {1,2,...,n},
[f[a,b) fzd,uA { }

then the expressions that represent the means in (4.4.2) become

1

MG p ) = 30 T MG ) = [
— Di Jiap) JiAHA s >
i=1 7 lab) ! <f[a,b) fid,uA>
and )

1 & fi n f

A (xP) =

Gn(xP) =
il:[ <f[a,b) fid,uA)

Now, by taking the A-integral on (4.4.2) in described setting, we obtain the required
inequalities. O]

3=

n i=1 f[a,b) fidﬂA7

Remark 4.4.5. The first inequality in Theorem 4.4.4 gives a refinement and the second
one gives a converse of Holder’s inequality on time scales.

Corollary 4.4.6. Let r,s € R such that % +% = 1. Further, assume that f,q are
positive and A-integrable such that f attains its minimum value and its mazximum
value on its domain. If r > 1, then
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(g N (g}
s 1) [“ Y (/[a,wfd”A) L, (%) d‘“]
dun ) d " rgid
> (/[a’b)f /m) (/[(Lb)g MA) a’b)f g=dpa

[
1

> Ler%ﬂw] [(b— o)t ( /[ ) fduA) - /[ . (?)idM]  (443)

Moreover, if 0 < r < 1, then the inequalities in (4.4.3) hold in reverse order.

Proof. The result follows from Corollary 4.1.6 by replacing f with 4, p with f, and

letting ®(z) = —rsz+. Then @ is convex on (0,00), and we have

Jiawy 9dba
o2 = P <g> dun — dund® [ et 772
Ia( 7 f) /[a,b)f 7 2N /[a’b)f 2N (f[ab Fdiin

B 1—1 1
=rs (/ fd/m) (/ gdm) —/ fl‘igidm]
[a,b) [a,b) [a,b)

1 1
s ( / fduA) ( / gdm) _ figidm]
i [a,b) [a,b) [a,b)

o= [, (5o 0-on(22)

s (o ay (/,Ide”A) N [ab< ) ]

and

rs |0 (/H fd“ﬁ)g - /[) (%) d’m] '

If r > 1, then by substituting Ja(®, %, f) and Ja(®, %) in (4.1.6), we get (4.4.3). If
0 < r <1, then rs < 0, and since the expressions jA( ;4. f) and Ja(®, %) contain
the factor rs, we conclude that the inequalities in (4.4.3) hold in reverse order in that
case. O

Remark 4.4.7. The first inequality in (4.4.3) gives a converse and the second one gives
a refinement of Holder’s inequality on time scales,

Since Holder’s inequality can directly be deduced from Jensen’s inequality in the
case of two functions (see [82]). That means that Corollary 4.1.6 also provide another
class of refinements and conversions of Holder’s inequality.
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Corollary 4.4.8. Letr,s € R such thatr > 0 and %—i—% = 1. Further, assume that f, g
are positive and A-integrable such that f attains its minimum value and its mazximum
value on its domain. Then

e £10)

te [(l,b)']r

s—1 d s—1 1 s
g f[a,b)f HA g\:
X fdu ) / =dpp — | —— =] du
( [a,b) 2 [a,b) / . b—a [a,b) / £
1 178 s
> fd/m) </ gdw) ] —[ figid;m}
ab [a7b) [avb)
[ mlIl }
t€la, b)']r

s—1 s—1 1 s
g (Jup Fdpa < g)s
X (/W)) fduA) /Wj) fduA (—b_ - ) </[a’b) 7 dpa

1

Proof. In Corollary 4.1.6, replace f with (%) ", p with f, and let ®(z) =

® is convex on (0,00). We get

oy frgsdua
P dpp — dpp® | 222 =~ —
/ d (< ) fa [a,b)f fa ( Jiawy fdria
1—s - S
[/ gdpa — / fd/m> ( ngdeA)]
[ab [a7b) [a‘7b)

1
Sty (%) dpia

)duA—(b—a)q> P

m . Then

and

I (@, (%)) - /[mb)q) ((?)
Lo (1, ) w) |

Now, the result follows immediately from (4.1.6). O

@ =

Remark 4.4.9. Similarly as in Chapter 3, we can apply the theory of isotonic linear
functionals. The related results for isotonic linear functionals are given in [74].
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Chapter 5

Jensen’s Functionals for Several
Variables, their Properties and
Applications

In this chapter we define the Jensen functional and concerned generalized means for
several variables on time scales. We derive properties of the Jensen functionals and ap-
ply them to generalized means. In this setting, we obtain generalizations, refinements,
and conversions of many remarkable inequalities. (See [20]).

In case of single variable the obtained results coincide with the results given in
Chapter 4. Moreover, we give all the results for Lebesgue A-integrals but they also
hold for many other time scales integrals, such as Cauchy, Riemann, Lebesgue, multiple
Riemann, and multiple Lebesgue delta, nabla, and diamond-« time scales integrals in
a similar way. We use the same notations as in Chapter 4.

5.1 Jensen’s inequality and Jensen’s functionals

Let f(t) = (fi(t),..., fu(t)) be n-tuple of functions such that fi,..., f,, A-integrable
on [a,b)r. Then f[a b fdua denotes the n-tuple

( fldluAa"'v fnd:uA> )
[a,b) [a,b)

i.e., A-integral acts on each component of f.

Theorem 5.1.1. Assume ® € C(U,R) is convex, where U C R" is a closed con-
ver set. Suppose fi, i € {1,...,n}, are A-integrable on [a,b)y such that f(t) =
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(fi(t),..., fa(t)) € U for all t € la,b)r. Moreover, let p : [a,b)y — R be nonnega-
tive and A-integrable such that f[a ) pdpa > 0. Then

o (f[@b) pfdﬂA) < f[a,b) pq)(f>d,UA

Jiawy PAia Jiawy PAia

(5.1.1)

Proof. Since ® is convex on U C R”, for every point xo € U there exists a point A € R"
(see [93, Theorem 1.31]) such that

D(x) — (x0) > (N, x —Xo). (5.1.2)
Let A= (Aq,...,\). By (5.1.2), we get
Jrap PEdia
f[a,b) pq)(f)d:uA ® f[a,b) pfd/JJA f[a b) p {(I) ( [abb)> pdpa > } dﬂA
Jiawy Pdbia Jiapy PAba Jiawy Pdba
f[a p) PEdpa
.[[a b) p < a,b) pdua > d'LLA
f[a b) pd,U/A
ap) Plidpa
f[ab pZ Ai (fz %) dpia
f[a,b pd,uA
= 0’
and hence the proof is completed. n

Remark 5.1.2. By using the fact that time scale integral is an isotonic linear functional,
Theorem 5.1.1 can also be obtained from [93, Theorem 2.6].

Definition 5.1.3 (Jensen’s functional). Assume ® € C(U,R), where U C R" is a
closed convex set. Suppose f;, i € {1,...,n}, are A-integrable functions on [a, b)r such
that £(t) = (fi(t),..., fu(t)) € U for all t € [a,b)r. Moreover, let p : [a,b)r — R be
nonnegative and A-integrable such that f[a’b) pdua > 0. Then we define the Jensen
functional on time scales for several variables by;

Sy PEdRIA
JA(<I),f,p):/ p@(f)d;m—/ pduad ”’)—d : (5.1.3)
[a,b) [a,b) f[a,b)p 127N

Remark 5.1.4. By Theorem 5.1.1, the following statements are obvious. If ® is contin-
uous and convex, then

JA<q)7 f7p) > 0.

While if @ is continuous and concave, then

JA((I)7 fap) <0.
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Ezample 5.1.5. Let [a,b)r = {1,2,...,n}, fi(i) = x1,,..., [u(i) = x,,, p(i) = pi,
ie{l,...,n},in (5.1.3). Then Jensen’s functional (5.1.3) becomes,

ZPin‘
=1
n(®,X,p) = sz X;) = |-

n

where X = (x1,Xs,...,%X,) with x; = (z;,,%4,,...,2;, ), P = (p1,...,pn), and P, =
Zpi > 0.

i=1

Ezxample 5.1.6. If [a,b)r = [a,b), then Jensen’s functional (5.1.3) becomes

/[ . p(t)D(f1(1), f2(t),. .., [n(t))du(t)

[ panse Jun PORWARE) Juy OLERE) o PO S )dplt)
oy Jap PO du(t) 7 foyp@dpt) T [y p(dult) )

5.2 Properties of Jensen’s functionals
In the following theorem we give our main result concerning the properties of the Jensen

functional (5.1.3).

Theorem 5.2.1. Assume ® € C(U,R), where U C R" is a closed convex set. Suppose
fi, i € {1,...,n}, are A-integrable on [a,b)y such that £(t) = (fi(t),..., fu(t)) € U
for all t € [a,b)y. Let p,q : [a,b)r — R be nonnegative and A-integrable such that
f[a ) pdua > 0 and f[a b) qduan > 0. If ® is convez, then JA(P,f,-) is superadditive,
1.e.,

JA(q)?f7p+Q) > JA((I)af7p) +JA((I)7f7 Q), (521>

and JA(®, £, ) is increasing, i.e., p > q with f[a » Pdia > f[a » ddpa implies
Ia(@£,p) > Ja(®.£, ). (5.2.2)

Moreover, if ® is concave, then JA(D,f,-) is subadditive and decreasing, i.e., (5.2.1)
and (5.2.2) hold in reverse order.

Proof. We omit the proof because it is similar to the proof of Theorem 4.1.4. O

Corollary 5.2.2. Let ®,f,p, q satisfy the hypotheses of Theorem 5.2.1. Further, sup-
pose there exist nonnegative constants m and M such that

Mq(t) > p(t) > mq(t) forall t€ [a,b)r
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and

M qdpa > / pdpa >m qdpa.
[a,b) [a,b) [a,b)

If ® is convez, then
MIA(D,£,q) > IA(D,£,p) > mIA(D,f,q), (5.2.3)
while if ® is concave, then the inequalities in (5.2.3) hold in reverse order.

Proof. The proof is similar to the proof of Corollary 4.1.5. [

Corollary 5.2.3. Let @, f, p satisfy the hypotheses of Theorem 5.2.1. Further, assume
that p attains its minimum value and its maximum value on its domain. If ® is convex,
then

{max p(t)} Ja(®,£) > Ja (D, f,p) > [ min p(t)} ja(@, 1), (5.2.4)

t€[a,b) t€[a,b)T

where

ja(®.£) = /[ 00y — (0 a)e (f[;_ﬂ) |

Moreover, if ® is concave, then the inequalities in (5.2.4) hold in reverse order.

Proof. The proof is similar to the proof of Corollary 4.1.6. m

Ezxample 5.2.4. Let the functional J,(®, X, p) be defined as in Example 5.1.5. Let
qa=(q,..,q,) with ¢ > 0 and Zn: ¢ = @, > 0. If & is convex, then Theorem 5.2.1
implies: J,(®,X,.) is superadditiZ:el, ie.,
J.(2, X, p+q) > J,(P,X,p) +J,.(P,X,q), (5.2.5)
and J,(®,X,.) is increasing, i.e., if p > ¢ such that P, > @,, then
Jn(®,X,p) > J,(9,X,q). (5.2.6)

Moreover, if ® is concave, then inequalities in (5.2.5) and (5.2.6) hold in reverse order.
If p attains minimum and maximum value on its domain, then Corollary 5.2.3 yields

where .
n Z X
(@, X) =Y " ®(x;) —nd | =— |,
i=1

n

if @ is convex. Further, inequalities in (5.2.7) hold in reverse order if ® is concave.
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5.3 Applications to weighted generalized means

We start this section by applying obtained results on the properties of Jensen’s func-
tional to weighted generalized means. In the sequel, U C R" is closed and convex.

Definition 5.3.1. Assume y € C(I,R) is strictly monotone and ¢ : U — [ is a
function of n variables. Suppose f;, i € {1,...,n}, are A-integrable on [a, b)t such that
f(t) = (fi(t),..., fu(t)) € U for all ¢t € [a,b)r. Let p : [a,b)r — R be a nonnegative
A-integrable function such that py(¢(f)) is A-integrable and f[a7b) pdua > 0. Then we
define the weighted generalized mean on time scales by

Jiawy PX(0(£))dpia
f[a,b) pd,U/A .

Ma(x, ¢(f),p) = x7" ( (5.3.1)

Theorem 5.3.2. Assume x,v; € C(I,R), i € {1,...,n}, are strictly monotone and

¢ :U — I CRis a function of n variables. Suppose f; : la,b)r — I, i € {1,...,n},

are A-integrable such that £(t) = (fi1(t),..., fa(t)) € U for all t € [a,b)r. Let p,q :

[a,b)r — R be nonnegative A-integrable such that px(¢(f)), ax(e(£)), p¥s(fi)), a¥i(fi)),

i€ {l,...,n}, are A-integrable and f[a’b) pdua > 0, f[a’b) qdpa > 0. If H defined by
H(Sla T >Sn) =X©° 90(%_1(31)7 s 7¢;1(Sn))

s convex, then the functional

/[b)pd,tm X (Ma(x,o(f),p)) = x oo (Ma(¥n, f1,0), ..., MaA(¥n, fn,p))]  (5.3.2)

satisfies

/[b)(P‘i‘Q)dﬂA [x (Ma(x e(f),p+q))
—x oo (Ma(W1, fi,p+4), ..., MA(Yn, fr 0 +q))]
2/[b)pdm [x Ma(x, e(f),p)) — x oo (Ma(¥1, f1,0), -, Ma(¥n, fa, )]

+/[ ) qdpa [x Ma(x, ¢(f),q)) — x o (Ma(¥1, f1,4), .., Ma(¥n, fn,q))]. (5.3.3)
Ifp>qwith [, pdua > [, adua, then

/[ ) pdpa [x (Ma(x, o(f),p)) — x 0 (Ma(¥1, f1,0), - -, MA(Un, fa, p))]
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2/[@ qdpa [x Ma(x, o(£),q)) — x 0o Ma@1, f1.q)s - -, Ma(¥n, fr.@))] . (5.3.4)

Moreover, if H is concave, then (5.3.3) and (5.3.4) hold in reverse order. i.e., the
functional

/[ ) -dua [x (Ma(x, o(f),-)) = x 0o Ma(¥1, f1,7), -, Ma(¥n, fn, )]

18 subadditive and decreasing.

Proof. The functional defined in (5.3.2) is obtained by replacing ® with H and f; with
»i(fi), 1 € {1,...,n}, in the Jensen functional (5.1.3), and let W(f) = (¢1(f1),- -, ¥Yn(fn)),

ie.,

JA(H7 \Ij<f)7p)
= / px o @(fis- ., fu)dua
[a,b)

S PO (F)dpa [ PUn(fa)dpia
= | pduaH N
[a.0) Jiapy Pa Jiaw PARA

= /[ b)pdqu(MA(x, v (), p))
_/[b)pdﬂAXO@(MA(walap)a"'7MA(wn7fn7p))

:/[b)PdNA X(Ma(x, ¢(£),p) — x 0o (Ma(¥, f1,0), .-, Ma(¥n, fn,p))] -

Now, all claims follow immediately from Theorem 5.2.1. O]

Corollary 5.3.3. Let H,p,f,p, x, fi, i, i € {1,...,n}, satisfy the hypothesis of The-
orem 5.3.2. Further, assume that p attains its minimum value and its maximum value
on its domain. If H is convex, then

Lgﬁfﬁp(ﬂ} (b —a) [x(ma(x, ¢(f))) = x o @ (M (Y1, f1), ..., mA(Yn, fn))]  (5.3.5)

2 /[ b)pdﬂA [x Ma(x.¢(f),p)) — x 0 Ma(¥1, f1,0), -, Ma(¥n, fn,D))]

> [ min p<t>] (b — @) [e(ma (o 9 (6))) = x 0 @ (ma (W1 1), - . ma (s )]

te€la,b)

where

ma (x, () = x — (5.3.6)

_ -1 (f[a,b) X(90<f))duA>

Moreover, if H is concave, then the inequalities in (5.3.5) hold in reverse order.
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Proof. The proof is similar to the proof of Corollary 4.1.6. m

Remark 5.3.4. If we take the discrete form of weighted generalized mean (5.3.1) with
f[a’b) pdpa = 1, then we obtain the quasi-arithmetic mean. Namely, let v : I CR — R
be continuous and strictly monotone function, a = (ay,...,a,) with ax € I, k €
{1,...,n}, and w = (wy, ..., w,) with w, > 0 and > wy = 1. Then quasi-arithmetic

k=1
mean of a with weight w is defined by;

M, =~} (Z ww(ak)) . (5.3.7)

Now the following examples connects the quasi-arithmetic mean (5.3.7) and the
properties of Jensen functionals.

Example 5.3.5. Let w and ¢ be defined as in Remark 5.3.4 such that 1 be strictly

increasing, strictly convex function with continuous derivatives of second order and %

is a concave function. Further, let X, p,x;, i € {1,...,n}, be defined as in Example
n

5.1.5, and q = (q1,...,qn) with ¢; > 0, ¢ € {1,...,n}, and > ¢ = Q, > 0. Then,
i=1

DOy, (x3) =t (Z wk@/J(xlk)) is a convex function (see [82, Theorem 1]). Hence by
k=1
Theorem 5.2.1, the functional

n Zpixi
Jn(@m,, X,p) = ) piu, (xi) = Pau, | =55
=1

n

is superadditive, i.e.,
Ju(@m,, X, P+ q) > J0u(Pm,, X, P) + Jn(Pm,, X, q),
and increasing, i.e., if p > q such that P, > @, then
Jo (@, X, p) > Ju (P, X, q).
Also, by Corollary 5.2.3, we have

max {pZ}Jn(q)Mn7 X) > Jn(q)Mnu Xu p) > 12111<nn{pz}.]n(q)Mn7 X)7

1<i<n

where

in(Pm,, X) =) g, (x1) — by, | =

=1
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Ezample 5.3.6. Consider (5.3.7), but with different conditions on 1) and w. Namely, if
(i) w; > 1, fori € {1,...,n};
(i) ¥ : RT — RT;

(iii) lim ¢ (x) = +o0 or ILm U(x) = o0,

z—0

then we have the following definition:

- (Z wki/f(ak:)) :

Let X,p,x;, ¢ € {1,...,n}, be defined as in Example 5.1.5 and q = (q1,...,qn)

with ¢; > 0 and > ¢, = @, > 0. Let ¢ be strictly increasing and strictly convex
=1

with continuous derivatives of second order, such that 2 L7 1s convex. Then O (xi) =
Z wi(x;,) | is a convex function (see [82, Theorem 2]). Hence by Theorem

k=1
5.2.1, the functional

n
Z Diliy,
’L:

In(Pxz sz i, (Tin) — PPy, P,

is superadditive, i.e.,
Jn(Pg1,, X, P+ @) > Jo (P57, X, p) + T (P, , X, @),
and increasing, i.e., if p > ¢, then
Jn(®51 X, p) > Ju(Pg; , X, q).
Also, by Corollary 5.2.3, we have

max {p; }jn(Py; , X) > Jn(Pm,,, X, p) > min {p;}j. (P , X),

1<i<n 1<i<n

where
n

ink

i=1

Z‘P (23,) = ndg;, | =
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Ezxample 5.3.7. Let X, p,x;, ¢ e {1,...,n}, be defined as in Example 5.1.5 and q =
(q15- -, qn), with ¢; > 0 and qu Qn > 0. Let ¢ : I — R be a (n+ 1)-convex

function, where I is a closed and bounded interval in R. Then by Theorem 5.2.1, for
O (x;) = |24y, ..., @i, ; @], the functional

Z DiXi

Jo(®6, X, p) = ch x) = Pabe | =p-

is superadditive, i.e.,
Ju(®c, X, p +q) > I, (P, X, p) + (P, X, q),
and increasing, i.e., if p > q such that P, > @, then
Jo (@, X, p) > J,. (P, X, q).
Also, by Corollary 5.2.3, we have

g%{pi}‘ln(%,X) > J,(P¢, X, p) > 1151§rln{pi}.1n(%,X),

where
n

n Z X;
jn(®e, X) =) Pa(xi) —nde | =

i=1

5.4 Applications to additive and multiplicative type
inequalities

In this section we give some applications of Theorem 5.2.1 to additive and multiplicative
type mean inequalities.

Corollary 5.4.1. Assume x,v1,1s € C*(I,R) are strictly monotone. Suppose fi, fo :
la,b)r — I are A-integrable such that fi(t) + fa(t) € I for allt € [a,b)y. Let p,q

[a,b)r — R be nonnegative A-integrable such that px(fi+f2), ax(fi+f2), pvi(fi)), qi(fi)),
i =1,2, are A-integrable and f[a p Pdpa >0, f[a » @dpa > 0. Furthermore, let

/ / !
E:w—},, F:w—?,, =2
wl 2 X

66



If Y5, X' are positive and i, 05, X" are negative, then the functional

s A6 i ) =X M (6, i) + Ma(t fop))] (541
18 superadditive, 1.e.,

/[ ) (p+ @)dpa [x Ma(x, fi + f2.0+q)) (5.4.2)

—X (Ma (1, 1,0 + @) + Ma(@s, fo,p + q))]
> /[ ) pdpa [x (Ma(x, fi + fo.p)) — x Ma (1, f1,p) + Ma (2, f2,p))]

T /[ s [X (VA0 i+ o) = X M0 100) + M0, )

If p > q such that f[a ) pdpa > f[a b) qdpn, then

/[ P [ MS00 i+ o) =X (M0 59) + M (6, o)

> /[ ) qdpa [x Ma(x, fi + f2,0)) = x (Ma(¥r, fi,q) + Ma(¥a, f2,9))] (5.4.3)

if and only if G(x +y) < E(z) + F(y). If p attains minimum and mazimum value on
its domain [a,b)r, then (5.4.3) yields

{ max p(t)} (b—a) [x (ma(x, fi + f2)) = x (ma (Y1, f1) +ma(d, f2))]  (5.4.4)

tela,b)r

> /[ b)pd,uA [X (MA(X’fl + f2,p)) — X(MA(¢17f17p) + MA(¢2,fz,p))]

> [ min p(t)] (b—a)x (ma(x, fi + f2)) — x (ma (Y1, f1) + ma(va, f2))] .

te[a’b)']l‘

Moreover, if ), ¥4, X', ], 04, X" are all positive, then inequalities in (5.4.2), (5.4.3)
and (5.4.4) are reversed if and only if G(x +y) > E(x) + F(y).

Proof. Let n = 2 in Theorem 5.3.2, by setting ¢(x,y) = = + y we have

H (s1,52) = x(¥7 (1) + 15 ' (s2)).

If 1,5, X" are positive and 7,15, x” are negative, then H is convex if and only if
Gz +y) < E(x) + F(y) (see [30]). While if o, 5, x/, ¥Y, 15, x" are all positive, then
H is concave if and only if G(z +y) > E(z) + F(y) (see [30]). Now, all claims follow
immediately from Theorem 5.3.2. [
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Corollary 5.4.2. Assume x, 11,1 € C*(I,R) are strictly monotone. Suppose fi, fo :
la,b)r — I are A-integrable such that fi(t)f2(t) € I for all t € [a,b)r. Let p,q :

[a,b)T — R be nonnegative A-integrable such that px(fi-f2), ax(fi-f2), pi(fi)), qi(fi)),
1=1,2, are A-integrable and f[a ) pdua > 0, f[a ) qdpa > 0. Furthermore, let

W w0 N
AV =T rwie PO mo e YT Yo e

If Y 5, X' are positive and A, B, C are negative, then the functional
/[ )pd/m X Ma(X, fi - f2,0)) — x Ma(¥1, f1,0) - Ma (W2, f2,p))] (5.4.5)
a,b
18 superadditive, 1.e.,

/[b)(erQ)duA [Xx Ma(x; f1+ fa,p +q)) (5.4.6)
—X (Ma (@1, fi,p+ q) - Ma(v2, fo,p + q))]
> /[ s (M6 i f22) = X (M, i) Mt f)

4 /[ s D V00 o) =X (M0, ) M (e o)

If p > q such that f[a » Pdpa > f[a » 4, then

/[ ) pdpa [x Ma(x, fi - f2,p)) — x Ma(¥1, f1,p) - Ma(¥2, f2,p))]

> /[v . qd,LLA [X (MA<X7 fl . f27Q)) — X (MA(whqu) . MA(¢2, f27q>)] (547)

if and only if C(x.y) < A(z) + B(y). If p attains minimum and mazimum value on its
domain |a,b)r, then (5.4.7) yields

[ max P(t)} (b—a) [x (ma(x, fi - f2)) = x (Ma (Y1, f1) - ma (P2, f2))] (5.4.8)

te[a,b)']r

> /[v b)pd,uA [X (MA(X7f1 : f27p)> - X(MA(djhfl’p) . MA(¢27f27p))]

> { min p(t)} (b—a) [x (ma(x, fi- f2)) — x (ma(¥r, fr) - ma(e, f2))].

te[a7b)T

If i b, X', A, B, C are all positive, then inequalities in (5.4.6), (5.4.7) and (5.4.8) are
reversed if and only if C(x.y) > A(z) + B(y).
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Proof. Let n = 2 in Theorem 5.3.2. By setting ¢(x,y) = x - y, we have

H (s1,52) = x(7 ' (s1) - b3 ' (52))-

If ), ¢4, x are positive and A, B,C' are negative, then H is convex if and only if
C(z.y) < A(z)+ B(y). While if ¢, ¢}, X', A, B, C are all positive, then H is concave if
and only if C'(z.y) > A(x) + B(y) (see [30]). Now, all claims follow immediately from
Theorem 5.3.2. O

Corollary 5.4.3. Let \,w,v € R be such that

(a) A<O0<w,v, orw,v<0<\;

X =

(b)) A<w,v<0, orr <0 <w<A, 0rw<0<u<)\,for§§%+

J
() A\<w<0<v,orA<v<0<w, for y >+ 1.

Suppose fi1, fo : [a,b)r — R are A-integrable. Let p,q : [a,b)r — R be nonnegative
A-integrable such that p- - f3, q - - 2, pfe,qfC, pfy, qfy are A-integrable and
f[a p Pdpia >0, f[a » @dia > 0. Then the functional

1 19 A
wn DIEApa\ @ [ Ji Sy dua\ "
/[)p~ff~f$dpm—/[ )pd/m (f[ e ) (f[’b) = (5.4.9)
a,b a,b

Jiapy PA1A Jiapy P11

15 superadditive, i.e.,

/[ @0 £ fdna
a,b

1 19 A
_/ (p+ 0)djia S @+ I dna\* [ Jo @+ f3dua”
[a.0) Jiawy (0 + @)dpia Jiawy (0 + Q)dpia
1 1A
>/ P-ff-szd/m_/ pdpia Jay PIE A\ ([ Jiopy PIEdpa ) ”
N [a,b) [a,b) f[a,b) pd,U/A f[a,b) pd,U/A
fugaftdus\* [ fopafians\*]
ap) LITARA N [ Jigp) QT2 0HA | "
+/ q-f*-fkd/m—/ qdpia . (5.4.10
[a,b) b [a,b) f[a,b) qdpn f[a,b) qdpa ( )

If p > q such that f[a ) pdpa > f[a b) qdpn, then
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1 17 A
Jum 2SLAua N\ [ [ fidua\”
/ p-f?-fﬁdm—/ pdpa | [ 22 y ) y
a.b) [a.b) Jiaw PABA Jiaw PABA

1 19 A
Jowy WfF A\ ® ([ Jiaw af5dua\”
> q'fA'fAdm—/ qdpa | | =% - . (5.4.11)
/[a,b) b [a,b) f[a,b) qdpa f[mb) qdpa

If p attains minimum and mazimum value on its domain then

1 17 A
S FEAuAN < [ [iop [dpa’\ ”
A A (h [a,p) /1 [a,b) /2
max p(t) /[;Lb)fl f2d:uA (b CL) < b—a b—a,

tE[CL,b)'H‘

(5.4.12)

1 197 A
S 2IEdua N> [ [ pfidua\”
2/ p‘ff‘fﬁdm—/ pdpa | | 2= y VAR y
() (.b) Jiawy PA1A Jiawy P

1 19 A
Jiaw LA\ ( Jiaw) f51a\

> mi t A A Dn — (b — Jlab) 1 T2 Jlab) 72 72

_terﬁlvgirp() [a’b)fl f2 Ha ( a) < b—a b—a

Moreover, inequalities in (5.4.10), (5.4.11) and (5.4.12) are reversed provided

(&) w,v>X>0, fors > 144
(b) w,v <A<O0, for s <1441
Proof. Let n = 2 in Theorem 5.3.2. By setting ¢(z,y) = x -y, x(t) = t*, ¥ (t) = t*,

and Y,(t) = t¥, we have
-1 -1 L IzA
H(s1,52) = x(67(51) - v (52)) = (s5's5 )
Now, H is convex if and only if d>H > 0, which implies
3
i(é_l) >0, é(é_l) >0 and L(l_l_l) >0,
w \w vV \v wry \A w v

and these are satisfied if \,w and v satisfy conditions (a), (b) and (¢). H is concave if
and only if d*H < 0, and this implies

3
i<5_1>§07 é<é—1)§0 and )\—(l—i—l)ZO.
w \w v \v wr \ A w v

These are satisfied if A\,w and v satisfy conditions (a')and (¥'). Now, all claims follow
immediately from Theorem 5.3.2. [
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Corollary 5.4.4. Let \,w,v € R be such that \,w,v >0, \,w,v # 1 and
(a) A<l<w,v, orw,v <1<\

1 1 1.
b) A<w,v<l,orv<l<w<), 0rw<1<y<)\,f0rlog)\glogw—i-logw

(c) A<w< 1<y, or)\<y<1<w,f0rloé)\210;w+loéy.

Suppose fi, fo : |a,b)r — R are A-integrable. Let p,q : |a,b)r — R be nonnega-
tive A-integrable such that p 72 g\t pwft quwh pvf2 qu’? are A-integrable and
f[a p Pdpia >0, f[a » @dia > 0. Then the functional

Jjapy Pl dup Jiap) P 2dua

/ P / pdua N T ria T T yvas (5.4.13)
[a,b) [a,b)

18 superadditive, i.e.,

/ (p+ Q)N dpa
[a,b)

Jla,b) (p+a)-vI2dup
f[a,b) (p+a)dua

f[a,b)(p-‘rq)‘wfl dpp

- / (p + Q)dluA)\logw Jia,p) (PTa)dua
[a,b)

Jiab) pwfldpp

> / p)\f1+f2duA . / pdﬂA)\logw Ja,p) PatA
[a,b) [a,b)

+log,

Jia,by P2 dun
Jla,p) PAnA

+log,,

Jiapy @i ldun Jjapy av/2dun

+ / A2y — / qdpua XN T a8 AT (5.4.14)
[a,b) [a,b)

If p > q such that f[a ) pdpa > f[a b) qdpn, then

Jla,b) pwlldup ) Jla,b) pvf2dun

/ pAM R dp — / pdpa N Tamria O T
[a,b) [a,b)

Japy 4 L dnp Ja,p) wvI2dun

> / GNPy, — / qdpa " Tom a8 o A (5.4.15)
[a,b) [a,b)

If p attains minimum and mazimum value on its domain then

Japy @Il dna Japy VT2 dua

max p(t) [/ MNitlgy, — (b— a))\logw ma T8 T g
[a,b)

tE[a,b)T

Jjapy Pri2dun
Jia,by PdbA

Jjapy Pl ldun

> / p)\f1+f2dluA - / pd,uAAlOg“ Ja,b) Pdin
[a,b) [a,b)

+log

v
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Jtap) @ dna Jtap) V12 1a

> min p(t) {/ Mgy — (b —a)Nog ™ = tlos . (5.4.16)
T [a,b)

Moreover, inequalities in (5.4.14), (5.4.15) and (5.4.16) are reversed provided

/ 1 1 .
(') w,v>A>1, forlog/\zlogw+@,

(M) w,v <A <0, for -ty < 1 +

logA — logw logv*

Proof. Let n = 2 in Theorem 5.3.2, by setting p(z,y) = = +y, x(t) = A\, ¥1(t) = o',

and 1, (t) = ' we have
1 1 log A
H(51,82> — <Siogw Séogu> )

Now, the proof is similar to the proof of Corollary 5.4.3. m

Corollary 5.4.5. Let \,w,v € R be such that
(a) 0 <w,v <A< 1, forall fi, fo > 0;
(b) O<V§)\§w<1,f0rf2>ufl>0

A—rv)(1—w)

(c) 0<w<A<Vr<l, for()‘w—f1>f2>0
Suppose fi1, fa @ [a,b)r — R are A-integrable. Let p,q : [a,b)r — R be nonnegative

A-integrable such that p(fi + f2)* q(fr + f2),0f¥, afy . pfs, afs are A-integrable and
f[a p Pdpa >0, f[a p 4dpa > 0. Then the functional

1 17 A
Jawy 2FEdua " fiup PFsdua\”
/[b)p'(f1+f2>>\dMA—/[b)pduA (L 4 et T (5.4.17)

Jiawy PA1LA Jiawy PARA

18 superadditive, 1.e.,

[ NETIREREA (5.4.18)

_ / (p+ q)dua <f[a,b)(p+ q)ff@m) g . (f[a’b)(p + q)f;dm> :
0.5

Jiawy P+ @)dpa Jiawy P+ @)dpa

A

. A
Z/[a’b)p (f1 + fo) dpua
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/ o Jiawy PST dia 5+ Sy PISdua "
_ N R Jlap) FI2 774
[a,b) Jiawy PABA

f[a,b) pd,uA
4 / 0 (fi+ fo)dpa
[a,b)

1 1
S @ffdpa\*  ( fapafsdua)”
NI e IR
[a,b) Jiaw 41

f[a,b) qdll'A
If p > q such that f[a ) pdpp > f[a b) qdun, then

/[ )p- (f1 + f2)duna (5.4.19)
a,b

1 1A
/ o Japy PIY A1\ © . Sy PS5 dpa\ "
_ A e TR Jab) 7V2 T2
) Jiaw PABA

f[a,b) pd,uA
> / 0 (fi+ fo) dua
[a,b)

1 1A
Sy ¢fdpa\®  ( Jupafsdua\”
- qgdpn || —F——— | | —5—
[a,b) Jiaw 91

f[a,b) qdﬂA

If p attains minimum and maximum value on its domain then

A
t?ﬁf}i)%p(t) { /[a 75)(f1 + f2) dpa (5.4.20)

1 17 A
b—a) Jawy DI A1\ © . Sy PI AR\ "
b—a b—a

' A
Z/[a,b)p (fi + fo) dpua

1 17 A
- / - Japy DI A1\ © N Jupy DI dRA "
[a,b) Jiapy PALA

f[a,b) pdpa

> min p(t) [/ (f1+ f2) dpa
tela,b) [a,b)

1 19 A
T [N N

b—a b—a
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Moreover, inequalities in (5.4.18), (5.4.19) and (5.4.20) are reversed provided
(@) 1< X <w,v, forall fi, fo > 0;

(b") 1<y§)\§w,f0r0§f2§%f1;

(M) 1<w< A<, for fo > G571 2 0.
Proof. Let n = 2 in Theorem 5.3.2. By setting p(z,y) = z +y, x(t) = t*, ¥, (t) = t*,
and ¥,(t) =t we have
1 1\ A
H(sy,89) = <sf +35> :

Now, the proof is similar to the proof of Corollary 5.4.1, with some extra considerations
of definitions of functions E, F' and G. O

Corollary 5.4.6. Suppose fi, f : [a,b)r — [0, 7] are A-integrable. Let p,q : [a,b)r —
R be nonnegative A-integrable such that p cos(f1+ f2), qcos(fi1+ f2),pcos(fi), g cos(fi),
i =1,2, are A-integrable and f[a p Pdpa >0, f[a » @dpta > 0. Then the functional

Sy P - cOs(f1)dpa
arccos
f[a,b) deA

f[a,b) p - cos(fa)dua
-+ arccos
f[a,b) pd,U/A

/ pdjia - COS
[a.,b)

)] —/[b)pcos(f1+f2)duA (5.4.21)

18 subadditive, 1i.e.,

(5.4.22)

/ (p+ q)dpa - cos |arccos f[‘%b) (p+q) - cos(f1)dpa
la.2) Sy (0 + @)dpa

(f[a,b) (p+q) - cos(f2)dpa
-+ arccos

)] —/[b)(P+Q)'COS(f1+f2)dMA

Sy (P + @)dpia
wp P cos(f1)dua
S/ pdpia - cos |arccos f[ﬁb) (f1)
Y f[a,b) pdpia
a p - cos(fo)dpa
+ arccos (f[ vb)f s _ /[ b)p'cos(fl + fo)dpa
[a,b) .
Jiamy @+ c0s(f)dpa
+ / qdpa - cos |arccos ’
) f[a,b) qdpn
a4 cos(fa)dua
+ arccos (f[ :b)f s _/[b)q.cos<f1 + fo)dpa.
[a,b) a,
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If p> q such that [, pdun > [, adpa, then

oy cs(F)dpa
/ pdjia - cOs | arccos f[’b) ' (5.4.23)
[a,b) Jiawy PARA
fa p - cos(fa)dua
+ arccos ( [ ’b)f i —/[ )p -cos(fi + fo)dpa
[a,b) a,b
ap) 4 Cos(f1)dpa
< / qdpia - cos |arccos f[ ) !
[a,b) f[a,b) quA
Jiuw @ - cos(fa)dpn
+ arccos ( [ ’b)f diin —/[ )C] -cos(fi + fo)dpa.
[a,b) a,b
If p attains minimum and maximum value on its domain then
oy cos(f1)dua
max p(t)| (b — a) cos |arccos f[ 2 : (5.4.24)
tefa,b)r b—a

d
-+ arccos (f[a’b) C;S_(f) MA)] — /[a,b) cos(f1 + fo)dua

oy coS(f1)djia
< / pdpia - coS [arccos <f[ .b) !
[a,b)

f[&b)pd/ﬁA
wp P cos(fa)dpu
+ arccos (f[ b) L) A)] —/ p - cos(f1 + f2)dua
[a,b)

f[a,b) pd,U/A
f[a ) cos( f1)dpuna

< | mi - :

< Léﬁl,l?)qrp(t)} (b —a) cos [arccos ( —

f[a,b) cos(fa)dua
+ arccos ( — — /[a’b) cos(f1 + fo)dun.

Proof. Let n = 2 in Theorem 5.3.2, by setting p(z,y) = = + y and x(t) = ¥ (t) =
Yo(t) = — cos(t), we have

H(s1, s9) = — cos(arccos(—s;) + arccos(—ss)).

Now, the proof is similar to the proof of Corollary 5.4.1. [
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5.5 Applications to Holder’s inequality

Suppose fi,i € {1,...,n}, are nonnegative A-integrable functions on [a b) such that

H fi is A-integrable, where o; > 0, i € {1,...,n}, are such that Z a; = 1. Then,
-1

by using Theorem 4.4.1 (Holder’s inequality for Lebesgue A- mtegrals) we have

/ Hf%mA < H < fid,uA> . (5.5.1)
[a,) ; i=1 [a,b)
If Y a; = A, >0, then (5.5.1) implies
i=1
/ Hf*‘” dua <] ( fﬂ;m) (5.5.2)
[a,) ; i=1 [a,b)

or
n o An @
(/ HfiAnduA> < H( fiduA) . (5.5.3)
[a,b) 5—1 [a,b)

In this section we discuss properties of the functional, deduced from the Holder
inequality (5.5.3), defined in the following way.

Definition 5.5.1. Suppose f = (f1,..., f,) is such that f;, i € {1,...,n}, are nonneg-
ative A-integrable functions on [a,b)r. Let a = (a1, ..., a,) be such that a; > 0 and

> a; = A, > 0. Then we define the functional Ha by

(f[a ) fzd,UA> :

Ha(f, ) = —=! -
(f[a,b) 1:[1 fiAn dﬂA)

Theorem 5.5.2. Let « = (aq,...,ay,) and B = (B1,...,0,) be real n-tuples with
a; >0, B; >0 and Zai = A, >0, Zﬁz = B, > 0. Suppose f;, i € {1,...,n},

n B

are nonnegative A-integrable functions on [a,b)y such that H fA” and T fF" are
=1 i=1

(5.5.4)

A-integrable. Then
HA(f, 0+ 8) > Ha(f, o) - Ha(f, B), (5.5.5)

and Ha(f, ) is increasing, i.e., if « > 8 such that A, > B, then
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Proof. By Definition 5.5.1, we have

n

ai+B;
H <f[a,b) fid,uA)
H(f,a+p) = —=

a;+B; An+Bn
(f[ab H fAnJan dﬂA)

(5.5.7)

where

S An+By,
( / ] dm) (5.5.8)
[arb) )
i n oy ﬁ An+Bn AntBn
|/ (11" HfB” s
[a,b) i=1

< / Hff‘"d/M) (/ HfB” d;m)
[a,b) 51 [a,b) ;—

Now, by combining (5.5.7) and (5.5.8), we have

i n

(f[a b) fzd:“A)az 11 (f[ab fzd,uA>

=1

. An n B,
(f[a,b) 1;[1 fi““" d[LA) (f[a b) - H f duA)

=Ha(f,a) - Ha(f, 5).

If a > (3, it implies a — 8 > 0 and therefore

HA(fv Oé) - HA(f7 (Oé - B) + 6)
> Ha(f, o — 3) - Ha(f, 8)

> HA(fa ﬁ)
]
Corollary 5.5.3. Let £ and « satisfy the hypothesis of Theorem 5.5.2. Then
n max {a;} n min {a;}
H f[a,b) fzd,uA h H f[a,b) fzdluA =
=1 n 1 n 2 HA(f,Oé> 2 =1 n 1 n
(f[a,b) 1:[1 fzﬁ dﬂA) (fwb) 1:[1 find,uA)
(5.5.9)
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Proof. Let

1<i<n 1<i<n 1<i<n

Oax = (fglag%{ai}, ..., max {ai}) and  apip = ( min {«;},..., min {ai}) ,

now by Definition 5.5.1, we have

n max {o;}
H f[a,b) fid,uA e
Ha(f, o) = | =
(f[a,b) l:ll fin d'uA>
and in o)
{1 Jo sitns |5
HA(f7 amin) - =1

i=1

(f[a,b) ﬁ fz% dﬂA)

Since pax > @ > Qmin, the result follows from the second property of Theorem
5.5.2. O

Corollary 5.5.4. Let f,« and 8 satisfy the hypothesis of Theorem 5.5.2 with A, =
B, = 1. If there exists constants M > 1 > m such that M5 > a > mf, then

Ha(f, M3) > Ha(f, o) > Ha(f, mp5). (5.5.10)
Proof. By Definition 5.5.1, we have
Ha(f,MB) = MHA(f,5) and Ha(f,mp) = mHa(f, 5).
Now result follows from the second property of Theorem 5.5.2. n

Remark 5.5.5. Similarly as in Chapter 3, we can apply the theory of isotonic linear
functionals. The related results for isotonic linear functionals are given in [75].
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Chapter 6

Improvements of the
Jensen—Steffensen Inequality and
Its Converse

In this chapter we give a generalization of the Jensen—Steffensen inequality and its
converse on time scales. These results also generalize the Jensen—Steffensen inequality
and its converse given for discrete and continuous case. Further, we investigate the
exponential and logarithmic convexity of the functionals defined as differences of the
left-hand and the right-hand side of these inequalities. Finally we present several
families of functions for which these results can be applied. (See [37]).

6.1 «-SP and a-HH weights

In order to give a better version of the Jensen inequality (Theorem 3.2.7) on time
scales, C. Dinu in [48] gives the definition of a-Steffensen—Popoviciu (a-SP) weight.

Definition 6.1.1 (a-SP weight). Let ¢ € C(T,R). Then w € C(T,R) is an a-
Steffensen-Popoviciu (a-SP) weight for ¢ on [a, bt if

/bw(t)oat>0 and /bé(g(t))ﬂu(t)@atzo, (6.1.1)

for every convex function ® € C([m, M],R), where

m= inf g(t) and M= sup g(t).
tela,b]|T t€la,blr

In the following lemma he gives a characterization for a-SP weight for a nonde-
creasing function g on time scales.
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Lemma 6.1.2 (see [48, Lemma 2]). Let w € C(T,R) such that ffw(t)@at > 0. Then
w is an a-SP weight for a nondecreasing function g € C([a,b]r,R) if and only if it
verifies the following condition:

/s(g(s) —g()w(t)Out >0 and / (g(t) — g(s)w(t)Out >0, (6.1.2)

for every s € [a, blr.
If the following stronger (but more suitable) condition holds

s b
0< / w(t)Out < / w(t)Out  for every s € [a,blr, (6.1.3)
then w s also an «-SP weight for the nondecreasing continuous function g.

As given in [48], all positive weights are a-SP weights, for any continuous function
g and every « € [0,1]. But there are some a-SP weights that are allowed to take the
negative values. The Jensen inequality on time scales (where is allowed that the weight
function takes some negative values) is given in the followig theorem from [48].

Theorem 6.1. 3 (see [48, Theorem 2]). Let g € C([a, b]r, [m, M]) and let w € C([a, b]T, R)
such that f t)Out > 0. Then the following two statements are equivalent:

(i) w is an a-SP weight for g on [a,b]r;

(i) for every convex function ® € C([m, M],R), it holds

0 f‘D D)w(t)Oal (6.1.4)
N ()<>t T Lw(t)0at o

Remark 6.1.4. Let g be a nondecreasing function. If T = N, then Theorem 6.1.3 is
equivalent to Theorem 1.0.2 (Jensen—Steffensen inequality). On the other hand if we
take T = R in Theorem 6.1.3, we obtain the integral version of Jensen—Steffensen
inequality given by Boas [38].

Considering the converse of the Jensen inequality, C. Dinu [48] gives the following
definition of a-Hermite-Hadamard (a-HH) weight. He gives the characterization for
a nondeceasing function g on time scales and the improvement of the converse of the
Jensen inequality for some negative weights.

Definition 6.1.5 (a-HH weight). Let ¢ € C(T,R). Then w € C(T,R) is an a-
Hermite-Hadamard (a-HH) weight for g on [a, b]7 if

J o) w(B)Oat _ M —Fu

g, —m
Puor S =m M (M),

M—m

b
/ w(t)Out >0 and
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for every convex function ® € C([m, M],R), where

b
Hw(t)Out
m= inf g(t), M= sup g(t) and ga:fa 9(B)w(t)Oal

te[avb]'ﬂ‘ te[a,b]jy fab w(t) <>at

Lemma 6.1.6 (see [48, Lemma 3|). Let w € C([a, b]r,R) be such that f;w(t)Oat > 0.
Then w is an a-HH weight for a nondecreasing function g € C([a, blt, R) if and only if
it verifies the following condition:

for every s € [a, blr.

In the next result C. Dinu [48] gives the connection between these two classes of
weights on a time scale .

Theorem 6.1.7 (see [48, Theorem 3]). Let g € C(T,R). Then every a-SP weight for
g on |a,blt is an a-HH weight for g on [a,b]r, for all a € [0, 1].

Corollary 6.1.8 (sce [48, Corollary 3]). Let g € C([a, b]r, [m, M]). Let ® € C([m, M],R)
be a conver function and w € C([a, blT,R) an a-SP weight for g on [a,blr. Then

L hoe®)w®)oat _ M —g, o —m
P (g,) < P wlt)out S m@(m) + m@(M)a (6.1.6)
b
where g, = f“ gb(t)w(t)<>at'
[ w(t)Oat

6.2 Jensen—Steffensen inequality

Let m, M € R, where m # M. Consider the Green function G : [m, M| x [m, M| = R
defined by

@ My-m)
M —m ’ -0

G(z,y) = (6.2.1)
(y—]\f\jﬁxm—m)’ c<y<M

The function G is convex and continuous with respect to both x and y.
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Remark 6.2.1. Note that the condition (6.1.5) is equivalent to:

b
/ Glg(t), g(s))w(t)Out < 0,

where the function G is defined in (6.2.1).

It is well known that (see for example [71, 87, 92, 104]) any function ® € C?([m, M|, R)
can be represented by

Blz) = 3 (m) + 3B + [ Gl )y (6.22)

m

where the function G is defined in (6.2.1). Using (6.2.2) we now derive several inter-
esting results concerning the Jensen type inequalities.

Firstly, we give generalization of the Jensen inequality on time scales, where nega-
tive weights are also allowed.

Theorem 6.2.2. Assume g € C([a,b]r,R) such that g(|a,blr) C [m,M]. Let w €
| L g0
[P w(t)Out

a

C([a,b]r,R) be such that fabw(t)<>at # 0 an € [m,M]|. Then the

following two statements are equivalent:

(i) For every convex function ® € C(|m, M],R)

o [ Jrg@uw®)out _ [} Blg(®)w(t)Out (62.3)
Lwtyout )= [lw(t)Oat h
holds.
(il) For all y € [m, M|
. [P g(tw(t) ot ) < 2 G(g(t), y)w(t)Oat (6.2.4)
Fotod )= [Tu)or -

holds, where G : [m, M| x [m, M] — R is defined in (6.2.1).

Furthermore the statements (i) and (ii) are also equivalent if we change the sign of
inequality in both (6.2.3) and (6.2.4).

Proof. (i) = (ii): Let (i) holds. As the function G(-,y), where y € [m, M], is also
continuous and convex, it follows that (6.2.4) holds.
(i) = (i): Let (ii) holds. Let ® € C*([m, M],R). By using (6.2.2), we get
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el ,y)w t)<>at D gw(t)Oat .
G( fabw(t)oat ,y)] " (y)dy. (6.2.5)

If the function @ is also convex, then ®”(y) > 0 for all y € [m, M], and hence it follows
that for every convex function ® € C?([m, M],R) inequality (6.2.3) holds. Moreover,
it is not necessary to demand the existence of the second derivative of the function ®
(see [93]). The differentiability condition can be directly eliminated by using the fact
that it is possible to approximate uniformly a continuous convex function by convex
polynomials.

The last part of our theorem can be proved analogously. O]

Remark 6.2.3. Let the conditions of Theorem 6.2.2 hold. Then the following two
statements are equivalent:

(i") For every concave function ® € C([m, M],R) the reverse inequality in (6.2.3)
holds.

(i) For all y € [m, M| inequality (6.2.4) holds.
Moreover, the statements (i) and (ii’) are also equivalent if we change the sign of
inequality in both statements (i') and (i’).

Remark 6.2.4. Consider (6.2.5). Suppose that ¢ is nondecreasing and that it has the
first derivative. Let m = g(a), M = ¢(b) and make the substitution y = g(s). Then
we get

i @(g)w(t)out (fg )
;w Ji w(t)Oat

S Glg(t), g(s)w(t)Oat (f gt
Ji w(t)Oat IK (t)<> ¢

a

79(5)>] "(g(s))g'(s)ds.
(6.2.6)

Since g is nondecreasing, it is ¢/(s) > 0. If & € C*([m, M],R) is convex, then
®”(g(s)) > 0, for all s € [a,b]r. Hence if and only if for all s € [a, b]r

[, 9(t) ) 12G(g(t), g(s))w(t)Out
(f <><>t’g” f <><>t

holds, then for every continuous convex function ® inequality (6.2.3) holds.
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Combining the result from Theorem 6.2.2 with Theorem 6.1.3 and Lemma 6.1.2,
we get the following two corollaries.

Corollary 6.2.5. Let g € C([a, b]r, [m, M]) andw € C([a, blT, R) such thatf Ot >

0. Then w is an «-SP weight for g on |a,blr if and only if for all y € [m, M] (6 2.4)
holds.

Corollary 6. 2 6. Let g € C([a,b|r, [m, M]) is nondecreasing and w € C([a, blt,R) be

such that f t)Out > 0. Then for all s € [a,bly (6.1.2) holds, if and only if for all
y € [m, M] (6. 2 4) holds.

To shorten the notation, in the sequel we will use the notation

. f g <> t
Ja = IN (t)<>at '

Under the assumptions of the Theorem 6.2.2, we define the following functional

jal(ga (I))

(

f D(g(t)w(t)Oq t f g(w(t)Out
fa (t)<>at f (t)<>t

if for all y € [m, M] the inequality (6.2.4) holds,

jocl(ga @) -
( 12 gtyw(t)o, t) [Pa(g 1)t
N ( )<> t fa ( )<>at
if for all y € [m, M] the reverse inequality in (6.2.4) holds,

(6.2.7)

where the function @ is defined on [m, M]|. Clearly, if ® is continuous and convex, then
Ja1(g, ®) is nonnegative.

Theorem 6.2.7. Let g,w and g, satisfy the assumptions of Theorem 6.2.2, let ¢ €
C?([m, M],R), and let T, be the functional defined in (6.2.7). Then there exists some
€ € [m, M] such that

jal(g, (I)) = (I)”(g)jal(ga (I)O) (628)

2

holds, where ®o(x) = %

Proof. The function ®” is continuous and

[2G(g(t), y)w(t)Out e (fabg(t)w(t)oat y)
fa <><>at JLw(t)Out
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doesn’t change it’s positivity on [m, M]. For our function ® equality (6.2.5) holds, and
now applying the integral mean value theorem we get that there exists some & € [m, M]
such that

i @(g)wt)out (fg )
: Jy <><>t

_oe) / [f Gf by Ju(t)Out G<ffg<t>w<t><>at,y>]dy, 62,9

Out

As in [92], it can be easily checked that it holds

/MG@,y)dy:/w (2= M)~ m>dy+/xM (v = M) —m)

= %(:B—m)(:x—M).

Calculating the integral on the right side in (6.2.9) we get

Sy @(g()w(t) O Ju g(tyw(t)O
[Pw(t)Ot w(t)<>at
= ‘1>”(€) ( G(g > w(t)Cat — / G@a,y)dy]
-0 | 125 / 5 (0(6) = m)(g(t) — M)w(t)Out — (3. —m) (g, — M>]
o | e
and the proof is completed. ]

Remark 6.2.8. Theorem 6.2.7 can also be proved by using the following two convex

functions o o
o1(z) = 7$2 —®(x) and ¢@o(x) = P(x) — — 2
where

®, = min ®’(z) and P* = max P"(z).
x€[m,M] z€[m,M]

Since ¢ and ¢ are continuous and convex, we have

jal(gv ¢1) Z 0 and jozl(g7¢2) Z 0
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This implies that
q)*jod(g; cI)O) S jal(gu (I)> S (I)*jal(ga (I)O)

Hence, as the function ®” is continuous, there exists some & € [m, M| such that (6.2.8)
holds.

Theorem 6.2.9. Let g,w and g, satisfy the assumptions of Theorem 6.2.2. Let &, ¥ &
C?([m, M],R) and Ju1 be the functional defined in (6.2.7). Then there exists some
¢ € [m, M] such that
Jai(9,®) _ 2"(S)
Jai(g, V) 07§’

provided that the denominator in the left-hand side of (6.2.10) is nonzero.

(6.2.10)

Proof. Consider the following function y, defined as the linear combination of functions
® and ¥ by

xX(x) = Jar(g, V) () = Tan(g, 2)¥ ().

It is x € C*([m, M],R). By applying Theorem 6.2.7 on Y, it follows that there exists
some § € [m, M] such that

jal(gaX) = X”<€)\7a1(gaq>0)' (6211)

After a short calculation we get that J,1(g, x) = 0 and by hypothesis J.1(g, ®o) # 0
(otherwise we have a contradiction with J,1(g, V) # 0) it follows that

X//(g) — 0
which is equivalent to (6.2.10). O

"

o
Remark 6.2.10. In Theorem 6.2.9, if the inverse of the function T exists, then (6.2.10)

gives
= (‘D> (L))
v jal (97 \Ij) '
Remark 6.2.11. Note that setting the function ¥ as W(x) = %2 in Theorem 6.2.9, we

get the statement of Theorem 6.2.7.

As a consequence of the above two mean value theorems, the following corollaries
easily follow.

Corollary 6.2.12. Let g € C([a,b]|r,[m,M]), &,¥ : [m,M] — R and let w €
C([a, b]T,R) be an a-SP weight for g. Let J,1 be the functional defined in (6.2.7).
Then the following two statements hold:

(i) If ® € C*([m, M|,R), then there exists some & € [m, M| such that (6.2.8) holds.

86



(ii) If ®,9 € C*([m, M|,R), then there exists some & € [m, M] such that (6.2.10)
holds.

Proof. The statement (i) (statement (ii), respectively) directly follows from Theorem
6.2.7 (Theorem 6.2.9, respectively) and Corollary 6.2.5. O

Corollary 6.2.13. Let g € C([a, b|r, [m, M]) be monotone function, &,V : [m, M| — R

and w € C([a, blt,R) such that ffw(t)@at > 0. Let for all s € [a, b, (6.1.2) hold. Let
Ja1 be the functional defined in (6.2.7). Then the following two statements hold:

(i) If ® € C*([m, M|,R), then there exists some & € [m, M| such that (6.2.8) holds.

(i) If ®,¥ € C*([m, M],R), then there exists some & € [m, M] such that (6.2.10)
holds.

Proof. The statement (i) (statement (ii), respectively) directly follows from Theorem
6.2.7 (Theorem 6.2.9, respectively) and Corollary 6.2.6. O]

6.3 Converse of Jensen—Steffensen inequality

Using the similar method as in previous section, in the following theorem we obtain
the generalization of the converse of Jensen—Steffensen inequality on time scales, where
negative weights are also allowed.

Theorem 6.3.1. Let g € C([a, blT,R) be such that g([a,blr) C [m, M] and let c¢,d €
[m, M|, where ¢ # d, be such that ¢ < g(t) < d for allt € [a,blr. Let w € C([a, b, R)
be such that ffw(t)@at # 0. Then the following two statements are equivalent:

(i) For every convex function ® € C([m, M],R)

[Pa(gt)w(t)Out  d—7, L Tac
J2w(t)Oat < =R+ 2d) (6.3.1)
holds.
(ii) For all y € [m, M]
fab G(g(t),n)w(t)Oat _d—7, G«
oo~ d=e oWz 0y (682

holds, where the function G : [m, M] x [m, M] — R is defined in (6.2.1).
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Furthermore, the statements (i) and (ii) are also equivalent if we change the sign of
inequality in both (6.3.1) and (6.3.2).

Proof. The idea of the proof is very similar to the proof of the Theorem 6.2.2.

(i) = (ii) : Let (i) holds. As the function G(-,y), where (y € [m, M]), is also
continuous and convex, it follows that (6.3.2) holds.

(i) = (i) : Let (ii) holds. Let ® € C*([m, M],R). Then by using (6.2.2) we get

il Jo—C S ®(g())w(t) Ot
T M T o
M = 7 —ec b w )
= /m [dd _gcaa(c, y) + g;_ - G(d,y) — Ja G?b(ZL;)OiZ)O t ¥()dy. (633)

If the function @ is also convex, then ®”(y) > 0 for all y € [m, M], and hence it follows
that for every convex function ® € C?([m, M],R) inequality (6.3.1) holds. Moreover,
it is not necessary to demand the existence of the second derivative of the function ®
(see [93]). The differentiability condition can be directly eliminated by using the fact
that it is possible to approximate uniformly a continuous convex function by convex
polynomials.

The last part of our theorem can be proved analogously. O]

Remark 6.3.2. Let the conditions of Theorem 6.3.1 hold. Then the following two
statements are equivalent:

(') For every concave function ® € C([m, M],R) the reverse inequality in (6.3.1)
holds.

(i) For all y € [m, M| inequality (6.3.2) holds.
Moreover, the statements (i) and (ii’) are also equivalent if we change the sign of
inequality in both statements (i') and (ii’).

Remark 6.3.3. Note that in all the results in this section we allow that the mean value
J,, goes out of the interval [m, M|, while in the results from the previous section we
demanded that g, € [m, M].

Seting ¢ = m and d = M in Theorem 6.3.1, we get the following result.

Corollary 6.3.4. Let g € C([a,b|r,R) be such that g([a,bly) C [m,M]. Let w €

C([a, b]T,R) be such that fabw(t)oat # 0. Then the following two statements are equiv-
alent:
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(i) For every convex function ® € C(|m, M],R)

fCID )w(tOt M — gaq)

Jo—m
[P w(t)Out S A 2+ T o) (6.3.4)

M—-—m
holds.

(ii) For all y € [m, M] b
L. Gle®) p)w®)oat _

[Pw(t)Out
holds, where the function G : [m, M| x [m, M] — R is defined in (6.2.1).

(6.3.5)

Furthermore, the statements (i) and (ii) are also equivalent if we change the sign of
inequality in both (6.3.4) and (6.3.5).

Remark 6.3.5. As a consequence of Corollary 6.3.4, we get the result from Lemma

6.1.6.
Let ¢ =m and d = M. Then (6.3.3) transforms into

Jo— M B J2 @ (g(1)w(t)Oq
M — mCD(M) fa w(t)Out
M Gg(t), y)w(t)Oat

a

— f ()<>t ®"(y)dy. (6.3.6)

Let f t)Oat > 0, and suppose that g is nondecreasing and that it has the first

derlvatlve
Now, similarly as in [48], we derive the result from Lemma 6.1.6.
Let m = g(a), M = g(b), and make the substitution y = g(s). Then we get

M_ga
M—-—m

d(m) +

M -3, o= Mg 2r Jo () w(t)Out
T 0(m) + (M) Puliou
b b
= —m/ (/ G(g(t),g(é‘))w(t)%t) " (g(s))g'(s)ds. (6.3.7)

Since g is nondecreasing, it is ¢'(s) > 0. If & € C?*([m, M|, R) is convex, then ®”(g(s)) >
0, for all s € [a,b]r. Hence, if and only if for all s € [a, bt

/G Yw(t)Out <0

holds, then for every continuous convex function ® inequality (6.3.4) holds.
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Corollary 6.3.6. Let g € C([a,b]r, [m, M]) and w € C([a,b]r,R) be an a-SP weight
for g on [a,blr. Then for all y € [m, M] (6.3.5) holds.

Proof. The proof follows directly from Theorem 6.1.7 and Corollary 6.3.4. [

Under the assumptions of Theorem 6.3.1, we define the following functional J,2(g, ®):

p

-7 q., — CD ) Ot
d—c d—c f ()<> ¢
if for all y € [m, M] the inequality (6.3.2) holds,

jaZ(gv q)) = b
d(g t)Out _d—g Go —
J. op(c) - To—Cp(a)
f ( )<> t d—c d—c
\ if for all y € [m, M] the reverse inequality in (6.3.2) holds,

(6.3.8)

where the function ® is defined on [m, M|. Clearly, if ® is continuous and convex, then
Ja2(g, @) is nonnegative.

Theorem 6.3.7. Let c¢,d,g and w satisfy the assumptions of Theorem 6.3.1. Let
® € C%([m, M],R) and Ja2 be the functional defined in (6.3.8). Then there exists some
¢ € [m, M] such that

Ja2(9, @) = "(§) Taz(g, Do) (6.3.9)

2

holds, where ®y(z) = %-.

2

Proof. The idea of the proof is very similar to the proof of the Theorem 6.2.7.
Following the assumptions of our theorem, we have that ®” is continuous and that
d—7g

o Go —C Sy Glg(t), y)w(t)Oat
d—cG<C7y)+ d—cG(d7y) fa ()Oat

doesn’t change it’s positivity on [m, M]. For our function ® the equality (6.3.3) holds,
and now applying the integral mean value theorem we get that there exists some
¢ € [m, M] such that

d—7g Go — C "D (g(t))w(t)Out
——2p(c) + L—0(d) - Jo f(ffuzz)o(a)t
— q)”(é)/ [dd__gc“G(c, y) + %__CCG(d, y) — Ja G(fgb(:i’(g);u(z)%t dy. (6.3.10)
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Calculating the integral on the right side in (6.3.10) we get

d—3g G, — Q) t)Out
d—c d—c fa (t)<>at
_ _ b 2
1 d— — t 1)Oat
_ Lo |8 2 TamC o o (95 ) () (6.3.11)
2 d—c d—c fa w(t)Out
and we get the statement (6.3.9) of our theorem. O

Remark 6.3.8. Note that (6.3.11) can also be expressed as

dd__gca@(cH%__cC@(d) f <I>f( tzz)u;(t )Out
= %CD (&) |Ga(c+d) —cd — J (j( ))( )<(>)Z> o

Theorem 6.3.9. Let c,d,g and w satisfy the assumptions of Theorem 6.3.1. Let
O, U € C*(m, M|,R) and T, be the functional defined in (6.3.8). Then there exists
some & € [m, M| such that

Jo2(9,®) _ 9"(§)

= 5 6.3.12
ja2 (97 \I]) \Il”(g) ( )

provided that the denominator in the left-hand side of (6.3.12) is nonzero.
Proof. The proof is very similar to the proof of the Theorem 6.2.9. [

6.4 Exponential convexity and logarithmic convex-
ity

We use an idea from [67] to give an elegant method of producing an n—exponentially
convex and exponentially convex functions, applying the functionals 7,; and J,. on a
given family of functions with the same property.

Theorem 6.4.1. Let J.i, i = 1,2, be linear functionals defined in (6.2.7) and (6.3.8)
respectively. Let Q= {®,: p € J}, where J is an interval in R, be a family of functions
¢, € C([m, M],R) such that the function p — [xg, x1,29; P, is n—exponentially convex
in the Jensen sense on J for every choice of three mutually different points xg, x1, o €
m, M|. Then p+— Jai(g, ®,) is an n—exponentially convex function in the Jensen sense
on J. If the function p — Jai(g, ®,) is also continuous on J, then it is n—exponentially
convex on J.
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Proof. Define the function v : I — R by

()= Y &P, (v)
Jik=1
T+ Tk

where §; € R, rj,r, € J, 1 < 5,k < n, rj = 5 and ®,, € (2. Using the

assumption that for every choice of three mutually different points zg, 1, 2o € [m, M]
p — [T, T1, T2; P,] is n—exponentially convex in the Jensen sense on J, we obtain that

n
[$07$1,$2;V] = Z fjfk[xo,xhb;@rjk] > 0.
G k=1

Therefore v is convex (and continuous) function on /. Hence J,i(g,v) > 0, i = 1,2,
which implies that

> &6Tuilg, ®y,,) > 0.
k=1
We conclude that the function p — J.i(g, ®,) is n—exponentially convex on J in the
Jensen sense.
If p = Jai(g, ®,) is continuous on J, then p — J,i(g, ®,) is n—exponentially convex
by definition. O

The following corollary is immediate consequence of Theorem 6.4.1.

Corollary 6.4.2. Let J,;, i = 1,2, be linear functionals defined in (6.2.7) and (6.3.8)
respectively. Let Q = {®, : p € J}, where J is an interval in R, be a family of
functions @, € C([m, M],R) such that the function p — [zg,z1,x2; ®,] is exponentially
convez in the Jensen sense on J for every choice of three mutually different points
T, 1, T2 € [m, M]. Then p — Tni(g,®,) is an exponentially convexr function in the
Jensen sense on J. If the function p — Jui(g, ®,) is also continuous on J, then it is
exponentially convexr on J.

Corollary 6.4.3. Let Joi, @ = 1,2, be linear functionals defined in (6.2.7) and (6.3.8)
respectively. Let Q2 ={®,: p € J}, where J is an interval in R, be a family of functions
¢, € C([m, M],R) such that the function p — [xg, x1, x2; P,] is 2-exponentially convex
in the Jensen sense on J for every choice of three mutually different points xg, x1, s €
[m, M]. Then the following statements hold:

(1) p = Tailg, ®,) is a 2-exponentially convexr function in the Jensen sense on J.

(ii) If p = Jaig, ®,) is continuous on J, then it is also 2-exponentially convex on
J. If p = TJui(g, ®,) is additionallly strictly positive, then it is also log-conver
on J.
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(ili) If p = Jailg, ®,) is strictly positive and differentiable function on J, then for
every p,q,u,v € J such that p < wu, ¢ < v, we have

Mp,q(ga jai7Q) S Mu,v(gyjai,Q), 1= 1,27 (641)
where )
4 R
jm’(% q)p)) pma
Y ) P 7 q;
(jai<97 (I)Q) 7é
M , g7t7aiaQ = d 6.4.2
pQ( ) d_pjaz(g7(bp) ( )
EXp| —&F—F——=~ | P=¢
jai(g7q)p>
\
for ®,, &, € Q.

Proof. (i) and (ii) are immediate consequences of Theorem 6.4.1.

To prove (iii), let p — Jai(g, ®,) be strictly positive and differentiable, and therefore
continuous too. By (ii), the function p — J.i(g, ®,) is log-convex on J and by Remark
2.1.2(e), we obtain

1Og jai(.g: (I)p) - log jai(Q) q)q) < 1Og jai(.gv (I)u) - 1Og jozi(ga q)v)

6.4.3
P R (6.4.3)
forp<u, q<wv,p#q, u#v, concluding
Mpvq(ga jaia Q) S Mu,v(.ga joziv Q)
Cases p = q and u = v follow from (6.4.3) as limit cases. O

Remark 6.4.4. Note that the results from Theorem 6.4.1, Corollary 6.4.2 and Corollary
6.4.3 still hold when two of the points xq,x1, 22 € [m, M] coincide, for a family of
differentiable functions ®, such that the function p — [zg, x1, T9; D,] is n—exponentially
convex in the Jensen sense (exponentially convex in the Jensen sense, log-convex in
the Jensen sense), and furthermore, they still hold when all three points coincide for a
family of twice differentiable functions with the same property. The proofs are obtained
by recalling Remark 2.1.7 and suitable characterization of convexity.

6.5 Examples

In this section we will vary on choice of a family = {®, : p € J} in order to construct
different examples of exponentially convex functions and construct some means.
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Example 6.5.1. Consider a family of functions

M ={k,: R—=10,00); p€R}

defined by
1
?epw’ P 7£ Oa
Kp(T) =
I, 0
_'I‘ P
5t P
It is %Fap(:c) = e’ > 0 which shows that , is convex on R for every p € R. From

Remark 2.2.6 it follows that p +— %Iﬁp(.f) is exponentially convex. Therefore p —

(%0, x1, x2; k)] 1S exponentially convex (see [67]) (and so exponentially convex in the
Jensen sense). Now using Corollary 6.4.2 we conclude that p — J,i(g,k,), i = 1,2,
are exponentially convex in the Jensen sense. It is easy to verify that these mappings
are continuous, so they are exponentially convex.

For this family of functions, M, ,(g, Jui, ?) from (6.4.2) becomes

([ Tuilg, mp>> = |
<—jm<97 ) , PF G

Myq(9, Tais 1) = { exp (%dﬁf;ﬁ — %) , p=q#0;
ai\Y, 'vp

\ 3Jai(g:K0) ) ’

and using (6.4.1) we have that it is monotonous in parameters p and q.

If J.i, @ = 1,2, are positive, using Theorem 6.2.9 and Theorem 6.3.9 applied for
O =k, €y and ¥ =k, € (), it follows that

Np’q(g’jai’Ql) = logMp,q(ga jai7QI) 1= 172

satisfy N, (g, Tui, 1) € [m, M]. If we set g([a,b]r) = [m,M] then we have that
N, (9, Tai, 1) are means (of the function g). Note that by (6.4.1) they are monotonous
means.

FEzxample 6.5.2. Consider a family of functions

Qo ={B,: (0,00) > R; peR}
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defined by

, p#0, L

p(p—1)
i T .
xlog x, p=1

\
It is %Bp(:r;) = 2772 = elP=?18% > ( which shows that 3, is convex function for
x > 0. Also, from Remark 2.2.6 it follows that p — j—;ﬁp@) is exponentially convex.
Therefore p — [zg, 21, z2; 5,] is exponentially convex (and so exponentially convex in
the Jensen sense). Here we assume that [m, M] C (0, 00), so our family Q5 of 3, fulfills
the conditions of Corollary 6.4.2. In this case M, (g, Jai, ) from (6.4.2) becomes

([ Tuily, /3,,)) i |
(—Jm(g, 5.) ; P F# G

exp ( 1-2p  Jai(g,5obp)
plp—1)  Juilg, 5p)

>,p=q#QL
Mp,q(ga jai7 QQ) -

< - jaz(gaﬁ(g))) . _n.

¢ p(1 2L7ai(gaﬁ0) 7 p_q_o’
Jai(g, BoBr) o

oo (=St y) e

If J., 1 = 1,2, are positive, by applying Theorem 6.2.9 and Theorem 6.3.9 for & =
By € y and U = 3, € (), it follows that for i = 1,2 there exist & € [m, M| such that

jai(ga ﬁp)
jai(Q? ﬁq) ‘

.
1
Since the function & — ™7 is invertible for p # ¢, we have

Toi(9,B,)\ 77

Also, My, 4(9, Tai, Q22) is continuous, symmetric and monotonous (by (6.4.1)). If we
set g([a, b]r) = [m, M], then we have that

o . jai(ga Bp) ﬁ _ N
m = tgflng{g(t)} < (m) < tg[laa}gﬁ{g(t)} =M, fori=1,2, (652
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which shows that M, (g, Ja:, €22) are means (of the function g).
Now we impose one additional parameter r in case g([a,b]r) = [m, M]. For r # 0
by substituting g — ¢", p — p/r and g — ¢/r in (6.5.2), we get

. Tailg'. ﬂp>>/q |
m= min {¢"(t)} < | =—F——% < max{g¢"(t)} =M, fori=1,2. (6.5.3
tG[a,bhr{g () < (jai(gr,ﬁq) - tG[a,b]T{g () ( )

We define new generalized means as follows:

1
T

(M%%(gqﬂ,jaiaQ?)) ) r 7é 0?
Mp’q;r(g; jaiy QQ) =

(/\/l%%(logg, jai,Ql)> , r=0.

These new generalized means are also monotonic.

Example 6.5.3. Consider a family of functions

3= {7, (0,00) = (0,00) : p € (0,00)}

defined by
p—flf
v 1:
V() =
2
x
il -1
5 P

It is ji—zzfyp(x) = p~% > 0, which shows that v, is convex function for p > 0. Also,

from Remark 2.2.6 it follows that p — %%(x) is exponentially convex. Therefore
p — [0, 21, x2;7,] is exponentially convex (and so exponentially convex in the Jensen
sense). Here we assume that [m, M] C (0,00), so our family €3 of v, fulfills the
conditions of Corollary 6.4.2. In this case M, (g, Jai, ) from (6.4.2) becomes

( jai(g77p>>p1_q .
<ja¢(g,7q) ) PF G
Mypq(9, Tais 23) = § exp (_jm-(g,zd ) 2 > , p=q#1;
pJai(9,%)  plogp
=q=1
\ exXp ( 3:70”(97’}/1) ) p q y

and by (6.4.1) it is monotonous function in parameters p and ¢. Using Theorem 6.2.9
and Theorem 6.3.9, it follows that for ¢ = 1,2

qu(g; jaiu 93) = _L(pa Q) 1Og Mp,q(ga jai7 Q3)
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satisfy N, (g, Jui, Q23) € [m,M]. Here L(p,q) is the logarithmic mean defined by:
p—4q
(1) logp_logq,p#q, (p.p)=p

Example 6.5.4. Consider a family of functions

Q={0,: (0,00) = (0,00) : pe(0,00)}

defined by
) = 7
r) = .
g p
It is %(5,0(3:) = ¢ *v? > 0, which shows that §, is convex function for p > 0. Also,
from Remark 2.2.6 it follows that p — %25,)@) is exponentially convex. Therefore

p — [zo, 21, 22;0,] is exponentially convex (and so exponentially convex in the Jensen
sense). Here we assume that [m,M] C (0,00), so our family Q4 of §, fulfills the
conditions of Corollary 6.4.2. In this case My, ;(g, Jai, ) from (6.4.2) becomes

1

)
Tai(9, 5p)> p=a .
(—jm(g, 5.) ; P# G

exp (_ Jai(g;1d - 6,) 1) p=1q
\ Qﬁjai(ga(sp) P ’ ’

Mp,q(ga jai? Q4) =

and it is monotonous function in parameters p and ¢ by (6.4.1). Using Theorem 6.2.9
and Theorem 6.3.9, it follows that for i = 1,2

Np,q(g7jai794) - _(\/§+ \/6) logMP,q(g7L7ai794)

satisfies N, , (g, JTui, ) € [m, M].
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Chapter 7

Improvements of the
Hermite—-Hadamard Inequality

In this chapter we give several refinements of the converses of the Jensen’s inequality
as well as of the Hermite-Hadamard inequality on time scales. We give mean value
theorems and investigate logarithmic and exponential convexity of the linear functionals
related to the obtained refinements. We also give several examples which illustrate
possible applications for our results. (See [36]).

7.1 Converses of Jensen’s inequality

To prove our main results we need the following lemma, which is a simple consequence
of [82, Theorem 1].

Lemma 7.1.1. Let ® be a convex function on I, x,y € I and p,q € [0,1] such that
p+q=1. Then

min{p, ¢} {CID(:U) + d(y) — 20 (x ; y)} (7.1.1)
< p®(2) + q2(y) — 2(pz + qy)
< max{p, ¢} {@(x) +(y) — 20 (9"’ ; y)] |

Throughout this chapter, we use the same notations as in Chapter 3.

Theorem 7.1.2. Assume f : € — [m, M] is A-integrable, where [m,M] C I, and
h: & — R is nonnegative A-integrable such that La(h) > 0. If ® is a convex function
on I, then

O(M) — I (f, h> §s, (7.1.2)



where

F_ L |f=(m+ M)/ _ m+ M
f—§— U —m , 0p =P®(m)+ d(M) -2 5 . (7.1.3)
Moreover, if ® is concave then inequalities in (7.1.2) hold in reverse order.
Proof. Let the functions p, q : [m, M| — R be defined by
M—x x—m
= = , 1.4

For any z € [m, M] we can write

O(z) = D (]\]\j__;m + A”;__’ZM) = ®(p(z)m + q(z) M).

Suppose ® is convex. By Lemma 7.1.1, we have

(x) < p(x)(m) + ¢(2)2(M) — min{p(z), ¢(x)} (‘1><m> +®(M) — 20 (m : M)) |

Since )
min{z, y} = (= +y — |z — ),
by replacing x with f(s), for s € £, we obtain
O(f(5)) < p(f()®(m) +q(f()®(M) — f(5)da (7.1.5)
where the function f is defined on & by

F(s) :%_ |/ (s) —M(ﬂz;M)/%

Since h is nonnegative A-integrable and La(h) > 0, multiplying (7.1.5) by h, applying
integral and then dividing by La(h), we obtain

La(®(f).h) < La(p(£), )®(m) + La(a(f), W)O(M) = La (F.h) oo,

from which (7.1.2) follows. If ® is concave, the reverse inequality in (7.1.2) holds
immediately by using the fact that if ® is concave then —® is convex. O]

Remark 7.1.3. Theorem 7.1.2 gives refinement of Theorem 3.3.2 as under the required
assumptions we have

Ta (f,h) 5 > 0.
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Theorem 7.1.4. Assume ® € C(I,R) is convex and f : € — [m, M| is A-integrable
with [m, M] C I. Also, let h : £ — R be nonnegative A-integrable such that La(h) > 0.
Then

La(®(f).h) — @ (Lalf.1) (7.0.6)
M—z T —m — ~

< max {M —D(m) + ——— (M) — q)(x)} ~Ia (f,h) 5o

= max {o®(m) + (1 0)2(M) ~ 2(om + (1~ 0)M)} ~ La (f, h) S,

where f and g are defined in (7.1.3).

Proof. This is an immediate consequence of Theorem 7.1.2. The identity follows from
the change of variables o = (M —x)/(M —m), so that for x € [m, M| we have o € [0, 1]
and x =om + (1 —o)M. O

Remark 7.1.5. Arguing as in Remark 7.1.3, (7.1.6) is a refinement of (3.5.1).

Theorem 7.1.6. Assume ® € C(I,R), f : € — [m,M] is A-integrable, where
m,M] C I, and h : € — R is nonnegative A-integrable such that La(h) > 0. If
® is convex, then

La(®(f),h) — @ (fa(ﬁ h))
< —— m{’m+M—EA(f,h)‘+EA(‘m+M—f‘ )}54,, (7.1.7)

where dg is defined in (7.1.3). Moreover, if ® is concave then (7.1.7) holds in reverse
order.

Proof. Let the functions p,q : [m, M] — R be defined as in (7.1.4). Then for any
x € [m, M| we can write
®(z) = @(p(x)m + q(z)M).

Since La(f,h) € [m, M], the above equation implies that
® (La(f, k) =@ (p (La(f,h)) m+q (La(f, k) M) .

Suppose P is convex. By Lemma 7.1.1, we get

& (La(f, k) > p (La(f,h)) ®(m) + q (La(f, h)) ®(M) (7.1.8)
—max {p (La(f,h)).q(La(f,h))} 0o
=p (La(f,h)) @(m) +q (La(f, h)) ®(M)
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1 [(m+M)/2—La(f,n)|
RNV AT

Again by Lemma 7.1.1, we get

O(f) < p(f)®(m) + q(f)2(M) — min{p(f), ¢(f)} e,

which implies that

La(®(f), h) < La(p(f), h)2(m)
(min{p(f), ¢
(f. 1)) ®(m) + q (La(f, 7)) 2(M)

+ La(q(f), h)®(M) (7.1.9)
—La (f

p(Ia

{ La(lf - m+M)/2],h)}5¢'

)} h)da

M—-—m

Now, from inequalities (7.1.8) and (7.1.9) we get desired inequality (7.1.7). If ® is
concave, the reverse inequality in (7.1.7) holds immediately by using the fact that if ¢
is concave then —® is convex. O

Corollary 7.1.7. Let all the assumptions of Theorem 7.1.6 be satisfied. If ® is convex,
then

LA(®(f),h) — @ (La(f,h)) < {1+ Ml_ ’m+M

2 = La(f, h)‘}&p. (7.1.10)

Moreover, if ® is concave then (7.1.10) holds in reverse order.

Proof. Since

1 m+M fl < 1,
M —m 2 2
we have . v .
- m +
L — h) <=
M—m < 2 ur ) =2
Now inequality (7.1.10) directly follows from Theorem 7.1.6. O

Theorem 7.1.8. Assume ® : [m, M| — R is a differentiable function such that ®' is
strictly increasing on [m, M]. Suppose f : €& — [m, M| is A-integrable and h : € — R
is nonnegative A-integrable such that La(h) > 0. If f and dg are defined as in (7.1.3),
then

La(®(f),h) < A+ ® (La(f,h)) — Ia (f, h) 5o (7.1.11)
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holds for some X\ satisfying 0 < A\ < (M — m)(v — ®'(m)), where v = (®(M) —
®(m))/(M —m). More precisely X may be determined as follows: Let T be the unique
solution of the equation ®'(x) = v. Then

A=®(m)—&(%)+v(T —m)
satisfies (7.1.11).

Proof. By Theorem 7.1.4, we have

La(@(f),h) = @ (Ta(f, 1)) < max gle) = La (F.h) 6

x€[m,M]
where M
-z r—m
= () O(M) -
o) = () + - B(M) — B(x)
Then

g (z) =v—2'(x),

which is strictly decreasing on I with ¢'(z) = 0 for a unique & € I. Consequently g(x)
achieves its maximum value at x = Z. Hence the result follows. O

Remark 7.1.9. Theorem 7.1.8 gives refinement of Theorem 3.5.2.

Corollary 7.1.10. Suppose f : € — [m, M] is A-integrable such that [m, M| C (0, c0)
and h : € — R is nonnegative A-integrable such that La(h) > 0. Then

exp (5 (M/m))

La(f,h) < exp (La(log f, 1)) T (7.1.12)
[(m + M)2/amM]Ea(R)
where S(-) is Specht ratio and f is defined in Theorem 7.1.2.
Proof. This is a special case of Theorem 7.1.8 for & = —log. In this case (7.1.11)
becomes B B o
~Tallog f,h) < A—log(Ta(f. 1)) = La (Fh) 6 sg.
ie.,
zA(fv h) < eXp (zA(lOg f7 h) + A= EA (.f: h) 5—log>
— exp A
— exp (La(log f,h) —— ,
exp (La (1) 6-10c)
where
M M)?
5_1Og:—logm—logM+2logm+ zlogm

AmM
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logm —log M _ 1 M—m
p=—o o ==
M—-m v logM —logm

and

A= —logm+v(T —m)+logZ = log (M/m)m/(Mimi =S <M> :
elog (M /m)™ M=m)
where S(+) is Specht ratio defined by
/(@)
= Jlogal/@ T’ € (0,00) \ {1}.
Considering all this we obtain (7.1.12). O

Corollary 7.1.11. Suppose f : £ — [m, M| is A-integrable such that [m, M| C (0, 00)
and h : € — R is nonnegative A-integrable such that La(h) > 0. Then

S(a)

La(f,h) <exp (La(log f, 1)) + %s (%) (7.1.13)

- zA(an h)(m + M —2v mM)v
where S(-) is Specht ratio and fy is defined by

o ‘logf—log\/mM‘

2 (7.1.14)

2 log M — logm

Proof. This is a special case of Theorem 7.1.8 for & = exp and f = log f. In this case
(7.1.11) becomes

ZA(GXP log fv h) <A+ exp (ZAOOg f7 h)) - ZA(.];% h)(;expa

where
1 log M
dexp = €xplogm + explog M — 26Xp% —m4+M—2 /mM_,
M—m _— | M—m
V= —logv = lo
log M — logm’ T8 glogM—logm
and
A =explogm + v(z —logm) —exp &
+ M —m 1 M—m l |
—m 0 —logm —
log M — logm glog]\J—logm &
M —m M
- " g(=).
log(M/m) m
Considering all this we obtain (7.1.13). 0
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7.2 Improvements of the Hermite—-Hadamard in-
equality
If & is continuous in Theorem 7.1.2, then by combining this theorem with the Theo-

rem 3.2.2, we obtain the refinement of the generalized Hermite-Hadamard inequality
(3.3.3). In the following two theorems we give improvements of Theorem 3.3.5.

Theorem 7.2.1. Assume f : € — [m, M] is A-integrable, where [m, M| C I, and
h : €& — R is nonnegative A-integrable such that La(h) > 0. Moreover, let p,q be
positive numbers such that p+ g > 0 and

— pm + qgM
La(f,h) =——
a(fh) = 22

holds. If ® is a convex function on I, then

cI)(pTrH—qM
pP+q

p®(m) + q®(M)
pP+aq

IN

) < La(®(f),h) —La (f, h) do, (7.2.1)

where f and 6o are defined as in (7.1.3). Moreover, if ® is concave then inequalities
in (7.2.1) holds in reverse order.

Proof. The first inequality in (7.2.1) follows from Theorem 3.2.2 and the second one
follows from Theorem 7.1.2. O]

Theorem 7.2.2. Assume f : € — [m, M] is A-integrable, where [m, M| C I, and
h : €& — R is nonnegative A-integrable such that La(h) > 0. Moreover, let p,q be
positive numbers such that p+ q > 0 and

M M —
= M, 0<y< m min{p, ¢} (7.2.2)
Ptq +4q

ZA(f: h)
holds. If ® is a convex function on I, then

¢(@§£¥>szMMﬁw>

< pq’(m;i‘f(M) ~ 2L (fi.h) (ptb(m])?:(f](l)(M) y (p—”;iqu» . (7.2.3)

where

= 1L |f—(pm+qM)/(p+q)
fi=s- 5 . (7.2.4)

Moreover, if ® is concave then (7.2.3) holds in reverse order.
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Proof. The first inequality in (7.2.3) follows from Theorem 3.2.2. By using (7.2.2), we
have B B
m < La(f,h) —y < La(f,h) +y < M.

Suppose my = La(f,h) —y and My = La(f,h) + v, then

La(f.h) = LA(fah)_y;‘ZA(f,h)—i—y _ mlng‘

Now by Theorem 7.2.1 with p = ¢ = 1, we obtain

Ta@()h) < O(La(f.h) —y) ;r O(La(f.h)+y)

~La (F1.h) (@ (Talf:h) = ) + @ (Ta(f. 1) +y) =20 (Ta(f. 1))

= (1 — 2L (f1,h>) ® (La(f,h) - y) ;r<I> (Za(f,h) +y)

49T (fl, h) ® (La(fh)) .

Suppose ® is convex. By Theorem 3.3.2, we get

B (Talfih) —y) < LA W) ) | Eathh) Z = mgy
0 (Ta( ) +o) < QA TN g ) TaD 22y
Hence
® (La(f, h) —y) —;@(LA(f,h)er) - MXIL_AErJ:,h)(I)(m)Jr LAE\?ﬁ)n:mq)(M)'

If p and ¢ are any nonnegative numbers such that (7.2.2) holds (observe that they are
different from those we started with), we obtain

® (La(fh) —y) + @ (La(f.h) +y) _ p2(m) + (M)
2 - pta

Considering all this and the fact that 1 — 2La ( fl, h) > 0, we deduce

La(®(f), h) < (1-2EA <f1,h>>pq)( m) + qq)(M) +92TA <f1, ) (Za(f.h))

_ p®(m) +¢2(M) f [p m) +q®(M) o (pm+qM>}
p+yq b p+yq p+yq ‘

If @ is concave, the reverse inequality in (7.2.3) holds immediately by using the fact
that if @ is concave then —® is convex. O]
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From (7.2.3) easily follows a Hammer-Bullen type inequality for multiple Lebesgue
A-integral.

Corollary 7.2.3. Let all the assumptions of Theorem 7.2.2 be satisfied. If ® is convex,
then

(1- 2T (£.1)) {p‘I)(m;i qq‘”M ) —IA(fb(f),h)}

> 9T (i) {EA@(]”), h) — @ (%)] . (7.2.5)

Moreover, if ® is concave then (7.2.5) holds in reverse order.

Proof. 1t follows directly from Theorem 7.2.2. O

Remark 7.2.4. We can also prove all the results of this section by using the fact that
time scales integral is an isotonic linear functional. Using Theorem 3.1.8, Theorem
7.1.2 follows from [72, Theorem 12]; Theorem 7.1.4 follows from [72, Theorem 13];
Theorem 7.1.6 follows from [91, Theorem 8]; Corollary 7.1.7 follows from [91, Theorem
6]; Theorem 7.1.8 follows from [72, Theorem 14]; Corollary 7.1.10 follows from [72,
Corollary 2]; Corollary 7.1.11 follows from [72, Corollary 3]; Theorem 7.2.1 follows
from [73, Theorem 5]; Theorem 7.2.2 follows from [73, Theorem 6] and Corollary 7.2.3
follows from [73, Corollary 1].

7.3 Mean value theorems

We assume throughout this section and the next section that f : &€ — [m, M] is A-
integrable and h : £ — R is nonnegative A-integrable such that La(h) > 0. If ® :
I — R is such that [m, M] C I and ®(f) is A-integrable, then motivated by Theorems
7.1.2, 7.1.6, and Corollary 7.1.7 we define the linear functionals Ja;, ¢ € {1,2,3}, by

+EA<f,h)—m T

Tnl®) ="

Ta2(®) = @ (La(f.h)) — La(®(f). )

1 {‘mJ;M_ZA(f,h) +ZA(’(m+M)/2—f’7h)}5q>7 (7.3.2)
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Tas(®) = @ (La(f,h)) — La(®(f),h)

1 1 m+M -
+{§+M—m‘ 5 —LA(f,h)’}(5¢, (7.3.3)

where f and dp are defined in (7.1.3). If p,q and f1 are as in Theorems 7.2.1 and 7.2.2,
we define linear functionals Ja4 and Jas by

p®(m) +q2(M) — 7 (f
Tna(®) = pa —TA(®(f),h) — T ( 7 h) So, (7.3.4)
Tas(®) = p@(m;:qfw ) Ta@(r).n)
— [z p®(m) + q®(M) pm + qM
YN (fl,h)( P — (W)) (7.3.5)

If ® is additionally continuous and convex on I, then by using Theorem 7.1.2, Theorem
7.1.6, Corollary 7.1.7, Theorem 7.2.1 and Theorem 7.2.2, respectively, we have

jAz((I)> Z Oa (NS {172737475}'

Theorem 7.3.1. Assume ® € C?*(I,R), where [m, M) C I. Then there erists & €
[m, M|, i € {1,2,3,4,5}, such that

Ta(@) = @"é&)

in((I)O)7 (S {17273747 5} (736)
where ®y(x) = 2.

Proof. We give a proof for the functional Ja;. Since ® € C?(I) there exists @,, P* € R
such that
¢, = min ®"(z) and P = max P"(x).

x€[m,M] z€[m,M)
Let
OB P, ,
o1(r) = Z2° = @(x) and  ¢o(z) = B(z) — o’

Then ¢, and ¢, are continuous and convex on [m, M|, and we have

TIar(d1) 20, Tai(dz) >0,
which implies

D, P*
7JA1((I)0) < Iar(P) < 7]A1(®0)~
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If Ja1(Pg) = 0, there is nothing to prove. Suppose Ja1(®Pg) > 0. Then we have

P, < 2‘7A—1(®) <
JIa1(Po)
Hence, there exists £ € [m, M| such that
2 )
jAl( ) — @//(gl)’
TIa1 (Do)
and the result follows. O

Theorem 7.3.2. Assume ®, ¥ € C%*(I,R), where [m,M] C I. Then there exists
& € m, M|, i €{1,2,3,4,5}, such that

Tni®) _ (&)
Tad¥) ~ UI(E)

i€{1,2,3,4,5}, (7.3.7)

provided that the denominators in (7.3.7) are nonzero.

Proof. The proof is similar to the proof of the Theorem 6.2.9. O

"

Remark 7.3.3. If the inverse of the function ST exists, then (7.3.7) gives,

& = (%) h (ﬁg) ., i€{1,2,3,4,5}.

7.4 Exponential convexity and logarithmic convex-
ity

Now we study the log-convexity, n—exponential convexity and exponential-convexity of
the functionals Ja;, i € {1,2,3,4,5}, similarly as in Section 6.4.

Theorem 7.4.1. Let J be an interval in R and I be an open interval in R. Assume
Q={®, : p e J}is a family of functions ®, : I — R such that ®,(f) is A-
integrable. Suppose the function p « [xo, 21, xa; P,] is n—exponentially convex in the
Jensen sense on J for every choice of mutually different numbers xg, x1,x9 € I. Then
p = JIni(®,), i € {1,2,3,4,5}, is an n-exponentially convexr function in the Jensen
sense on J. If the function p — Jni(®,), i € {1,2,3,4,5}, is also continuous on J,
then it is n—exponentially convex on J.

Proof. The proof is similar to the proof of Theorem 6.4.1. O
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The following corollary is immediate consequence of Theorem 7.4.1.

Corollary 7.4.2. Let J be an interval in R and I be an open interval in R. Assume
Q={®, : p e J}is a family of functions ®, : I — R such that ®,(f) is A-
integrable. Suppose the function p — [xo,z1,29;P,] is exponentially convex in the
Jensen sense on J for every choice of mutually different numbers xg, x1,x9 € I. Then
p = JIni(®,), i € {1,2,3,4,5}, is an exponentially convex function in the Jensen sense
on J. If the function p — Jai(®,), i € {1,2,3,4,5}, is also continuous on J, then it
1s exponentially convex on J.

Corollary 7.4.3. Let J be an interval in R and I be an open interval in R. Assume
Q={®,: pe J}isa family of functions ®,: I — R such that ,(f) is A-integrable.
Suppose the function p — [xg, 21, T2; ®,| is 2-exponentially convex in the Jensen sense
on J for every choice of mutually different numbers xq,x1,x9 € I. Then the following
statements hold:

(i) The function p — JTai(®,), ¢ € {1,2,3,4,5}, is 2-exponentially convex in the
Jensen sense on J.

(i) Ifp = Jai(®,), i € {1,2,3,4,5}, is continuous on J, then it is also 2—exponentially
convex on J. If p — Jpni(®,), i € {1,2,3,4,5}, is additionally strictly positive
then it is also log-convex on J.

(ili) If p = Tni(P,), i € {1,2,3,4,5}, is strictly positive differentiable function on J,
then for p <wu, q <w, p,q,u,v € J, we have

Mp,q(jAhQ) S Mu,v(jAhQ)y 1€ {1a273747 5} (741)
where )
( R
in((I)p>> pma .
( Tni(®y) ; p# G
pvQ( A ) d_ijl((Dp) ( )
exp | ———— |, = q.
p in(@p) b=q
\
Proof. The proof is similar to the proof of Corollary 6.4.3. m

Remark 7.4.4. Note that the results from Theorem 7.4.1, Corollary 7.4.2 and Corollary
7.4.3 still hold when two of the points xg, 1,22 € I coincide, for a family of differen-
tiable functions ®, such that the function p — [x¢, 1, 22; ®,] is n—exponentially convex
in the Jensen sense (exponentially convex in the Jensen sense, log-convex in the Jensen
sense), and furthermore, they still hold when all three points coincide for a family
of twice differentiable functions with the same property. The proofs are obtained by
recalling Remark 2.1.7 and suitable characterization of convexity.
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Example 7.4.5. Consider the family of functions
M ={k,: R—=10,00); peR}

defined in Example 6.5.1. Then by using Corollary 7.4.2 we conclude that p
JIni(kp), © € {1,2,3,4,5}, are exponentially convex in the Jensen sense. It is easy
to verify that these mappings are continuous, so they are exponentially convex.

For this family of functions, M, ,(Ja:, ), i € {1,2,3,4,5}, from (7.4.2) becomes

(<%§%D;i p# G

My o(Tnis 1) = ¢ exp (%‘:,;p) - %) , p=q#0;
i(Kp

ox in(id : /io) — =0
\ p —3JAi(/€o) ) pP=q )

and by (7.4.1) it is monotonous function in parameters p and ¢. Using Theorem 7.3.2
it follows that for i € {1,2,3,4,5},

Np,q(inu Ql) — 10g Mp,q(u7Ai7 Ql)

satisfy W, ,(Tai, 1) € [m, M| which shows that 8, ,(Ja;, £21) are means (of the function
f). Note that by (7.4.1) they are monotonous means.

Example 7.4.6. Consider the family of functions
Qo ={B,: (0,00) = R; p R}

defined in Example 6.5.2. Arguing as in Example 7.4.5, we have p — Jai(B,), @ €
{1,2,3,4,5}, are exponentially convex. In this case M, ,(Ja:, ), i € {1,2,3,4,5},

from (7.4.2) becomes
( in(ﬁp)) = ,
(35@; : P#G

exp ( 1—-2p _ in(@ﬁO)
pip—1)  Jai(Bp)

),pzq#ﬁh
Mp,q(in? QZ) =

_ jm(ﬁ%)) N
exp (1 _2jAZ</60> ; pP=4g= Oa
ol _1_ in(ﬁoﬁﬂ) -

( ¢ p( ! 2T6i(B1) ) p=a=1
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As Jni, i €{1,2,3,4,5}, is positive, by Theorem 7.3.2 for & = 3, € Qy and ¥ = g, €
g, there exists & € [m, M], i € {1,2,3,4,5}, such that

(&)= JailBy) € {1,2,3,4,5}.

a in(ﬁqY

Since the function & — (&)P79, i € {1,2,3,4,5}, is invertible for p # ¢, we have

m < (ﬁ—ggﬁ)_ <M, ie{1,2,3,4,5}.

Also My, ,(Tai, 22),7 € {1,2,3,4,5}, is continuous, symmetric and monotonous (by
(7.4.1)), shows that M, ,(Jai,Qa), i € {1,2,3,4,5} is a mean (of the function f).

Example 7.4.7. Consider the family of functions
Q3 = {’Yp : (07 OO) - (O’OO) T pe (07 OO)}
defined in Example 6.5.3. For this family of functions M, ,(Ja:, ), @ € {1,2,3,4, 5},

from (7.4.2) becomes

1

( jAz‘(’Vp)) P=q .
(—jm(,yq) ; P# G

Mp,q(jAthi) = exp <—jm(id : 'Yp) . 2 ) , p=q#0,1;
pIni(Mp) plnp

exp (_QJAi(id : 71)) p=g=1
\ 3Tai(m) ’ ’

and by (7.4.1) it is monotonous function in parameters s and ¢. Using Theorem 7.3.2,
it follows that for i € {1,2,3,4,5},

Rpq(Tni $23) = —L(p, q) log M ¢(Tai, 2s)
satisfies N, ,(Jai, 23) € [m, M], which shows that X, ,(Jai, 23) is a mean (of the func-
pP—4q

tion f). Here L(p, q) is the logarithmic mean defined by L(p, q) = [T
ogp — logyq

D # 4,
L(p,p) = p.
Example 7.4.8. Consider the family of functions

Q={,: (0,00) = (0,00): pe(0,00)}
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defined in Example 6.5.4. For this family of functions, M, ,(Ja:,?), i € {1,2,3,4,5},
from (7.4.2) becomes

(

(‘;Z—Egg)plt], pF# G

o (_ Tailid-5,) 1) I
L 2\/]_9\7AZ<5])) p 7 ’

Mp,q(jA% Q4) —

and it is monotonous function in parameters p and ¢ by (7.4.1). Using Theorem 7.3.2,
it follows that for i € {1,2,3,4,5},

Npﬂ(jﬁl'? Q4) = _(\/5 + \/a) lOg Mp,q(s7Ai> 94)

satisfies N, ,(Jai, $24) € [m, M], which shows that X, ,(Ja:, Q24) is a mean (of the func-
tion f).
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Chapter 8

Cauchy Type Means and
Exponential and Logarithmic
Convexity for Superquadratic
Functions

In this chapter we define positive functionals by using the Jensen’s inequality, converse
of Jensen’s inequality, and Jensen—Mercer’s inequality on time scales for superquadratic
functions. We give mean-value theorems and introduce related Cauchy type means by
using the functionals mentioned above and show the monotonicity of these means. We
also show that these functionals are exponentially convex and give some applications
of them by using the log-convexity and exponential convexity. (See [34]).

8.1 Mean value theorems

Under the assumptions of Theorems 3.6.2, 3.6.13 and 3.6.16, we define functionals
\7‘1/7\7\117 and \7‘11 by

Jv z/ U (f(u) -V ( f(u) — % ) (8.1.1)
—(b—a)¥ (fabfﬁtlm> |

~ b
T = (b— a)(T(m) + T(M)) _/ W(F(E)AL — K (8.1.2)

[ rwar),
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= M(b—a)— [T f()AL IPF) AL —m(b - a)
Ju = M—m Y(m) + M—m

—/b\I/(f(t))At—R.

U (M) (8.1.3)

From the inequalities (3.6.1), (3.6.9), and (3.6.11), it is clear that, subject to the
relevant assumptions, Jy, Jy, and Jy are nonnegative.
In the sequel, we consider the function ¥ € C'((0,00),R) defined as in (2.3.2).

Theorem 8.1.1. Let a,b € T. Suppose f € Cia([a,b)r,[0,00)) and ¥ € C'([0,00), R)
is such that ¥(0) =0 and ¥ € C*((0,00),R). Then

e¥"(e) — ¥'(0)
02
holds for some o > 0, provided that Jy, # 0, where V3 is defined in (2.3.4).

Jv =

T, (8.1.4)

Proof. Define _, _,
., := inf W(z) and " := sup W (z).

x€(0,00) 2€(0,00)

Case 1: Suppose

—; —/
U T i M) g

Then
2V (x) — ¥'(x)

xr2

P, < <y* forall z>0. (8.1.5)

Hence by Lemma 2.3.5, ¥; and 9 defined in (2.3.3) are superquadratic. By Theorem
3.6.2, we have Jy,, Jy, > 0. Thus, since Jy, = ¥* Ty, — Jo and Ty, = Ty — Y Tws,

we obtain

UuTuy < Jv <" Ty, (8.1.6)
Now, (8.1.5) and (8.1.6) imply that there exists some ¢ > 0 such that (8.1.4) holds.
Case 2: Suppose

1, = min ﬁl(x) and " # max W/(x)

:136(0,00) 176(0,00)
In this case, ¥, is strictly superquadratic. Therefore Jy, > 0 and Jy, > 0. Hence

v, < @) _ V@) e (8.1.7)

T

and thus
VT, < Jv <" T, (8.1.8)
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Now, (8.1.7) and (8.1.8) imply that (8.1.4) holds for some p > 0.
Case 3: Suppose
1y # min @l(x) and Y = max @,(x)
x€(0,00) xz€(0,00)
In this case, ¥, is strictly superquadratic. The rest of the proof is analogous to the
proof in Case 2.
Case 4: Suppose
¥, # min U(z) and ¢*# max U (z).
z€(0,00) x€(0,00)
In this case, 97 and 15 both are strictly superquadratic. The rest of the proof is
analogous to the proof in Case 2.

In the case where * = oo (i.e., T is not bounded above) and v, exists, using just

9, we obtain
" 0y

22
in the case of minimum, and strong inequality in the case where 1), is infimum. The
rest of the proof is as above. The remaining cases can be treated analogously. O]

Theorem 8.1.2. Let a,b € T and f € Cq([a,b)r, [0,00)) such that Ty, # 0. Suppose
U, ® € CH[0,0),R) are such that ¥(0) = ®(0) = 0 and ¥, ® € C*((0,00),R). Then
there exists some o > 0 such that

Jv _ 09"(0) — ¥'(0)
Je  0®"(0) = (e)
holds, provided that the denominators in (8.1.9) are nonzero.
Proof. Define x € C([0, ), R) by
X(x) = TJoV(z) — JuP(z) for z>0.

Then Y € C'((0,00),R), x(0) = 0, and J, = 0. Therefore, by using x instead of ¥ in
Theorem 8.1.1, we obtain that there exists ¢ > 0 such that

0= 0x"(0) — X'(0) = Ta(09"(0) — V'(0)) — Tu(0®"(0) — D'(0)),

(8.1.9)

from which (8.1.9) follows. O
Remark 8.1.3. In Theorem 8.1.2, let
o —_
Glo) = 2 ”(9) /(@)
0®"(0) — ®'(0)
and suppose G is invertible. Then we obtain another mean defined by
(T
(%)
¢ T
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Theorem 8.1.4. Let a,b € T. Suppose f € Cia([a,b)r, [m, M]), where 0 <m < M <
00, and ¥ € C([0,00),R) is such that ¥(0) =0 and ¥ € C((0,00),R). Then

» y T .
Fo =12 (Q)QZ ) T, (8.1.10)

holds for some o > 0, provided that .7\1,3 # 0.

Proof. The proof is analogous to the proof of Theorem 8.1.1, where, instead of using
Theorem 3.6.2, we apply Theorem 3.6.13 to vy and ¥,. O

Theorem 8.1.5. Let a,b € T and f € Cu([a,b)r, [m, M]), where 0 < m < M < oo,
such that Jy, # 0. Suppose ¥, ® € C'([0,00),R) are such that ¥(0) = ®(0) = 0 and
U, ® e C((0,00),R). Then there exists some ¢ > 0 such that

Juv _ 09"(0) — ¥'(0)
Js  09"(0) — (o)

holds, provided that the denominators in (8.1.11) are nonzero.

(8.1.11)

Proof. The proof is analogous to the proof of Theorem 8.1.2, where, instead of using
Theorem 8.1.1, we apply Theorem 8.1.4 to y. O]

Remark 8.1.6. In Theorem 8.1.5, let

5 0¥"(0) — V(o)
N = )~ (o)

and suppose G is invertible. Then we obtain another mean defined by

| To
= g 1 —_— .
’ (J)

Theorem 8.1.7. Let a,b € T. Suppose f € Cya([a,b)r, [m, M]), where 0 <m < M <
o0, and ¥ € C'([0,00),R) is such that ¥(0) =0 and ¥ € C'((0,00),R). Then

. Nl Y -
Jv = ¢ (Q)QQ (Q)jlllg (8.1.12)

holds for some o > 0, provided that j% £ 0.

Proof. The proof is analogous to the proof of Theorem 8.1.1, where, instead of using
Theorem 3.6.2, we apply Theorem 3.6.16 to ¥; and 9. n
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Theorem 8.1.8. Let a,b € T and f € Cia([a,b)r, [m, M]), where 0 < m < M < oo,
such that Ju, # 0. Suppose W, ® € C'([0,00),R) are such that ¥(0) = ®(0) = 0 and
U, d e C(0,00),R). Then there exists some ¢ > 0 such that

Ju _ 0¥"(0) — ¥'(0)
Jo  02"(0) — ¥'(0)

holds, provided that the denominators in (8.1.13) are nonzero.

(8.1.13)

Proof. The proof is analogous to the proof of Theorem 8.1.2, where, instead of using
Theorem 8.1.1, we apply Theorem 8.1.7 to y. O]

Remark 8.1.9. In Theorem 8.1.8, let

_ o¥"(0) — V(o)
0®"(0) — ®'(0)

and suppose G is invertible. Then we obtain another mean defined by

o (Tw
ng ! - .
<J<I>>

8.2 Generalized means

G(o)

Firs we recall the definition of generalized means for Cauchy A-integrals (see Definition
4.2.1).

Definition 8.2.1. Let a,b € T. Let o € C(I,R) be strictly monotone, where I C R is
an interval. If f € Cyq([a,b)r, I), then the generalized mean of f is defined by

Mo (f) =a~! (fa (abO_fgtW) | (8.2.1)

provided that (8.2.1) is well defined.

Theorem 8.2.2. Let a,b € T and f € Cyxy([a,b)r,[0,00)). Suppose that o, B,y €
C?([0,00),R) are strictly monotone such that

aor L ForTeCH(0,00,R) and (aoy)(0)=(Foy7)(0) =0,

If

J2(vo f)(t)At

o) N\ L (e nwan’

b—ap 7"

(y o f)(u) -

[ eenrw-
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a(Ma(f)) — a(Ma (v (v 0 f) =7 () — (M, (f))
BMs(f) = BEM(y (v o f) = vO(FD)) — B, (/)
(" (€)' (¢) — &' ({)V"(¢ '(Q0(©)* (8.2.2)
BV () = B(OV"(C -

) —«
) =8O ((©)?
2.

holds for some ¢ € f([a,b)r), provided that the denominators in (8.2.2) are nonzero.

Proof. Replace the functions f, ¥ and ® in Theorem 8.1.2 by yo f,aoy~! and foy 1,
respectively, so there exists some ¢ > 0 such that

a(Ma(f)) — a(Ma (v ((v o f) = ~y(

BMs(f)) = BO(yH([(v o f) — (M

_ o@"(H (@) (v () — /(v 1(@
o(B" (v @) (v (e) = B'(v (e

By putting 77 !(0) = ¢, there exists some

0))) — /(7)) (v'(v"(0))’
) =B (e) (Y (v He))*

([a,b)r) such that (8.2.2) holds. O

I
m
=

Remark 8.2.3. In Theorem 8.2.2, let

1(Q)(@" (€)Y (¢) — (O"(¢)) — (O (V'(€))*
(B (€) = B (O"(Q)) = B () (€))?

and suppose F is invertible. Then, since ( is in the image of f, we obtain a new mean
defined by

71 <a(9ﬁa(f)) — oMo (v (v o f) = (M, () — Oz(fmw(f))>
BONs(f)) = BEMs(y(I(y o f) = v, (MD)) = BON(f)) )

F(¢) =

Now we recall the definition of generalized power means for Cauchy A-integrals (see
Definition 4.3.1).

Definition 8.2.4. Let a,b € T and f € Cq([a,b)r, ), where I C R is an interval. If
r € R, then the generalized power mean of f is defined by

INEOIAY

b—a ’ r#0,
m, () = (323)

b
exp (—fa logf(t)At> , r=0,
b—a

provided that (8.2.3) is well defined.
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Corollary 8.2.5. Let a,b € T and f € Cu([a,b)r, I) be positive. Suppose r,1,s > 0

are such that r # 1, r # 2s, | # 2s, and
3
3 (fcf’ fS(t)At>
Ay — # 0.

/ab (fgs(u) . b=y

M (f) = My (Lf* = M(F)|+) = M) _ r(r —25)
MY (f) — MY(|f* — M(F)]+) = ML(f) LT —=29)

holds for some ¢ € f([a,b)r), provided that the denominators in (8.2.4) are nonzero.

ey - 20

Then
¢ (8.2.4)

Proof. Equation (8.2.4) directly follows from Theorem 8.2.2 by taking a(x) = z", f(z) =
z! and v(z) = 2* in Theorem 8.2.2. O

Remark 8.2.6. From Corollary 8.2.5, since ¢ € f([a,b)r), we obtain a new mean defined
by

1
M f) (zu = 25) M) — M (12 = M()]*) fm’”(f))
7l - )
r(r—2s) M(f) — M| = M(f)]+) — ML(f)
where 7,1, s > 0, r # 2s, | # 2s. We can extend these means to the limiting cases. To
do so, let r,1, s > 0. We define

[s] o P _ Q(Z — S)

My (f) = exp <@ —l(l—23)) , 1 +#2s,

ML) =M =0 (o) o 12
[s] B Q1

9‘)?2‘9,25(.10) = &Xp (2_P1 - Z) ;

where P, (), P, and (), are

P :b%/ £t Tog F(£)AL — M () log M. (f)

- 10 - s - )l
Q=) - D) (),
Pi=r / fQS(t) log f(£) At — 92 (f) Tog ()

(NP log |f*(t) — M(f)|At,
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Q1 =73—

b
: /st )(log f(£))*At — M* () (log M (f))*
b—a / |F*(t) 2 (log | £5(t) — M3(f)])* At.

Theorem 8.2.7. Let a,b € T and f € Cu([a, b)T, [m, M]), where 0 < m < M < oc.
Suppose a, B,y € C([0,00),R) are strictly monotone such that

aoy !, Bonyt € C((0,00),R) and (aoy™')(0)=(Boy")(0)=0.

If
= )((m)* + GO0~ [ (e pi 0
= =) (sm) 500 - 5= [ nioae)
2 b 5
- e |, o DO =2 m)6On - (e i)
HO() = (ro HON( 0 1)(E) — (m))°] A
b b 3
- [ nw - 5= [e poat suzo
then
Wa = X — 7 J,lo(t) (@ 0y 1)(h(t)) h(t)(@ o) (a(t)]At - Z,
Wy — X — 2 [7o()(5 01 (b)) + H(1)(F o7 ) (a(0)]A — 2
| OO - () - O 525
OO0 — A0 — FOTOR

holds for some ¢ € f([a,b)r), provided that the denominators in (8.2.5) are nonzero,
where

Wa = a(m) + a(M) — a(Ma(f)),
Xo = (a0 ) (v(m) + (M) — 490, (f))),

(o 7y _
Zo = a7 (00 ) =1 OLD), Y = s,

v(m)
g=(yof)—=v(m), b=v(M)—(yof)

Proof. Replace the functions f, ¥ and ® in Theorem 8.1.5 by vo f,aoy~! and foy 1,
respectively. The rest of the proof is analogous to the proof of Theorem 8.2.2. O
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Remark 8.2.8. In Theorem 8.2.7, let

and suppose F is invertible. Then, since ( is in the image of f, we obtain a new mean
defined by

§
|
22
|
h
a’
P
~
S—
~~
)
2
L
N—
—~
Ny
—~
~
S—
S—
_|_
N}
—~
~~
=
O
\QI
S—
—~
©
—~
~
N—
=
o>
~
|
N

Corollary 8.2.9. Let a,b € T and f € Cy([a,b)T, [m, M]), where 0 < m < M < oo.
Suppose r,1,s > 0 are such that r # 1, r # 2s, | # 2s, and

(b= a)(m® + M>) /b FEOAL— (b a) (ms b M- ! - /ab fs(t)At)3

a

T /Kﬁm—mthvmw

ms J,
+ww—ﬁ@mmw—mWhﬁ—/ £ () /fSZMzM%O
Then
We = X, = Vo9 0:) + D (0i05) = 2 rlr =29) 826

Wi— X, — Y,((glb2) + M (higs)) — 2z, U —25)

holds for some ¢ € f([a,b)r), provided that the denominators in (8.2.6) are nonzero,
where

W, =m"+ M —M(f), X, =(m"+ M —M(f))5,
1 2
7 — Tl £Ss s < V.= ——
r mr<|f ms(f” )7 s Ms _ms’

=fP=m’, by=M —J

Remark 8.2.10. From Corollary 8.2.9, since ¢ € f([a,b)r), we obtain a new mean
defined by

1

w—%ﬂm—&—nwﬂgb%Wﬁ%%»—%>”
r(r=28) - X, - Vimi(alnd) + M) -2 )

() (
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where r, 1, s > 0, r # 2s, | # 2s. We can extend these means to the limiting cases. To
do so, let r,1,s > 0. We define

) e (£ ML) vsn

where 13, @, P, and @1 are defined by
~ 1 b
P =m'logm + M'log M — b—/ fH(t) log f(t) At
1
- gXl log(m® + M* — M3(f))

(by_sa / 3, (£)62 (£) log (b, (1)) + b (g (1) log ()| At

/ 7(8) — M| log () — M)A,
Q =W, — Xl (Qﬁ (95 bS)"‘Sﬁl([’Jsgs ) — 2,
P, =m® logm + M* log M — m/a *(t)log f(t)At

1
— - Xa,log(m® + M* — (/)

(byj [ T (0082(0) 080, (0) + b, ()53(0) o (1))

e [ 1 - P s ) - 1,

Gy =m (1og m)? + M*(log M)’ —ﬁ [ 0 sy

— L X (log(m + M — M(f)))?

% [ 1809201 0080.(0) + 5. (02()Oor(a. ()

iy [ 1770 - Pl 70 -
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Theorem 8.2.11. Let a,b € T and f € Ci(la, b)T, [m, M]), where 0 < m < M < oc.
Suppose a, 3,7 € C*([0,0),R) are strictly monotone such that

aoy~l, BoyleCl(0,00),R) and (aoy )(0)=(Bor")(0)=0.

I
b
/ (0 )AL (YD) + (v(m)? + (M)y(m))
b
(b — @y (M)y(m) (7(M) + A(m)) — / (o £ (1) At
1 b 5
- = . (o DO =) 6On - (e i)
(M) — (v o D) 0 (E) —A(m))*] At £0,
then
(b—a)Ea — ["la(t) (@ oy~ (B() + B(t) (@ 0y~ (@()]AL — (b— a)F,
(b—a)Es — [la(t)(B o) (b(0) + 6(1)(5 o) (a(t)] A — (b a)F
_ AWV =007 () o OB gy
AOF O — BT (0) — BOMOR 2

holds for some ¢ € f([a,b)r), provided that the denominators in (8.2.7) are nonzero,
where g and b are defined as in Theorem 8.2.7 and

Eo = (y(M) = ~(9,(f)))e(m) + (v, () = ~7(m))a(M),
Fo = (v(M) = ~(m))a(Ma(f)).

Proof. Replace the functions f, ¥ and ® in Theorem 8.1.5 by vo f,avoy™! and Bo~y 1,
respectively. The rest of the proof is analogous to the proof of Theorem 8.2.2. [

Remark 8.2.12. In Theorem 8.2.11, let

F0) = W00 = (0r"(0)) = (O ()
HOEOV Q) =~ 7)) — B

and suppose F is invertible. Then, since ( is in the image of f, we obtain a new mean
defined by

= <<b — a)Ea — J,Ta(t) (a0 ") (b(1)) + b(t) (@0 v ) (a(t)] A — (b a>Fa> |
(b= a)Es — [/19(t)(8 07 1)(b(1) +6(1)(8 07 (@()IAL = (b~ a)F
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Corollary 8.2.13. Let a,b € T and f € Cq([a,b)r, [m, M]), where 0 < m < M < oc.
Suppose r,1,s > 0 are such that r # 1, r # 2s, | # 2s, and

/ FPOAL (M* +m* 4+ (Mm)*) — (b — a)(Mm)*(M* +m®) — / ) At

L) = me) (M = Fr(0)° + (M2 = A (0))(£ (1) —m*)*] At
Y e £0.

Then

1 1

bi) =M (big:) = Fr _ rlr —25) .y (8.2.8)
b

T 1
E - M(aln:) —miplgs) - 10729
holds for some ¢ € f([a,b)r), provided that the denominators in (8.2.8) are nonzero,
where g5 and by are defined as in Corollary 8.2.9 and
By = (M® = (f))m" + (M(f) —m)M",  F, = (M —m®)M(f).

Remark 8.2.14. From Corollary 8.2.13, since ( € f([a,b)T), we obtain a new mean
defined by

ME(f) = (l(z ~25) B, — M(glhi) - M(higl) - F>
rl - 11 11 )
r(r—=25) B oni(glni) — Mi(blgl) — K

where 7,1,s > 0, 7 # 2s, | # 2s. We can extend these means to the limiting cases. To
do so, let r,1, s > 0. We define

/\[S] - ﬁ . Q(Z — S)
My (f) = exp <5 m) , L #2s,

~ ~ 25@ -2
M (=M (f) =exp | —F— 1 2s,
Z,QS( ) 25,[( ) l(l B 28)P1 7é

where }A’, @\, 151 and @1 are defined by
P =(M* = 03(f))m' logm + (M3(f) — m*) M log M

— < | 90 ()10 (6,(6) + (0 (1) oaa, ()¢
M?® —m?

b
v RACITYION
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Q =E —M(a!hs) — M(hlgs) — F,
Py =(M® — 0 (f))ym* logm + (ME(f) — m*) M log M

1 b
—@fa/mxm<mwm»+wmwmmmmmt

it / 722 (1) 1o £ (1
Qu=(M° — m** (logm)? + (M3 (f) — m*)M* (log M)*

: /mxmowmw»>+w><m%mOWMt

_52(6—a
M= [ oion o)

8.3 Exponential convexity and logarithmic convex-

ity
Applying the functional Jy to the function ¥y defined in Lemma 2.3.6, we obtain
_ 1 "l Ji f(t)At
Ju, —m {/a [f (w) — | f(u) — — Au (8.3.1)
IIONAY
—(b—a) (ﬁ) }, 52
and
@23{/U%ﬂ%ﬂw (83.2)
SO " F(t)At
_‘f<u>_ fabe)CL 10g|f('LL)— fabfi)a

(/f At) og(ff—>}.

Theorem 8.3.1. Let Jy, be defined as in (8.3.1)—(8.3.2). Then

n

Di +pj

(i) foralln € N and for allp; > 0, p;; = , 1 <4,5 <n, the matriz []q,p_g}

W ]i5=1
18 positive semidefinite;

125



(i) the function s — Jy, is exponentially convex;

(iii) iof Jw, > 0, then the function s — Jy, is log-convez, i.e., for 0 <r < s < w, we
have

(jlys)w_r S (j\pr)w_s (jq]w)s_r N
Proof. To show (i), let

A($) = Z U’ivj\llpz‘j (ZL‘)

3,j=1

n n 2
N(z) = Z vivja:p%’?’ = (Z vixm?g) >0

i,j=1 i=1

Then

and A(0) = 0. Thus A is superquadratic. Now using A instead of ¥ in (8.1.2), we
obtain

n
Irn= Y viv;Jw,, >0 (8.3.3)
ij=1
n
Hence the matrix |:jg;p _J} is positive semidefinite.
i 1i4=1

Now we show (ii). Because lin% Juv, = Jv,, the function s — Jy, is continuous on
S—

R,. Hence by (8.3.3) and Proposition 2.2.5, the function s — Jy, is exponentially
convex.

Finally, we show (iii). Because the function s — Jy, is exponentially convex, if
Jw, > 0, then by Remark 2.2.7, the function s — Jy, is log-convex. O

Corollary 8.3.2. Let a,b € T and f € Cq([a,b)r, 1) be positive and define

( b s
5 [fs(U) | - £SO

—(b—a)(%) ) s #2

Au

b 2
P P | o ) — | ) — 2L
G
log | f(u) — = ——
9 b
_ﬁ([abf(t)At) log (—f“bfft)am» s=2.

Then
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(i) for s >4,

Lo rwar (oA 1 J) F(H)At
b—a 2( b—a +b—a/a flu) = b—a Au
s(s —2) (3D4\°°
300 (82)3) Ds;
(i) forl<s <2,
RO SO AN L " F(t)At
s (Egosy 1, o
s(s —2) D, b [P ft)At
t flu) = =——| Au;
b—a b A /a b—a
2 [* f(u)——f“bfitil e
(iii) for2 < s <3,
P Fe(t)At SO AN L " F)At]
fz;f—(c)b = (fabff)a ) +b—a/a ﬂm_% Au
s(s —2) [2D3\°°
20 —a) (3172) Dz
(iv) for 3 <s <4,
L fwae _([Tfwas\T 1 Sy rmae|’
b—a S( b—a +b—a/a fl) = b—a Au
s(s —2) (3D\°°
T30 (82)3) Ds.
Proof. The results follow from Theorem 8.3.1 (iii). O

Example 8.3.3. Let us consider the discrete form of Dy. For this, let [a,b) = {1, 2},
f(1) =z, f(2) =y such that y > = > 0. Then D, becomes

r+y\’ y—x\°
D, =d, = 2° S22 —2) =2 .
Rl B G
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For s > 4, we obtain the inequality

s—3
ds > =2 <3—d4> ds

3 8d;
_s(s—2) (32(34 + x)Q)sg (y — 2)*(y + 22)
3 \£2(y+ 20) 2 |

If 3 < s <4, we have

ds <

s(s —2) (32(y + I)2>53 (y —2)*(y + 2x)
3 42(y + 2x) '

Therefore for s = 1, the inequality becomes

—(y—2) < —% (42>2 (y+22)°(y —2)*

1 1
Theorem 8.3.4. Suppose p,q € R are such that1 < p <2 and—+—-=1. Leta,b e T
P g

and f,g € Cua([a,b)r,[0,00)) be such that f gl (t)At > 0. Then

<<(/ frit At—/ wh ()Au);(/abgq(t)m);y (8.3.4)
-(f f(t)g(t)At>>

< g ([ stwnenn)
/ At(/ F(1)6> (1) log(F(£)g (1)) At
[

) log(g" (1 >h<u>>Au)

Lo (s ))“

holds, where

VR

ff

h(u) = ‘f(U) i
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Proof. In Theorem 8.3.1 (iii), let r = 1, s = p, w = 2, so that 1 < p < 2. Then we
have

(Jv,) t< (Ta,) 7P (T "

LLT0A O f(A
b—a [P k() At
f;k(t)At > 0, we get

b b
Zﬁ( [ ot [ | -

fon (G

By replacing , where k € Cyq([a, b)T, [0,00)) is such that

[P k() F(t) AL
[P k()AL

| b IRIONO O
< 5 {(/ k() | f(u) — MT Au) (/ k(t)f7(t)log f(t)
N 2 kS A ) u_fjk(t)f(t)m .
[ k| - Fr0a o) Froar |

Now replacing k by ¢? and f by fg'~%, after some calculation, we get the required
result. O]

Remark 8.3.5. Theorem 8.3.4 refines the time scales Holder inequality for superqua-
dratic functions (Theorem 3.6.6).

Theorem 8.3.6. Let Jy, and Jy, be positive. Then for r,l,v,w > 0 such that r < v,
I < w, we have
MEY(f) < MEL(f). (8.3.5)

Proof. Since [Jy, is positive, by Theorem 8.3.1, Jy, is log-convex. Now by using
Remark 2.1.14(b), for r,l,v,w > 0 such that r < v, | <w, r # 1, v # w, we have

(F) ()
Jw, N '

[
By substituting r forr, — forl, 4 for u, Y for v, f* for f and from the continuity of
s s S s

Jv., we obtain our required result. [
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Theorem 8.3.7. Theorem 8.3.1 is still valid if we replace Wy by ¢s as defined in
Lemma 2.3.7.

Proof. As in the proof of Theorem 8.3.1, consider

= Z UilVjPpi; (33')

ij=1
Then
" 2
O (z) = (Z viep2%> >0
i=1

and ©Q(0) = 0. Thus Q is superquadratic. Now using 2 instead of ¥ in (8.1.2), we
obtain our required result. O

Corollary 8.3.8. Let a,b € T and f € Cq([a,b)r,I) be positive. Let r,s € R, r # s.
Then we have

1

( f fr(t)log f(t)At — A, — rfab B(t)erBO At + ff e"BOAL — 1> o
( 2 f5(8) log F(1) AL — A, — 5 [* B{t)esBOAL + [* esBOAE — 1)

m’l’,s (f) -

provided that the occurring denominators are nonzero, where

t
Ar = (6= )+ MG w1 - A1), B0 = g (s )|
Proof. The proof follows from Theorem 8.1.2 by replacing ¥, ® and f with ¢,, ¢, and
log f, respectively. m

Remark 8.3.9. For the limiting cases of Cauchy type means defined in Corollary 8.3.8,
we have

B 3

Maslf) = exp (6 a E) , s#0 and Moyo(f) =exp (%) :

where

B —s ( | 008 50t (b - a)205(1) Qog(a( 1)

b
- / Bz(t)GSB(t)At) :

b b b
C =s / () log f(t)At — (b — a)As — s / B(t)eBOAt + / eBOAL — 1,
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ij/d%fU)Aﬂ—@—wﬂ%ﬂm /”@

Theorem 8.3.10. Let Jy, be positive. Then for r,l,v,w > 0 such that r < v, |l < w,
we have

M, (f) <My () (8.3.6)
Proof. See the proof of Theorem 8.3.6. [

We can obtain corresponding results for j\ys and j\ps analogously as in the case of

Ju, .
pi +pj

Theorem 8.3.11. (i) For alln € N and for all p; > 0, p;; = , 1 <45 <n,

n

the matrix [jq;p]] is positive semidefinite;
i lig=1

(i) the function s — Jy, is exponentially conves;

(i) of j\p > 0, then the function s — j\p is log-convex, i.e., for 0 <r < s < w, we
have

Ty "< Ty T,
Corollary 8.3.12. Let a,b € T and f € Cya([a, b)T, [m, M]), where 0 < m < M < oo.
Suppose

(b—a)(m® + M) = [ f(B)A
—(b—a) <m+M—ﬁfff(t)At> _K,, s#£2
D, = (b—a)(m?*logm + M?*log M) — f f2 )log f(t)At
—(b—a) (m+ M= 5L [T F)A )
log <m+M — ﬁf; f(t)At) — Ko, s =2,
where
[ N ~ )+ (M~ FO)F) — m)) At

Au

e

/fAt
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and

Ko = [ [0 = m)(M = (1) og(M — /()

O = ) () — m)log(£() — m)] At
1 b

Then

(i) for s >4,

(i) forl<s <2,

(ili) for2 < s <3,

(iv) for3 < s <4,

1 1
Theorem 8.3.13. Suppose p,q € R such that 1 <p <2 and —+ —=1. Leta,be T
P q

and f,g € Cu([a,b)r, [m, M]), where 0 < m < M < oo, be such that f gl (t)At > 0.
Then

< mp + MP) (8.3.7)

(b ) /fp DAL — TP — (/ (t)At)plUg
- [ st ( [ pwar)” )

b 2
< 2p_1V12 P ((m logm + M?log M) (/ gq(t)At>
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iff“N/%HQﬂwmwwrwmm
_((m+M/ At—/ (1) )

o (m f gq ( ) M2— /ab g (t)AtVy
/bgq / (u)h?(u )log(gl_q(u)h(u))Au)p_ 7

holds, where

b b
Ui =m+00) [ grnae- [ fogmar

U = [ 91(0) (509" () = m) (3 — ft)g' (1) A

+/9%NM—ﬂwP%DU®¢ﬂ@—mYN,

4
M—-—m

b b
Vi = / g(u)h(u)Au + / g (t) (M — f(t)g" (1)) (f(£)g" () —m) At,

V= [ g0 [(£(0g"2(6) = m) (31 = Fie)g*(0)* og (31  ft)g (1)
+ (M = f()g'(1)) (f(1)g"*(t) = m)" log (£(1)g"~(t) — m) | At

Theorem 8.3.14. Let j\p be positive. Then for r,l,v,w > 0 such thatr <wv, | < w,
we have

M () < ML (/). (8.3.8)

Theorem 8.3.15. (i) For alln € N and for all p; > 0, p;; = Di +pj

1<d,y<n,

o~ n
the matrixz | Ty, . 18 positive semidefinite;
Pij | . . 1 )
Z7‘7:

(ii) the function s+ jq,s is exponentially convex;

(iii) of :7\\1, > 0, then the function s — f\p is log-convex, i.e., for 0 <r < s <w, we
have

/\’UJ—’I’ /\’UJ—S /\S—T’
Jv, " < Jv, " Tu,
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Corollary 8.3.16. Let a,b € T and f € Ciq([a,b)r, [m, M]), where 0 < m < M < oc.

Suppose
b
( ) S, 1) + Sy (t)AA; nT(b a)M
- _Rs fb fs S 7é 2
D, =
M(b—a) f f)A 210gm+ f ()]@t m(b— a)MQIOgM
( —fa — fo ) log f(t)At s =2,
where
1 b
R = 57— m/ [(f(&) =m)(M — f(£)* + (M — f(£))(f(t) —m)] At
and
Ry= — F(1))Tog(M — f(1)
+(M <t> m)?log(f (1) — m)] At.
Then
(i) for s >4,
~ ~ ~ s—3
b. D (3,
s(s—2) ~ 3 \ 8Dy ’
(ii) for 1 <s <2,
~ ~ s—1
D, ~ D,
Tr (‘T) /
(iii) for2 < s <3,
~ ~ ~ s—2
b.__D: (2
s(s—2) — 2 \ 3D, ’
(iv) for3 < s <4,
~ ~ ~ s—3
b, _ Dy (3D
s(s—2) ~ 3 \ 8D,
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1 1
Theorem 8.3.17. Suppose p,q € R such that 1 <p <2 and —+ —=1. Leta,be T
P q

and f,g € Cu([a,b)r, [m, M]), where 0 < m < M < oo, be such that f gl (t)At > 0.
Then

- [[omwo + sl ac o1 -m [ poa)
< 2223 (/ab gq(t)a(t)b(t)At) -’ (Wim®logm + WoM?log M

— / g%(t) [a(t)b*(t) log b(t) + b(t)a*(t) loga(t)] At
~0r=m) [ Powar)

holds, where

a=fg?—m, b=M-—fg"

W, = M/ At—/f At W, = /f At—m/

Theorem 8.3.18. Let j\p be positive. Then for r,l,v,w > 0 such thatr <wv, | < w,
we have

ML () < ML (/). (8.3.10)

Remark 8.3.19. Similarly as in Chapter 3, we can apply the theory of isotonic linear
functionals. The related results for isotonic linear functionals are given in [3, 4].
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Chapter 9

Minkowski and
Beckenbach—Dresher Inequalities
and Functionals

In this chapter we obtain integral forms of the Minkowski inequality and Beckenbach—
Dresher inequality on time scales. Also, we investigate a converse of Minkowski’s in-
equality and several functionals arising from the Minkowski inequality and the Beckenbach—
Dresher inequality. (See [35]).

9.1 Minkowski inequalities

Theorem 3.4.6 also holds if we have a finite number of functions. The next theorem gives
an inequality of Minkowski type for infinitely many functions. We assume throughout
that all occurring integrals are finite.

Theorem 9.1.1. Let (X, K, ua) and (Y, L,va) be time scale measure spaces and let
u,v, and f be nonnegative functions on X,Y , and X XY, respectively. If p > 1, then

{/ (/ f(z,y)v(y)dva(y )) (ZL’)dMA(:(:)};
/(/ fP(z, y)u(z)dpa(z ));v(y)dm(y) (9.1.1)

holds provided all integrals in (9.1.1) exists. If 0 <p <1 and

/X ( /Y fvdVA>puduA >0, /Y Fudvs > 0 0.12)
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holds, then (9.1.1) is reversed. If p < 0 and (9.1.2) and

/ fPudpa >0, (9.1.3)
X

hold, then (9.1.1) is reversed as well.

Proof. Let p > 1. Put

/f:cy y)dva(y).

Now, by using Fubini’s theorem (Theorem 2.4.11) and Hélder’s inequality (Theorem
3.4.2) on time scales, we have

/XHp(x) x)dpa(z /H o) HP ! (2)u(x)dpa(x)
f<x,y>v<y>duA<y>) P (@)u(a)djia (x)

Y

< /Y ; fp(x,y)u(x)d,uA(x)>p ( / HP (x)u(z)dpa (z ))pv(y)dm(y)

" uy)dvaly (/ HP (z)u(z)dpa (z )) ’
and hence

(f remtauste ) < [([ e >)’l’v<y>dw<y>.

For p < 0 and 0 < p < 1, the corresponding results can be obtained similarly. O]

Il
—
b

—
=
8

s
=

&

N~—
(oM
=
>
—~
=
S~

Remark 9.1.2. Theorem 9.1.1 is a generalization of Theorem 3.4.5 (Minkowski inequal-
ity on time scales). Moreover, if X,Y C R™ then (9.1.1) becomes

[/X (/Y f<x’y)v(y)dy(y))pu(x)du(x)};
) /Y </X fp(x’y)“(x)d#(fﬂ)) % v(y)dv(y). (9.1.4)

In the following theorem we give a converse of Theorem 9.1.1 (integral Minkowski
inequality).
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Theorem 9.1.3. Let (X, K, ua) and (Y, L,va) be time scale measure spaces and let
u,v, and f be nonnegative functions on X,Y , and X XY, respectively. Suppose

0<m< f(:r;y)

~ Ly (y)dva(y)

<M foral xz€X, yeY.

If p> 1, then

[ ([ reommans) somstc]

> K(p,m, M) / (/ fP (@, y)u(z)dpa(z ));U(y)dm(y) (9.1.5)

provided all integrals in (9.1.5) exist, where K(p,m, M) is defined by (3.4.10). If0 <
p <1 and (9.1.2) holds, then (9.1.5) is reversed. If p <0 and (9.1.2) and (9.1.3) hold,
then (9.1.5) is reversed as well.

Proof. Let p > 1. Put
/f z,y)v(y)dra(y).

Then by using Fubini’s theorem (Theorem 2.4.11) and the converse Holder inequality
(Theorem 3.4.19) on time scales, we get

[ st - [ ([ fenmase) 1 @i
-1 (/ f<x,y>Hp1<w>u<w>duA<x>) o(y)dva(y)

> K (p,m, M) / (/ P, y)ule)dps (@ ))l/p

< ([ st >) " At

Dividing both sides by ([, H?(z)u(z)dpa(z ))pT, we obtain (9.1.5). For 0 < p < 1
and p < 0, the corresponding results can be obtained similarly. O

Let the functions f,u,v be defined as in Theorem 9.1.1. Now we define the rth
power mean M[j( f,u) of the function f with weight function v and measure pua by

[y M @a)u(@)dpa(@) | 7
—[r] < XfX x)dpa(z) ) ) r 7& 07
M (fou) = (9.1.6)
lo z,y)u(zx)d T
exp (fx TR ))7 roo,

where fX udpa > 0.
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Corollary 9.1.4. Let 0 < s <r. Then
Swidlawit r SwiGiawil
MA(MA(f>U)7u> EK g,m,M MA('A/lA(fau)?v)‘

Proof. By putting p = r/s and replacing f by f* in (9.1.5), raising to the power of £

and dividing by 1 1
([ wtetua)” ([ ctmaai)

we get the above result. O

9.2 Minkowski functionals

In this section, we will consider some functionals which arise from the Minkowski
inequality. Similar results (but not for time scales measure spaces) can be found in

[66].
Let f and v be fixed functions satisfying the assumptions of Theorem 9.1.1. Let us
consider the functional M; defined by

My (1) = [ /Y ( /X fp<x,y>u<x>duA<x>) % v<y>duA<y>r
- [ ([ st} oo,

where u is a nonnegative function on X such that all occurring integrals exist. Also, if
we fix the functions f and u, then we can consider the functional

M2(v)=/y(/x fp(x,y)U(:v)dm(ﬂf));v(y)dVA(y)

— [/X (/Yf(l’,y)v(y)dm(y))pU(w)duA(w)};a

where v is a nonnegative function on Y such that all occurring integrals exist.

Remark 9.2.1. (i) It is obvious that M; and M, are positive homogeneous, i.e.,
M (au) = aM;(u), and Ms(av) = aMs(v), for any a > 0.

(ii) If p>1or p <0, then My(u) >0, and if 0 < p < 1, then M;(u) < 0.

(iii) If p > 1, then My(v) > 0, and if p < 1 and p # 0, then My(v) < 0.
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Theorem 9.2.2. (i) Ifp>1 orp <0, then My is superadditive. If 0 < p < 1, then
M; s subadditive.

(ii) If p > 1, then My is superadditive. If p <1 and p # 0, then My is subadditive.

(iii) Suppose uy and uy are nonnegative functions such that ug > wy. If p > 1 or

p <0, then
0 S Ml(ul) S M1<U2), (921)

and if 0 < p < 1, then (9.2.1) is reversed.

(iv) Suppose v1 and vy are nonnegative functions such that vy > vy. If p > 1, then
0 < Ma(v1) < My(vy), (9.2.2)
and if p <1 and p # 0, then (9.2.2) is reversed.
Proof. First we show (i). We have

My (ug + ug) — My (uy) — My (uz)

[ ([ rem s ))’1’@@)%@)]10
- [ ([ 1w mensin) o+ w)@dns)
) [/ </ f W’y)“ﬂ@dwm)pv<y>dm<y>r
o[ ([ vt ) (@) dua (@)
[/Y /fp , ) us () dpa (z ))iv(wdmy)r

+/X(/fq; y)o(y)dvaly ) 2(x)dpa(z)

v(y)dvA(y)]

| [ ([ e+ w@anm)’
- / ( /X fp(w,y)ul(x)dm(:v)> % v(y)dm(y): p

_ /Y (/Xfp(a:,y)uQ(x)duA(w)yv(y)dm(y)_ :
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Using the Minkowski inequality (3.6.10) for integrals (Theorem 3.4.6) with p replaced
by 1/p, we have

>0, p>lorp<0,
Ma (s -+ uz) — M () — M () { 20 0=pet (9.23)

So, M; is superadditive for p > 1 or p < 0, and it is subadditive for 0 < p < 1. The
proof of (ii) is similar: After a simple calculation, we have

MQ(Ul + UQ) — MQ(Ul) — MQ(UQ)

) [/X </y f(xvy)vl(y)dVA(y)>pU(:c)d/m(x)};
i [/X (/Y f(:v,y)vz(y)duA(y))pu(m)dm(x)}é

[ ([ s+ wwsm) uwde )

Using the Minkowski inequality (9.1.1) for integrals (Theorem 9.1.1), we have that this
is nonnegative for p > 1 and nonpositive for p < 1 and p # 0. Now we show (iii). If
p > 1 or p < 0, then using superadditivity and positivity of My, us > u; implies

P

M (uz) = My(ug + (ug —wq)) > My(ug) + My (ug — uq) > My (ug),

and the proof of (9.2.1) is established. If 0 < p < 1, then using subadditivity and
negativity of My, us > uy implies

Mi(u2) < My(uy) + Mi(ug — ur) < My(uy).
The proof of (iv) is similar. O

Remark 9.2.3. From Theorem 9.2.2, we obtain a refinement of the discrete Minkowski
inequality given in [66]. Namely, put X, Y C N and let u be A-measurable on X and
vy and v be A-measurable on Y such that u(i) = u; > 0,7 € X, v1(j) = n; > 0,
v9(j) =p; >0, j € Y. Then, for fixed f and u, the function My has the form

1/p p\ 1/p
My (vy) = an (Z um%) — <Z u; (Z njaij> ) 7
jey i€X i€X  \jey

where f(i,j) = a;; > 0. If p > 1, then the mapping M, is superadditive, and p; > n;
for all 7 € Y implies

1/p p\ 1/p
0 S Z n; (Z Uﬂl%) - <Z U; <Z njaij> )
Jjey 1€X ieX JjeY
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<D0 (Z um%) " _ (Z . (ij%y) 1/p

jey i€ X ieX jey
provided all occurring sums are finite.

Corollary 9.2.4. (i) Suppose uy and uy are nonnegative functions such that Cug >
uy > cug, where ¢,C' > 0. If p>1 orp <0, then

cM1(ug) < My(ur) < CMy(uy),
and if 0 < p < 1, then the above inequality is reversed.

(ii) Suppose vi and vy are nonnegative functions such that Cve > vy > cve, where
c,C>0. Ifp>1, then

cMz(v2) < Ma(v1) < CMy(vg),
and if p <1 and p # 0, then the above inequality is reversed.

Corollary 9.2.5. If v; and vy are nonnegative functions such that vy > vy, then

m(/le ()dvs(y )/MAfuvl()dVA()

(/ f(z,y)va(y)drva(y ) //\/lA fiuw)va(y)dva(y), (9.2.4)

where M[X](f, w) is defined in (9.1.6).

Remark 9.2.6. If the measures are discrete, then from Corollary 9.2.5, we get the
following result: Let u;, v;, w;,a;; > 0 for alli € {1,...,n} and all j € {1,...,k}. Put

k
U=> u. Ifv,<w; forallie{l,...,n}, then
j=1

f(S) S (1) <1 (S0) 5o (11)

i=1 i=1 j=1 J=1

This inequality is a refinement of the discrete Holder inequality

H<ZU’) >sz (H )

J=1
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The next result gives another property of My, but a similar result can also be stated
for Ms.

Theorem 9.2.7. Let ¢ : [0,00) — [0,00) be a concave function. Suppose uy and usg
are nonnegative functions such that

pouy, @ouy, o(au+ (1—a)us)
are A-integrable for o € [0,1]. If p > 1, then
Mi (¢ o (aur + (1 — a)us)) = aMi(pour) + (1 — a)Mi(p o ug),
and if 0 < p < 1, then the above inequality is reversed.

Proof. We show this only for p > 1 as the other case follows similarly. Since ¢ is
concave, we have

plaus + (1 = @)ug)) > ap(u) + (1 — a)p(uz).
Now, from (9.2.1) and (9.2.3), we have

Mi(p o (aus + (1 — a)uz)) > My(a(pour) + (1 — a)(p o ug))
> Mi(a(pour)) +Mi((1 —a)(pouy))
> aMi(pouy)+ (1 — a)Mi(pous),

and the proof is established. O

Let f,u and v be fixed functions satisfying the assumptions of Theorem 9.1.1. Let
us define functionals M3 and My by

)= [ ([ et ));U(y)dVA(y)r
- [ ([ st >) u(x)dpa ()

/ (/ S, yyulz)dpa (e ));v(y)dyA(y)
([ remmmas) wes) "
where A C X and BC Y.

The following theorem establishes superadditivity and monotonicity of the map-
pings M3 and My.

and
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Theorem 9.2.8. (i) Suppose A1, A C X and AyNAy=0. Ifp>1 orp <0, then
M3(A; U Ag) > M3(A;) + M3(A,),
and if 0 < p < 1, then the above inequality is reversed.
(ii) Suppose A1, Ay C X and Ay C Ay. Ifp>1 orp <0, then
M3 (A1) < M3(Ag),
and if 0 < p < 1, then the above inequality is reversed.
(iii) Suppose By, By CY and BiN By =0. If p> 1, then
M4(B1 U By) > My(B1) + My(By),
and if p <1 and p # 0, then the above inequality is reversed.
(iv) Suppose By, By CY and By C By. If p> 1, then
My (B1) < My(By),
and if p <1 and p # 0, then the above inequality is reversed.

The proof of Theorem 9.2.8 is omitted as it is similar to the proof of Theorem 9.2.2.

Remark 9.2.9. For p > 1, if S,, is a subset of Y with m elements and if 5,, 2 S,,_1 2
... 255, then we have

M4(Sm) > My(Spo1) > ... > My(Ss) >0

and My (.S,,) > max{M4(Sz) : Sy is any subset of S,, with 2 elements}.

9.3 Beckenbach—Dresher inequalities

Theorem 9.3.1. Let (X, IC, ua), (X, K, Aa) and (Y, L,va) be time scale measure spaces.
Suppose u and w are nonnegative functions on X, v is a nonnegative function on'Y,
f is a nonnegative function on X XY with respect to the measure (ua X va), and g is
a nonnegative function on X XY with respect to the measure (A X va). If

s>1, ¢<1<p, and q+#0 (9.3.1)

or
s<0, p<1<gq, and p#0, (9.3.2)
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then

s (Jy £ (y)dva(y))” u(x)d,uA(;C)};
[ (Jy o(wy)0 ( Jdva (1)) wix)dha ()] T

S/ (fxfp(x,y)U(x)duA(x))iU(y>dVA(y) 9.3.3)
Y ([ 9%z, y)w(z)dra(z))

provided all occurring integrals in (9.3.3) exist. If
0<s<1, p<1l, ¢qg<1, and p,q#0, (9.3.4)
then (9.3.3) is reversed.

Proof. Assume (9.3.1) or (9.3.2). By using the integral Minkowski inequality (9.1.1)
and Holder’s inequality (3.6.6), we have

s (s F(y)o(@)dva(y)) u <>mm<qi
[Jx (fygm y)u(y)dva(y))’ w d)\A ()] = s
th& >mm<» o()dva(y)]

S

i {&.&any ()da (@) ol)dvaly)]
5 v(y)dm(y)]

[ /fpmy dMA) ’

[/ ((/Xg (2, y)w(z)dAa (z ))q> =
< / (/ TPz, y)u(x)dpa(x ) (/ng(x,y)w(x)d)\A(x))qv(wd%(y)'

If (9.3.4) holds, then the reversed inequality in (9.3.3) can be proved in a similar
way. L]

v(y)dm(y)]

Remark 9.3.2. Theorem 9.3.1 is a generalization of Theorem 3.4.9 (Becken—Dresher
inequality on time scales).
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9.4 Beckenbach—Dresher functionals

Let f, g, u, w be fixed functions satisfying the assumptions of Theorem 9.3.1. We define
the Beckenbach—Dresher functional BD(v) by

BD(v) — / U P pe)dna@)” i, )
(fng w) <>dAA<x>)q

Lx Uy f(=, y)dva(y))” u(z)dpa (= ]i

s—1

[ Uy oty dVA( ) wiz)dra(z)]

where we suppose that all occurring integrals exist.

Theorem 9.4.1. If (9.3.1) or (9.3.2) holds, then

3 e

BD(v; + v9) > BD(v1) + BD(vy). (9.4.1)
If vo > vy, then
BD(v;) < BD(v9). (9.4.2)
If C.c >0 and Cvy > vy > cvg, then
CBD(v2) > BD(v1) > ¢BD(vy). (9.4.3)

If (9.3.4) holds, then (9.4.1), (9.4.2) and (9.4.3) are reversed.
Proof. Assume (9.3.1) or (9.3.2). Then we have
BD(v; + vs) — BD(v;) — BD(2)
[ (Jy (@, m)vi(m)dva(y))’ u(z)dpa @)]°
Lx (Jy 9(@,y)ui(y)dvaly )qw Jda(z)] 3
s Uy @ y)ea(y)dva(w))” ue)dps (o)
UX (fy 9(z, y)va(y)dual >)qw Jdda(2)] T
Ux(fy z,y) v (y)dva(y) + [, f(@,y)va(y)dva(y))’ u(z)dpa(z)]

s—1

UX (Jy 9(z, v)vi(y)dvaly) + [y g(z, y)va(y)dval(y))? w(z)dra(z)]
> 0,

3w

S0

Sl

where in the last inequality we used (9.3.3) from Theorem 9.3.1. Using Theorem 9.3.1
again, v > vy implies

BD(vg) = BD(v1 + (v — v1)) > BD(vy) + BD(vy — v1) > BD(vy).

The proof of (9.4.3) is similar. If (9.3.4) holds, then the reversed inequalities of (9.4.1),
(9.4.2) and (9.4.3) can be proved in a similar way. O
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Let f,g,u,v,w be fixed functions. We define a functional BD; by

3w

BD;(A) :/ (UX Eals ))s_lv(y)dm(y)

A (fx 9 w)w(m)dAA(x))T
[y (Ly f@y)o(y)dva(y))’ u(z)dpa ()]’

s—17

s (9 y)oly >duA< ) w(z)dra (@) T

3 e

where ACY.
For BDy, the following result holds.

Theorem 9.4.2. (i) Suppose A1, Ay CY and Ay N Ay = 0. If (9.3.1) or (9.3.2)
holds, then
BD;(A; U Ay) > BDy(A;) + BDi(Ay),

and if (9.3.4) holds, then the above inequality is reversed.
(ii) Suppose A1, Ay CY and Ay C As. If (9.3.1) or (9.3.2) holds, then
BD;(A;) < BD;(As),
and if (9.3.4) holds, then the above inequality is reversed.

The proof of Theorem 9.4.2 is omitted as it is similar to the proof of Theorem 9.4.1.

Remark 9.4.3. If S, C Y has k elements and if S,, 2 S;,—1 2 ... 2 Ss, then (9.3.1) or
(9.3.2) implies
BD:(S) > BD1(Sm-1) > -+ > BDy(S2) >0

and BDy(S,,) > max{BD;(S3) : Ss is any subset of S, with 2 elements}, while (9.3.4)
implies the reversed inequalities with max replaced by min.
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