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ABSTRACT 

 

Big data is a breakthrough technology that has been developed over the years. Big data means very 

large set of data that grows in ever increasing rate and the volume of data is of size Exabyte (1018). 

It refers to extensively varied data that is processed at very high velocity. Big data is being 

generated from social media, websites, personal electronics, apps etc. This volume of data 

currently exceeds the computational capabilities of conventional systems. Unstructured text data 

produced from several sources needs to be processed and organized. Taxonomy effectively 

organizes the data in today’s digital world. Data in today’s digital world is growing at a rapid pace. 

A taxonomy generated for big data should represent the underlying data and changing theme of 

data. When this existing taxonomy is evolved, again it should reflect changes that has occurred in 

data. There is a need of incremental taxonomy generation technique that handles the fast arriving 

big data of documents and arranges it in a hierarchical structure and also on the next input stream 

of data it evolves the existing hierarchical structure by adjusting the new data stream. In order to 

cater the fast arriving big data, the technique needs to run on a parallelization framework so that 

the running time of incremental taxonomy generation process can be reduced and to improve the 

scalability challenges of current incremental taxonomy generation techniques. This work presents 

a technique for incremental taxonomy generation for unstructured text data on Apache Spark 

framework. The proposed technique not only generates the taxonomy on parallelization framework 

but also incrementally updates the existing taxonomy. The technique is tested in comparison to 

non-incremental taxonomy generation techniques. It was found that the proposed technique 

generates a taxonomy by taking less time as compared with existing taxonomy generation 

techniques that can make taxonomy utilization more effective. The proposed technique was also 

tested in comparison to incremental taxonomy generation techniques. Through experiments it was 

found that the proposed technique updated an existing taxonomy in considerably less time as 

compared with the existing incremental taxonomy generation techniques. The proposed technique 

updates the existing taxonomy in seconds, whereas previous algorithms were taking time in 

minutes and hours for the process. This research work also provides a comparison between two 

prominent big data environments i-e Apache Hadoop and Apache Spark so it could be investigated  
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that which big data environment is better suited for a clustering problem like incremental 

taxonomy generation. Through experiments it was found that Apache Spark is faster and well 

better suited for a clustering problem like taxonomy generation as compared with Apache Hadoop. 

The proposed technique was also ran on different configurations of Apache Spark, to find out the 

optimal number of cores for running any hierarchical clustering jobs on Apache Spark. 
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Chapter 1. INTRODUCTION 

This chapter is an introduction to the motivation behind this research work. It describes the 

research problem and discusses the research objectives that are formulated in order to fill the 

research gap. The applicability of the research work is also discussed in this chapter. The chapter 

is organized as follows: Section 1.1 presents the discussion on motivation, Section 1.2 discusses 

the research problem, Section 1.3 presents the research objective, Section 1.4 presents the 

applicability of this research work and Section 1.5 presents the organization of this research 

document.    

1.1 Motivation 

During the past two decades, communication using the electronic media has gained significant 

popularity in today’s world and has acquired a dominant role in developed societies. Electronic 

media provides many services such as  World Wide Web (WWW), electronic social networks etc. 

Data is bring produced in a large volume on daily basis using these services [1]. These services 

are used as primary communication and entertainment tool. IBM1  has published data stats report 

on annual data generation in year 2017. The report outlines that 90% of all the data has been 

generated in last two years. The world is going through massive data revolution.  

 

 

 

 

 

 

 

 

 

 

 

 

                                                 

1 https://www.ibm.com/investor/article/ibm-provides-historical-data-04042019.html (Last viewed on 14-05-2020) 

Figure 1.1 Data Generation Over The Years 

https://www.ibm.com/investor/article/ibm-provides-historical-data-04042019.html
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The Figure 1.1 Data Generation Over The Years, depicts the data generation by the year 2021, 

statistics are taken from Statista2.  

Electronic publishing, digital scientific libraries, ebooks, emails, blogs etc. are few of the 

applications where there is a need to manage, process and manipulate large volumes of 

unstructured textual data. In order to draw useful information from this data, it should be processed 

and transformed. This information needs to be organized into a structured form, like a taxonomy. 

A taxonomy is a hierarchical structure that organizes the given data in parent-child relationships 

[2]. Taxonomy effectively categorizes and organizes the data [3] by providing standardization in 

case of exchange of information. Taxonomy is used for knowledge management [4].  Taxonomy 

arranges information in a hierarchical structures that makes the search for information and 

navigation easier [5]. Data analytics, text mining and information retrieval all uses taxonomy as 

their knowledge base [6, 7, 8, 9, 10]. If a taxonomy is generated manually it becomes time 

consuming and complicated ; this brought the need of a process that generates taxonomy 

automatically. Taxonomy generation is of two types: incremental and non-incremental. Non-

incremental taxonomy generation technique regenerates taxonomy from scratch on introduction of 

new documents into the system. Kashyap et al [11] proposed taxonomy generation technique that 

uses Principal Direction Divisive Partitioning (PDDP) approach [12] to generate taxonomy. 

Espinosa-Anke et al [13] proposed a conditional random field classifier for taxonomy generation. 

Velerdi et al [14] proposed a graph-based technique for taxonomy generation. All these techniques 

successfully generate taxonomy but at the time of introduction of new textual data into the system, 

they regenerate the taxonomy from scratch to get the updated taxonomy and therefore they are 

non-incremental in nature. This process is time exhaustive when dataset is very large. There came 

a need of technique that builds a taxonomy on top of existing taxonomy on introduction of new 

documents into the system. Such a technique is called incremental taxonomy generation or can be 

termed as taxonomy evolution. AdaptTaxa [15] uses a supervised incremental taxonomy 

generation technique. J. Yao et al [16] and Marcacini et al [17] incrementally generates taxonomy 

for dynamic tag space and terms respectively. Irfan et all [18] proposes an incremental taxonomy 

generation technique for updating an existing taxonomy.  

Existing techniques for automatic taxonomy generation are able to produce taxonomy for 

small to large datasets. However, the data now a days is produced is in massive volume and keeps 

increasing its growth rate. With the emerging trend of big data and the cloud computing, the data 

is being produced from varying sources [19] that is stored and processed electronically and 

automatically [20]. The three Vs of big data are defined as variability, velocity and volume [21]. 

The massive data produced from multiple sources is defined as the Volume. The fast flowing 

nature of this voluminous data is referred to the Velocity. Data is generated from multiple sources 

this is referred as Variability. There has been an emerging need to organize this big data into a 

structure for drawing useful information from it otherwise it will lead to missing new directions, 

                                                 

2 https://www.statista.com/ 
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ideas and insights from this data [19]. Big data is fast evolving and emerging. A taxonomy 

generated for big data should represent the underlying data and changing theme of data. When this 

taxonomy is evolved, again it should reflect changes that has occurred in data. A massive portion 

of this voluminous, fast-evolving and varying-natured big data belongs to the category of 

unstructured textual data such as scholarly articles, technical reports, organizational policy 

documents, etc. [22]. The processing and input-output capacity of single machine cannot handle 

this growth of big data. Due to this growing data volumes many applications are moving towards 

parallel data processing.  In order to handle this big data, computations need to be scaled out across 

parallel and distributed environments. Several challenges are faced when dealing with the cluster 

environment. The first challenge that there is a need to re-write the application that can run in a 

parallel environment. Google presented an algorithm for parallel and distributed computing called 

MapReduce [23] that divides a task at hand into number of smaller map and reduce jobs. 

MapReduce is a programming paradigm that works by decomposing the problem into multiple 

map and reduce tasks. This not only decreases the time to complete a job but also increases its 

efficacy. In order to organize and arrange the big data of unstructured documents the incremental 

taxonomy generation algorithm needs to be written for a distributed and parallel environment. In 

this work, we have developed a novel technique of incremental taxonomy generation based on 

MapReduce paradigm using Apache Spark. MapReduce decreases the running time of an 

algorithm and provides fault tolerance [24]. MapReduce environment can improve the scalability 

challenges of current incremntal taxonomy generation techniques. The proposed technique 

generates and evolves the taxonomy in a much smaller time as compared with the existing 

techniques with better hierarchical quality. 

1.2 Research Problem 

The taxonomy generation can be performed either non-incrementally or incrementally. A non-

incremental technique regenerates a taxonomy, every time new documents are introduced into the 

system where as incremental taxonomy generation technique on introduction of new documents 

into the system updates the existing taxonomy by adjusting the newly introduced documents. The 

running of the entire process of taxonomy generation as in the case of non-incremental taxonomy 

generation, is time consuming and computationally complex. Many existing techniques updates 

the taxonomy in such a fashion. Techniques such as TaxGen [25], TaxaMiner  [11],Taxolearn [26], 

OntoLearn [14] updates taxonomy in non-incremental fashion in order to show the changes that 

has been made to the underlying data.  

An incremental taxonomy generation technique evolves or updates the existing taxonomy 

by adjusting the newly introduced documents into the system without regenerating the taxonomy 

from scratch. The process runs very limited number of steps for taxonomy generation process. It 

runs the steps only for newly arrived text documents. This makes an incremental approach of 

taxonomy generation a better choice when it comes to time efficiency. Very few techniques have 

focused on incremental taxonomy generation. Techniques such as EvoTaxa [16], AdaptTaxa [29] 

,IHTCTaxa [17], TIE [31], focus on incremental taxonomy generation. The technique EvoTaxa  
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[16] technique is specifically designed for tag data. AdaptTaxa [29] focuses on incremental 

taxonomy generation technique for unstructured textual data. It adopts a supervised approach that 

requires training data. The technique IHTCTaxa [17] uses an unsupervised hierarchical clustering-

based approach by adjusting the newly introduced documents using IHTC algorithm. This 

algorithm supports a 2-ary taxonomy where a taxonomic node can have two children nodes at 

maximum. In real life especially in case of big data of unstructured textual documents a 2-ary 

taxonomy does not portray the true nature of the data. Also the technique needs to be unsupervised 

as data now a days is generated from different dimensions and those dimensions cannot be always 

predicted through training data. The taxonomy representing real-world dataset is usually n-ary in 

nature. TIE [31] is an algorithm incremental taxonomy generation algorithm that updates the 

taxonomy in the presence of new documents. TIE [31] uses hierarchical clustering approach to 

find the nearest cluster for a newly arrived document. Based on the cohesion and tightness scores 

the new document is grouped in to the cluster. All the techniques of taxonomy generation discussed 

here, be it non-incremental or incremental, although produce good quality taxonomy, however, 

lacks the focus on rapidly increasing, voluminous and varying natured big data. Since we are living 

in an age of big data, so there is a need of algorithms and techniques that are efficient and scalable 

to process this kind of data. Furthermore, none of these methods focus on the use of the concept 

of parallelization for making an efficient and scalable algorithm for incremental taxonomy 

generation.  There is a need of incremental taxonomy generation technique that handles the fast 

arriving big data of documents and arranges it in a hierarchical structure and also on the next input 

stream of data it evolves the existing hierarchical structure by adjusting the new data stream. To 

deal with the fast arriving big data, the technique needs to run on MapReduce [23] paradigm so 

that the running time of incremental taxonomy generation process can be reduced and to improve 

the scalability challenges of current incremental taxonomy generation techniques. 

1.3 Research Objective 

In order to solve the above-mentioned problems, following research objectives were formulated: 

1) To solve the scalability issues of current clustering-based incremental taxonomy generation 

algorithms 

2) To propose/improve a scalable algorithm to update/evolve taxonomy in presence of a new 

document  

3) To explore the comparison of Apache Hadoop and Apache Spark using the proposed 

technique and find out which big data tool is better suited for a clustering problem like 

incremental taxonomy generation. 

4) To validate the significance of the obtained results utilizing the statistical and analytical 

methods 

1.4 Applicability of the Work 

Hierarchical structure of taxonomy can be utilized in many different fields. Some of the application 

areas where this work can be of utmost importance are discussed here:  
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1 Browsing And Searching Of Information Over The World Wide Web 

The search engines deployed on the Web provides the results based on ranking. Internet 

search   has become difficult due to the abundant amount of data present online. Taxonomy 

is hierarchical structure that arranges information in a hierarchy. If a search engine is based 

on a taxonomy it makes the search operation fast and efficient. If the hierarchical structure 

of the taxonomy is used for web search it will assist user to make sense of relationships 

between various terms and concepts. The work presented in [33] studies the user 

intellectual behavior in performing navigation. The work suggests that the use of 

taxonomy can be useful in such search operations. The work presented in [34] has 

presented the use of taxonomy to assist browse and search operation. As the data now 

days is fast evolving and of changing nature. The search operation on this big data is even 

more difficult and cumbersome. If this fast evolving Big Data is arranged in a taxonomy, 

it will make search operation faster and efficient. 

2 Customer Support 

Customer support portals provide customers with easy access to support and also the self-

service options. A customer support portal has options for self-service ticketing, 

knowledge bases, communities and more. If back-end of such a customer support is based 

on taxonomic hierarchical structure; it will make the portal much more user friendly. The 

taxonomic structure will enables the customers to quickly navigate to the information that 

is needed for resolving their issues. The portal can also provide a list of knowledge base 

articles, arranged in a taxonomic structure, in order to support the tickets section. This will 

be beneficial in a case that the customer may resolve his query without even raising the 

ticket.  

In customer service portals, the service agents bridge the gap between customers’ 

vocabulary and business terms. Customer’s vocabulary might not be suitable to use it for 

search. The work presented in [35] extracts a taxonomy from textual data, and uses it as a 

means to re-construct the customer’s vocabulary. This taxonomy basically takes input of 

any search terms given by the user and converts it into terminology that would be actually 

used by a professional customer service agent. This kind of work can be used in 

organizations which are minimizing the human effort in customer services. The work 

presented in this thesis can be used in such a scenario.  

3 Website Organization: 

A website is organized using information architecture. Web pages can be ordered or tied 

to a specific taxonomic elements. Multiple taxonomic elements can be used to create a 

microsite. A microsites focuses on a particular product Visitors may browse website by 

topics or categories.  This approach is similar to Amazon.com. Visitors are able to browse 

products on amazon website on the back-end there is a taxonomy built against each 

product, keyword or a topic. Taxonomies are used at back-end for searching the said 
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website. When the content is modeling correctly it makes it easier for the visitors to search 

and find the right information quickly. The work presented in [32] presents a taxonomy 

for organization of web-content. The work presented in this thesis can be used for a back-

end engine for such a website.  

4 Content-as-a-Service 

Content building and its re-use plays an important part in marketing. In marketing content 

is created once but is re-used. This is an essential in order to provide a consistent customer 

experience. Content-as-a-service is basically an ability to create content and then deliver 

it to multiple websites and portals. Content building, its re-use and its use as content 

service cannot be done without a well-defined taxonomy. SiteCore3 provides a platform 

to use taxonomies in order to perform classification of marketing activities and campaigns. 

Taxonomic tags can be used in taxonomies used for marketing data that can assist user in 

tracking the website activities in depth thereby providing the user with deeper insights 

about the content.  

5 RESTFul API 

A taxonomy can be used as a base or a back end engine of a RESTFul API. In a RESTFul 

API, content is pulled and pushed into different applications. The REST API basically 

sends requisition for the content that needs to be populated on the interface. The content 

is requested based on content type and other content metadata. A correctly designed 

taxonomy can assist in getting the right content into publishing channel. RESTFul API 

can be used as a base of different kinds of systems such as Web content management 

system, a financial application or a mobile application. This work can be used in building 

such an application. WordPress4 is an example of such a RESTFul API that utilizes 

taxonomies either by listing terms in a taxonomy and listing all of the tags used on the 

current post. 

6 Use of Taxonomy E-Commerce 

E-commerce websites are great examples of taxonomy utilization. In an E-commerce 

provides quick access to the products/services to the visitors. In order to show related 

products for a specific product, taxonomies can be utilized. As taxonomy is a hierarchical 

structure, different products can exist as parent, co-parents and children. Similarly for any 

kind of search operations related products, websites and blogs can be shown using the 

similar approach using a taxonomy. BigCommerce5 presents a product taxonomy. This 

                                                 

3 https://doc.sitecore.com/users/81/sitecore-experience-platform/en/marketing-taxonomies.html 

4 https://wordpress.org/ 

 

5 https://www.bigcommerce.com/blog/product-taxonomy/#how-product-taxonomy-can-boost-sales 

 

https://doc.sitecore.com/users/81/sitecore-experience-platform/en/marketing-taxonomies.html
https://wordpress.org/
https://www.bigcommerce.com/blog/product-taxonomy/#how-product-taxonomy-can-boost-sales
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product taxonomy not only assists in organization of products but also helps in find the 

buying potential of a customer. Similar to BigCommerce5 the presented research work 

can be adopted/used for E-commerce websites.  

7 Use of Taxonomy in Sentiment Analysis  

The area of Sentiment analysis is vast and is growing at a fast pace. Many nomenclatures 

have emerged without any organization pattern. The work presented in [36] proposes a 

hierarchical taxonomy for the problems and methods in the Sentiment Analysis field. This 

work allows indices the existing concepts in the Sentiment Analysis field and makes the 

navigation easier. It also facilitates the operations related to previously published research. 

This proposed work can also be used to create such a domain specific taxonomies. 

8 Use of Taxonomy in Spam Filtration 

With increase in Big Data and its volume the number of unwanted emails i-e spam has 

also increased. This has brought the need in creation of a system that effectively filters the 

unwanted emails. Spam filtering, is a process which separates the spam messages from 

legitimate messages. The work presented in [37] builds a taxonomy that assists in spam 

filtration.  

9 Use of Taxonomy in Genre Classification 

Genre classification, taxonomies can be used for determining the genre of a text. The work 

proposed in [38] uses taxonomy for classification of music genre.  

10 Use of taxonomy in predicting future trends  

Taxonomy can be used for discovering future trends and emerging ideas, this work can be 

utilized to discover novel insights from data. The work in [39] proposed a domain-specific 

taxonomy for scientific community. The work proposed in [13] used the taxonomy inorder 

to find out the future research directions. 

1.5 Thesis Organization 

This research document is organized as follows:  

Chapter 2-Literature Review: Existing techniques for non-incremental taxonomy 

generation, incremental taxonomy generation are discussed in detail and also the 

hierarchical clustering algorithms for big data. The chapter throws light on basic 

taxonomy generation process that has been used by existing techniques and algorithms.  

Chapter 3-Background and Preliminaries: The preface of big data techniques and tools 

used in this research work are discussed in this chapter. The chapter throws light on 

MapReduce algorithm and discusses it in detail. This chapter also discusses the big data 

environment; Apache Spark and Apache Hadoop that are used in this research work. This 

chapter also explores that why Apache Spark was chosen as the base tool for the 

implementation of this work. 
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Chapter 4-The Proposed Technique: This chapter discusses the proposed technique that 

has been developed for the generation and evolution of taxonomy for the big data of 

unstructured text documents. This technique runs on Apache Spark on its Python 

implementation that is Pyspark.  

Chapter 5-Evaluation: Comparison of the proposed technique with the existing non-

incremental and incremental taxonomy generation techniques were performed in this 

chapter. The comparison is done on the basis of time to generate and evolve a taxonomy 

and clustering quality parameters. This chapter also explores the comparison of Apache 

Hadoop and Apache Spark using the proposed technique. 

Chapter 6-Conclusion: Findings of the research and contributions are discussed here. 

Moreover, it limitations and future work is also discussed in this chapter. 
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Chapter 2. LITERATURE REVIEW  

A taxonomy generation process builds a meaningful hierarchical structure from the corpora of 

unstructured text documents [3, 4]. The process of taxonomy generation is of two types namely: 

incremental taxonomy generation and non-incremental taxonomy generation. A non-incremental 

taxonomy generation technique [11, 25, 26] re-builds the taxonomy on top of existing taxonomy 

whenever new documents are introduced into the system. Whereas, an incremental taxonomy 

generation [15, 16, 17] technique evolves the existing taxonomy to adjust the newly introduced 

text documents and the process can also be termed as taxonomy evolution. Be it an incremental 

taxonomy generation process or non-incremental taxonomy generation process, a basic taxonomy 

generation algorithm is used in order to build the initial taxonomy. So in this chapter approaches 

adopted by different techniques for basic taxonomy generation will be discussed in detail. 

Moreover, to identify the research gap, incremental and non-incremental taxonomy generation 

techniques will also be explored. This work focuses of on a clustering-based taxonomy generation 

techniques, so different clustering-based techniques especially for handling the big data will also 

be discussed here in this chapter. 

The organization of this chapter is as follows: Section 2.1 visits the basic process of 

taxonomy generation that has been used by different research works so far. Section 2.2 discusses 

the various techniques and works that have performed non-incremental taxonomy generation and 

incremental taxonomy generation. Section 2.3 explores the clustering algorithms specifically built 

in order to incorporate the properties of big data.  

 

2.1 Basic Process of Taxonomy Generation 

The basic process of taxonomy generation generates a hierarchical structure from the 

corpora of textual documents. There are many techniques out there which have been successfully 

generating a basic taxonomy. Most of these techniques use similar steps and methods for the 

generation of taxonomy. The commonly used steps of taxonomy generation are: Data Pre-

processing, Data Modeling, Hierarchy Formation and Node Labeling. Different works have used 

different techniques in order to perform these steps. This section discusses the common steps of 

taxonomy generation and also discusses the different perspectives that have been used by different 

techniques in order to perform these basic taxonomy generation steps. The Figure 2.1 Basic 

Process of Taxonomy Generation  
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The first step in the process is ingestion of document corpora in to the system, next preprocessing 

is performed on the textual data. Based on the creation of data model the hierarchical structure is 

created and finally the structure is then labeled.  

2.1.1 Data Preprocessing  

Data Pre-processing means bringing the given text corpora into a format that is predictable, 

analyzable and can be used by the algorithm. Data pre-processing includes the processes that 

makes the data ready for processing [51]. cleansing process of data preprocessing removes 

irrelevant details from the text. Different Taxonomy Generation techniques have used different 

methods to perform Data Pre-processing such NLP [52] Based Approach and Non-NLP Based 

Approach. The details of these techniques are discussed in this section. 

1 Natural Language Processing based approach  

Natural language processing (NLP) [52] enables machines to understand, interpret, 

manipulate, and to draw meaningful information from human language. Some of the 

techniques use basic NLP techniques for Pre-Processing, where as some techniques have 

used advanced NLP techniques for Data Pre-Processing. The techniques that uses the 

basic NLP techniques for preprocessing use Tokenization, Stop Word Removal, 

Stemming and parts of speech tagging as the part of data cleansing process. Initial term 

extraction is done by using basic natural language processing techniques in the work of 

[53, 54, 9, 2, 57, 58, 59, and 20]. The techniques presented in [61, 62, 63, 64] use some 

latest techniques for initial term extraction. For initial term extraction basic NLP processes 

and tools work well.  The extracted initial terms maybe further refined by using advance 

NLP techniques. In order to extract terms that are not noisy and irrelevant Entity 

recognition and Noun-phrase extraction are used. Entity recognition refers to the fact that 

the names of important people, organizations and places are actually the most relevant 

Figure 2.1 Basic Process of Taxonomy Generation 
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information in the data. This technique was used by Muller et all [25].  Noun phrase 

extraction refers to the fact that the phrases in which a noun is used as a principal phrase 

is the most important piece of information that is extracted from the data. Kashyap et al. 

[11] and Dietz et al. [26] used this technique. Using lexico-syntactic patterns technique 

relevant and important terms can also be extracted from given data. Cimiano et al. [65], 

Neshati et al. [66] and Ponzetto and Strube [67] have used this technique. 

2 Non-NLP based approaches  

Non-NLP based technique for data preprocessing involves two types of techniques namely 

data collection and data representation. The work presented in [68, 16] use data collection 

for preprocessing. In order to generate a taxonomy from raw data, data representation 

methods are used. The techniques presented in [69, 70] are the examples non NLP based 

techniques.  For relational datasets Li and Anand [69] generated a taxonomy for relational 

data sets and emphasized that there is a contrast between taxonomies being generated from 

traditional text corpora and relational datasets. Taxonomy generation technique proposed 

in [70] generate taxonomy from the linked dataset. The linked data structure provides 

information about class types and object types. 

2.1.2 Data Modeling  

Once Data Pre-processing and cleansing has been done the next stage is of Data-Modeling. The 

text documents or the raw data is to be represented as a model and then built in to a hierarchy in 

later stages. There are different techniques used for data modeling for Taxonomy Generation such 

as Vector Based Approach, Concept Based Approach etc. The details of the techniques and the 

works that has used them are mentioned below: 

1 Vector Based Approach  

Many taxonomy generation techniques use vector space modeling to build a data model. 

Vector space modeling, determines the occurrences of important and relevant terms. The 

terms here are actually received from data pre-processing stage [71]. In this approach the 

entire data set is represented in the form a vector. This vector represents the document 

terms relationship. In order to match the similarity of the particular document with other 

the VSM model is then used. Taxonomy generation techniques proposed in [25, 53, 11, 

54, 68, 9, 70, 61] uses vector space technique for data modeling.  

2 Concept based approach  

Concept based approach builds a model using external sources and domain specific 

measures. It is more precise in data representation and is also semantically better than the 

vector space model [72]. The techniques [5, 73, 58] use external sources for building the 

data model. Sanchez and Moreno [5] built a taxonomy for web documents for a peculiar 

domain using the keywords. Liu et al. [73] suggest that a more effective taxonomy can be 

constructed for data that belongs to continuously changing domains by using set of 
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keywords. Keywords are identified using the external knowledge source [27] i-e by using 

a search engine. Then a bag of words model was created using the results and concepts 

were identified for building the data model. Techniques discussed in [67, 10] also use 

concept based approach for data modeling. For the. Dietz et al. [26] suggested that for 

construction of domain specific taxonomy the domain pertinence and domain consensus 

[14] can be used to identify domain specific concepts that are present in data. Word sense 

disambiguation [39] was applied in order to determine the true context. The work 

presented in [60, 57, 14, 74] also use the domain specific measure for data modeling.  

2.1.3 Hierarchy Formation  

After the Data Model has been created the next step is of Hierarchy Formation. In this step, 

relationships between documents are identified using the modeled data.  For making hierarchical 

relationships different approaches are used such as Clustering Based Approach, Graph Based 

Approach, and Rules Based Approach etc. The details of the techniques and the research works 

that has used these techniques are discussed in this section.  

1 Clustering based approach 

Agglomerative hierarchical clustering and divisive hierarchical clustering are the two 

basic methods of hierarchical clustering used by the current techniques. The 

agglomerative hierarchical clustering starts with all the text documents in an individual 

cluster. The technique merges the clusters using a similarity criteria. Similarity criteria 

can be cosine similarity, Jaccard similarity and Euclidean similarity [75]. The techniques 

presented in [25, 5, 26, 73, 17, 66] use agglomerative hierarchical clustering in hierarchy 

formation step of taxonomy generation. In divisive hierarchical clustering all data objects 

are considered in one cluster, then with each iteration they are divided. This division is 

based on some similarity or distance criteria, like Cosine measure [75]. The technique 

proposed in [11, 30] for the formation of hierarchy uses a divisive method of hierarchical 

clustering. Some techniques use Divisive Hierarchy Clustering and HAC both. The work 

in [77] compares divisive and agglomerative methods of hierarchical clustering and 

proves that the taxonomy obtained through agglomerative hierarchical clustering is better 

as compared to that of divisive hierarchical clustering. Taxonomy generation techniques 

in these papers [54, 69, 73, and 64] presents a merger of divisive and agglomerative 

clustering techniques. Chuang and Chien [54] presented the HAC+P that initially 

generated a hierarchical structure and agglomerative hierarchical clustering was used. 

Once hierarchical clusters are portioned a multi branched hierarchical structure is then 

obtained. Li and Sarabjot [69] clustering algorithm that groups together similar data 

objects using divisive and agglomerative clustering both. Liu et al. [73] and Ceesay and 

Hou [64] used Bayesian rose tree algorithm proposed in [78] to build a hierarchy.  This 

algorithm is agglomerative clustering algorithm that has multiple branches. Using the 

conditional probability similar items are grouped together and produces a hierarchical 

structure. 
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2 Graph based approach   

A taxonomic structure can be considered as a tree also. A graph is also a tree that having 

no cycle. So we can say a taxonomy is also a graph. The approach reflects on the fact that 

a graph based method can also be used to generate and evolve a taxonomy [79]. Each node 

in a taxonomy can be considered as a vertex in a graph. A graph based method for 

taxonomy generation, labeling is not required. Taxonomy generation techniques such as 

[80, 10] use the algorithms from fundamental graph theory. Qi et al.  [80] Presented a 

graph-based algorithm for adjusting a taxonomy in order to assist the users in searching 

the web content. Camina [10] experimented and compared various graph algorithms for 

generating taxonomy. Techniques using graph algorithms with heuristics. Some 

techniques [14, 63] generate taxonomy by combining graph based heuristics. Velardi et 

al. [14] generates taxonomy by extracting definitions from the web for given domain-

specific concepts then trains the algorithm to extract the hypernym information from the 

searched definitional sentences. Then terms were connected in hypernym relations with 

each other to form a taxonomy. Taxonomy generation techniques proposed in [20, 28] 

also combine heuristics with the graph-based approach in to order to generate hierarchy.  

3 Rules based approach 

A few taxonomy generation techniques formulated rules in order to identify the 

hierarchical relationships and to generate a taxonomy. Considering the nature of the data, 

a rule based technique provides more control on the process of taxonomy generation. 

Rules can be based on external knowledge sources, formal concept analysis and sub sub-

sumption. The techniques presented in [81, 58, 62] use external knowledge for extraction 

of relationships. The work presented in [67] analyzed Wikipedia’s semantic network and 

extracted the hierarchical relationships. [58] Incorporate multiple external knowledge 

sources: Wikipedia,. In [62] a technique is proposed that identifies the accurate 

hierarchical relationship between the terms. The algorithm contains a heuristics based 

hypernym detection system that extracts the final taxonomy, In [65] a taxonomy 

generation technique is proposed that formulates the hierarchical structure based on the 

formal concept analysis. [57, 74] generated taxonomy using the sub-sumption rules. 

Conditional probability is used by sub-sumption rules in order to identify the hierarchical 

relationships between terms  

2.1.4 Node Labeling    

In the stage of nodes labeling, the unlabeled nodes are then assigned the labels [20]. For clustering 

based approach taxonomy generation nodes labeling is important. In graph based techniques the 

hierarchical structure formed in actually the final taxonomy. Where as in a clustering based 

approach the hierarchical structure generated gives no information without labels. Heuristic Based 

Approach and Centroid based approach is mostly used for Node Labeling. Heuristic based 

approach is either done by using frequently occurring terms or by using external knowledge. 
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Commonly occurring terms have also been used be a few techniques as a label of that particular 

cluster. Frequently occurring terms in a cluster are used as node labels in the techniques presented 

in [64, 60, 74, 6, 55, 56, 84]. The techniques [85, 2, 26] have used external knowledge in order to 

label the cluster. The work presented in [85] for each term in the cluster the hypernym information 

was collected using WordNet. Then the common hypernyms were then used as the labels for the 

cluster. Paukkeri et al. [2] used a similar term in order to label the cluster using a reference 

taxonomy as an external source. Dietz et al. [26] performed label identification by first collecting 

hypernym information from WordNet to be used as labels for that cluster. The work presented in 

[86] used a reference taxonomy related to the domain for collecting hypernym information. Some 

techniques for taxonomy generation use, centroid based approach for assigning labels to the 

clusters. The technique utilizes the top terms of a cluster for labeling purpose.The work presented 

in [11] used the similar approach for labeling the nodes. Generalized labels were assigned to the 

nodes in order to further prune them. Generalized labels were taken from the children clusters. 

These labels were then assigned to the parent clusters. Work presented in [26] also uses the 

Centroid-based nodes labeling technique. 

2.2 Types of Taxonomy Generation 

Taxonomy generation is performed either incrementally or non-incrementally. This section will 

explore different research works that have used incremental taxonomy generation and non-

incremental taxonomy generation.  

2.2.1 Non-Incremental Taxonomy Generation 

Some techniques perform taxonomy generation non-incrementally. A non-incremental taxonomy 

generation technique utilizes the basic process of taxonomy generation. It then works in a fashion 

that the moment new documents are introduced in to the system, the entire process of taxonomy 

generation is ran again from scratch in order to accommodate newly introduced documents.  
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The Figure 2.2 shows the process of generating a taxonomy using non-incremental approach. It 

can be seen that on introduction of the new documents in to the system, the previous taxonomy is 

discarded and again all the steps of taxonomy generation are performed and a new taxonomy is 

built from scratch. This section explores the techniques and algorithms that have adopted non-

incremental taxonomy generation strategy. 

1 TaxGen 

TaxGen [25] was presented as an automatic taxonomy generation algorithm for 

unstructured data. The algorithm was developed for building a taxonomy for unstructured 

news wires for the period of one year. The algorithm uses hierarchical clustering algorithm 

(HCA) for building the underlying structure for taxonomy generation. In the beginning of 

this process each document is a cluster itself. The clusters for the bottom are made first. 

Once the bottom clusters have been identified, the algorithm starts working upwards 

merging the similar clusters. Scalability is provided using this approach as it uses only a 

subset of document initially. A separate routing step is used to route the remaining 

documents to the respective categories. In order to evolve the Taxonomy this technique 

uses a topic categorization tool. Sample documents from each category is then used to 

extract the dictionary called category. These categories in case of already built taxonomy 

are the taxonomic nodes. These documents are then assigned to their respective categories 

based on the terms extracted from them. This algorithm is a supervised technique and 

requires training data. 

Figure 2.2 Non Incremental Taxonomy Generation 
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2 TaxaMiner 

TaxaMiner [11] was also an addition in the pool of existing techniques of taxonomy non-

incremental generation. This technique uses the NLP techniques for pre-processing of the 

textual data set. Noun phrases are extracted from the documents using part-of-speech 

tagging and chunk parsing. Principal direction divisive approach and bisecting algorithm 

of K means is used to cluster the dataset. Taxonomy is extracted using cluster 

cohesiveness. For the re-generation of taxonomy the entire procedure of taxonomy 

generation is re-run and the previous taxonomy is replaced by a new taxonomy that gives 

an updated view of the data set.  

3  TaxoLearn  

TaxoLearn [26] is also a non-incremental taxonomy generation algorithm. It requires two 

corpus of documents. The first corpus selected is domain specific. The second corpora is 

of unrelated domain. To find out the related concepts the second corpora is used. For the 

construction of the domain taxonomy, noun phrases are extracted first. The relevant 

concepts of the domain are detected using the noun phrases. After this similarities is 

calculated between the selected concepts. On the basis of similarities the taxonomy is 

constructed. Hierarchy is built using hierarchical clustering algorithm [77] .The algorithm 

is unsupervised. 

4 OntoLearn 

OntoLearn [14] is actually a ontology construction technique that generates ontology for 

a category or a topic. Taxonomy is hierarchical structure based on the relationships in the 

data they useful for organization of information. Ontologies on the ground level are 

basically taxonomies. Ontologies are at a higher level as compared with taxonomies as 

they provide richer information, including information about the relationships among 

entities. The process of ontology construction process consists of document clustering, 

extraction of terms, extension of vocabulary of term and selection of relevant terms 

manually. In the first step the clusters of document are created. For document clustering 

Latent Semantic and K-Means clustering is used. A tool called TermExtractor is used for 

extraction of terminology from document clusters. Relevant terms are selected by 

TermExtractor using  documents belonging to specific domain. For the extraction of terms 

different techniques are used. Names of the concepts are chosen on the basis of knowledge 

that is gained from the previous step. Correct relationships are identified using the Formal 

Concept Analysis [87] (FCA). 

2.2.2 Incremental Taxonomy Generation  

Some techniques perform taxonomy generation incrementally. An incremental taxonomy 

generation technique utilizes the process of incremental taxonomy generation as underlying 

technique. An incremental taxonomy generation technique works in a fashion that in-presence of 

new documents in to the system the process doesn’t re-build the entire taxonomy from scratch; 
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instead new documents are adjusted in the existing taxonomy based on similarities to the existing 

document clusters. This makes an incremental approach for taxonomy generation time efficient 

and computationally less complex as compared with the non-incremental approach. The Figure 

2.3 shows the process of incremental taxonomy generation. 

 

 

 

 

 

 

 

 

 

 

 

 

It can be seen in the Figure 2.3 that on introduction of new document in to the corpora the 

taxonomy generation steps such preprocessing and data modeling are performed only on the new 

documents and finally the documents are adjusted in to the existing clusters. This approach is 

promising for fast arriving voluminous big data as time to adjust new documents is far less as 

compared with rerunning the entire process from scratch. Some of the incremental taxonomy 

generation techniques are discussed below: 

1 AdaptTaxa  

AdaptTaxa [15] generates the taxonomy incrementally for group profiling problem. This 

technique generates the taxonomy whenever the changes in the underlying data occurs. 

The changes occurred in the data specifically reflect the changes in the group’s interest. 

The problem of Taxonomy Evolution was transformed to graph based optimization 

problem. The technique uses the graph based approach to search and select the best 

possible taxonomy at a particular time from the hyperspace of many taxonomies. 

AdaptTaxa uses the supervised learning approach for generating and evolving the 

taxonomy. The supervised technique learns the hierarchical model from the hyperspace 

of the hierarchies. It chooses the hierarchy that best fits the taxonomy according to existing 

condition. Supervised techniques require the availability of training data. Adapt Taxa uses 

two types of approaches for searching the optimal hierarchy. The approaches are Greedy 

Approach and top down approach. The greedy approach probabilistically searches the best 

Figure 2.3 Incremental Taxonomy Generation 
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possible hierarchy by finding the difference between hierarchical nodes and selecting the 

one giving the maximum likelihood increase. In top-down approach nodes at the top level 

are checked to find the best possible node to expand and adjust the pre-defined hierarchy 

2 EvoTaxa 

EvoTaxa [16] generated the taxonomy incrementally for particularly large collection of 

tags. In this technique association rules graph was generated. In the association rules graph 

the vertices are actually the tags based on support and confidence values these tags are 

connected. Support measures the frequency of co-occurrence. The confidence measures 

the conditional probability of a tag in presence of another and identifies the parent child 

relationship. The next step is graph based taxonomy extraction graph and association rule 

graph is given as input to this step. Manipulation on the association rule graph is done by 

the taxonomy extraction step. Only those associations are kept which don’t add to noisy 

associations. For evolving the taxonomy four types of strategies are used namely local 

taxonomy evolution, historical taxonomy evolution, one step fusion taxonomy evolution 

and historical fusion taxonomy. Local taxonomy evolution regenerates taxonomy at every 

new time interval. Historical taxonomy evolution regenerates new taxonomy by 

combining values of the historical taxonomy’s association rule graph with current 

taxonomy’s association rule graph. One step fusion taxonomy evolution takes the previous 

step’s taxonomy’s association rule graph and fuses with the current’s association rule 

graph. Historical fusion taxonomy Takes the historical taxonomies’ association rules 

graph and fuses with the proceeding step taxonomy and current association rules graph. 

The technique successfully generated and evolves the taxonomy but it does so for tag data 

only. In real world we have data in unstructured form that needs to be arranged in a 

taxonomy.  

3 IHTC Taxa  

IHTCTaxa [17] uses unsupervised incremental hierarchical clustering approach to 

generate a taxonomy for unstructured textual data. IHTC (Incremental Hierarchical Term 

Clustering) algorithm that considers the problem of hierarchical clustering as online in 

contrary to the batch mode non-incremental hierarchical clustering, like HAC [76] and 

bisect K-means [30]. First frequently occurring k terms are extracted from the document 

collection. The co-occurring terms are then connected to each other and they form a co-

occurrence graph. Shared Nearest Neighbor (SNN) measure is used to identify the 

similarity between terms in the co-occurrence graph [88]. Dendrogram is then formed by 

agglomerative clustering of similar terms. When new documents arrive, frequently 

occurring terms are extracted from it. The IHTC algorithm then calls up the UpdateGraph 

function to update the co-occurrence graph of newly arrived terms with the existing terms.  
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4 TIE 

TIE [18] algorithm was as advancement in the domain of incremental taxonomy 

generation. The algorithm uses an incremental approach to generate a taxonomy on 

introduction of new data in to the system TIE incrementally updates the existing 

taxonomy. The algorithm saves time and complexity by adjusting the newly introduced 

documents into the system rather than re-building the entire taxonomy from scratch. The 

proposed algorithm can take input of an existing taxonomy generated from a clustering 

based automatic taxonomy generation technique. It can then incrementally evolve the 

input taxonomy by incorporating the newly introduced documents into the system .The 

algorithm was tested in comparison to regeneration technique. Results shows that 

taxonomy evolution generates/evolves a taxonomy in considerably shorter time as 

compared with a taxonomy generation technique. Results also showed that the lexical and 

hierarchical quality of the taxonomy generated through an incremental taxonomy 

generation technique or non-incremental taxonomy generation technique is comparable 

but the time complexity is sufficiently reduced when using incremental taxonomy 

generation technique.  

2.3 Hierarchical Clustering For Big Data Sets 

For effectively handling the big data, it needs to be tamed. Taming big data means converting the 

complex data in to usable form [90]. Huge volume of unstructured data is being generated from 

different resources and services like Social Networks, IOTs, cloud computing [91] etc. It is getting 

problematic to control this volume of information with every passing day. In order to make this 

large amount of data useable and searchable its needs to be arranged in some kind of structure. 

This big data can be clustered in to compact form that still reflects the underlying nature of the 

data i-e a taxonomy. Underlying technique for building a hierarchical structure in a taxonomy 

generation and evolution technique is mostly clustering based technique. Clustering techniques are 

very useful when unstructured data needs to be organized in hierarchy [89]. Clustering techniques 

basically groups the data based on its similar properties and content. A lot of research has been 

done in order to develop clustering to incorporate the three Vs of big data that is Velocity, Volume 

and Variety [21]. Various clustering algorithms [92, 93, 94, 95] have been developed in order to 

cluster the big data. These algorithm are built keeping in view the shape size, noise, dimensionality, 

computation of algorithm, shape of cluster [96, 97]. These techniques are divided into different 

classes such as Density Based, Partition Based and Model Based etc. This research work focuses 

on solving the scalability issues of clustering based incremental taxonomy generation algorithms. 

For this reason the previously developed algorithms for big data clustering were studied so they 

can be used as a base line for the hierarchical structure of the taxonomy. Discussion on these 

algorithms for big data clustering is presented below: 
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2.3.1 Hierarchical clustering algorithms  

Clustering is performed using two approaches i-e Agglomerative (top-bottom) and Divisive 

(bottom- top). All the data points are considered individual cluster in agglomerative. The algorithm 

iteratively merges the clusters based on a similarity criteria. In divisive approach initially all data 

points are in one cluster and there are progressively divided as the algorithm goes on. There has 

been research done on hierarchical clustering algorithms for big data these algorithms are 

discussed in detail in this section. 

1 BIRCH  

BIRCH [100] is an incremental technique in which multi-dimensional metric data points 

are dynamically clustered .BIRCH is an hierarchical agglomerative technique in which 

the Clustering Feature (CF-Tree) keeps adjusting the quality of sub clusters in increments. 

The algorithm loads the data into the memory. Then constructs a CF Tree by performing 

one scan of the data making the next stages of technique faster and less sensitive. To 

perform global clustering the algorithm uses the pre-existing technique for clustering on 

CF leaves. The technique reassigns the data points to the closest centroid by performing 

multiple data scans. 

2 CURE 

Clustering algorithms mostly favors clusters with spherical shapes and similar sizes. These 

algorithms mostly are very sensitive to outliers. An algorithm named CURE [101] was 

proposed for clustering big data that is not sensitive to outliers. In this algorithm the 

divisive hierarchical clustering is used. This algorithm identifies the clusters that have 

wide variation in shape and size. The technique keeps merging the adjoining clusters till 

stopping criteria is met.  

3 ROCK  

Using clustering underlying patterns in the data can be identified. In order to deal with 

boolean and categorical data ROCK [102] algorithm was proposed.  Conventional 

clustering algorithms use the distances between points. Concept of links that measures the 

proximity between the data pairs, is introduced in this work. This algorithm employs the 

links and not the distances when it merges the clusters. In the beginning all points are 

considered as a cluster and a heap is built for all of the clusters. On the basis of the criterion 

function a measure is calculated. The clusters having largest value of the criterion are 

merged. Detailed complexity results were presented for ROCK. The results from 

experiments show that ROCK not only generate better clustering quality and is also 

scalable. 

4 Chameleon 

For dealing with high and variable clusters techniques such as Chameleon [103] were 

developed.  Chameleon gives good results for highly variable clusters using the 
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interconnectivity and closeness of clusters. Static model doesn’t take in to account the 

information about the nature of individual cluster while performing the merging operation. 

Most of the other existing techniques uses the static approach. Chameleon algorithm keeps 

an eye on interconnectivity as well as closeness while merging similar pair of clusters. 

Two-phase algorithm is used for finding the clusters in the data set, in Chameleon 

technique. In the first phase, a cluster is formulated using partitioning approach. Several 

relatively small sub-clusters using the data points. This is done by using a graph 

partitioning algorithm to cluster the data items. During the second phase, clusters are 

formulated by continuous combining of sub-clusters. In this phase agglomerative 

hierarchical clustering approach is used for selection of pairs of clusters. Only such pairs 

of clusters are selected whose inter connectivity and closeness is within the threshold 

level. The clusters having highest inter connectivity and closeness are then merged.  

5 ECHIDNA  

In order to cluster network data ECHIDNA [104] technique was developed. The technique 

works by extracting the data from the network. This data consists of six tuple values 

consisting of categorical and numerical attributes. 

Each record in the data then builds the hierarchical trees of clusters that is called 

CF-Tree. Combined distance function inserts the record in to the closest cluster. The 

combined distance is taken account for all the attributes of the CF tree. Once all the 

clusters are created the significant nodes then form the cluster trees. The formulated 

cluster trees are then compressed to generate a report from which information can be 

drawn.  

6 SNN  

Clustering basically depends on density and similarity distance. Clustering becomes 

increasingly difficult as dimensions increases. An algorithm SNN [105] was presented 

that works well for high dimensional data. Sum of similarities among the neighbor data 

points is used as similarity measure in this algorithm. Such an algorithm is successful in 

eliminating noise and builds clusters that are associated by non-noise points. This way 

outliers are detected and eliminated. Also solves the issue of finding clusters that are of 

various sizes, shapes and density. The algorithm works by building hierarchy from top to 

bottom. For set of points a proximity is maintained. Nearest neighbor approach is used to 

formulate the clusters.  

7 CACTUS  

CACTUS [45] algorithm was specially developed for clustering of the categorical big 

data. This algorithm is fast and is summarization based algorithm. CACTUS algorithm 

has two important characteristics one that it requires only two scans of the dataset and 

finds clusters in subsets of all attributes. This feature makes it suitable for a data set where 

number of attributes is very large. The algorithm builds a hierarchical structure and 
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generates maximum segments and clusters. Algorithm works by connecting the data 

points whose frequency is large. Clusters are formulated on the basis of attribute value 

pairs.  

8 GRIDCLUST  

This technique [46] discusses clustering a hierarchical clustering method that using a grid 

structure. The data set is partitioned into a grid structure. During this partition the 

topological distributions are maintained. Density values are calculated after assigning the 

data is assigned in to the grids. Then the grids are sorted based on their values. Most dense 

grid is considered as the cluster center. Clusters are formed using the remaining blocks 

using the neighbor search algorithm. 

2.3.2 Density based clustering algorithms  

In clustering algorithm that uses a density approach, the data objects are categorized into different 

types of points such as noise, border and core points. Based on the densities the core are connected 

to each other formulating the clusters.  

1 DBSCAN  

DBSCAN [108] presents a technique that uses three points namely core point, border point 

and noise point to form connectivity. The algorithm formulates a graph using set of points. 

An edge is created from a point in the neighborhood to another point in the neighborhood. 

If any of the core points are not left behind then it terminates the algorithm. The technique 

keeps running till clusters are formed incorporating all the core points. 

2 OPTICS  

OPTICS [109] is an extension of DBSCAN algorithm that also uses core, border and noise 

points. This technique is faster than that of DBSCAN. The algorithm takes in to 

considering the data points, and selects a core points if certain minimum number of points 

are found in the core distance.  

3 DBCLASD  

DBCLASD [110] is basically a technique for mining of very large datasets that utilizes a 

connectivity and application based clustering algorithm. Based on a query this technique 

constructs the set of candidates. If the distance between the set of candidates has expected 

distribution the data points stay within the cluster. A data point is considered as bad 

candidate if it doesn’t follow the expected distribution. The algorithm continues till all the 

points for an expected distribution forms a cluster.  

4 GDBSCAN  

GDBSCAN [111] algorithm forms the clusters using the point objects and the spatial 

attributes. An attribute object P is chosen that gathers all the object densities that are 

accessible from P. Based on the neighborhood and minimum weight cardinality the 
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densities are calculated. Based on these densities of the points it forms the clusters. The 

process is ran over and over again until all the points are classified.  

5 DENCLUE  

The DENCLUE [112] algorithm uses kernel density estimation in order to build a model. 

Estimated density function defines a local maximum that in turn defines a cluster. The 

algorithm works in a fashion that the points belonging to the local maxima are put in to 

the same cluster. The algorithm takes so many unnecessary steps in the beginning of the 

algorithm to reach to a local maxima thereby it never converges to the maximum but 

reaches close to it. The algorithm also makes use of Gaussian kernels that adjusts the step 

size without bringing in an extra cost. 

2.3.3 Grid based clustering algorithms 

The Grid based works by partitioning the data set. Partitioning of the data set results in to a grid 

structure. On the basis of the grid structure the Clusters are formed. Subspace and hierarchical 

clustering techniques are used in grid based clustering algorithms. Grid algorithms are very fast 

processing algorithms as compared with the other techniques. 

1 STING  

STING [113] technique is akin to hierarchic BIRCH algorithm. A hierarchical grid is used 

to store spatial data in to rectangular cells. 4 child cells are created be portioning each cell. 

Probability is calculated for each cell whether it is irrelevant or relevant. Same calculation 

are applied on the cells that are relevant. In order to form clusters the regions of relevant 

cells are found.   

2 Wave Cluster  

The algorithm [114] works with big data sets for numerical attributes and those data sets 

which have multi-resolution. Detects outliers easily. The algorithm fits all the data points 

into a cell. The wavelet transform applied to filter the data points. After that the discrete 

Data points are filtered using the wavelet transform thereby applying the high amplitude 

signals to cluster interiors. High frequency is used to find the boundary of the cluster. In 

order to find sharp clusters and to eliminate noise, signals are then applied to the attribute 

space.  

2.3.4 Model based clustering algorithms 

Two approaches are used for model based clustering algorithms neural network and statistical 

approach. A few model based clustering algorithms are discussed in this chapter that focuses on 

the clustering of very large datasets. 

1 PROCLUS  

PROCLUS [115] algorithm uses medoids. The medoid technique is pretty similar to K – 

medoids clustering criteria. Algorithm initializes by considering selecting the data points 



24 

 

in random. Next, medoids of clusters are selected as data point and subspace of each 

medoid is defined. The next phase is the phase of refinement here in this stage the best 

medoids are selected form the set of medoids. Only those medoids are selected that has 

all the dimensions. Medoids are selected based on other medoids closest to the best 

medoids. Data points within a certain distance will form clusters. 

2 ORCLUS 

ORCLUS [116] algorithm uses non-axis parallel subspace for clustering. Three stages 

define the algorithm merge, assignment and subspace. Assignment phase assigns the data 

points to the nearest cluster centers. Sub space determination phase in the merge phase 

makes co-variance matrix for each cluster. Those clusters that have similar directions are 

then merged.  

2.3.5 Partition Based Clustering Algorithms For Big Data 

In partition based clustering algorithm [98], each data object is placed in one cluster. The clusters 

are then divided in to a number of partitions going through a number of iterations. Non-Convex 

shaped clusters are found using Partition based algorithms.  

1 FCM Fuzzy CMEANS algorithm  

FCM Fuzzy C-means algorithm [99] is basically uses K-means to partition the data in to 

cluster. The algorithm first calculates the cluster centroids, objective values and the fuzzy 

matrices. It computes the membership values that are basically stored in the matrix. The 

algorithm constantly checks the objective values in order to make sure that it stays 

between the limits with in the continous iterations. If the value of objective function is 

less than the stopping condition then the algorithm stops. Until the stopping conditions 

are met the process keeps running and keeps partitioning and clusters are formulated.  

2.4 Critical Analysis 

In this section, first the basic process of taxonomy generation was studied. Then the incremental 

and non-incremental taxonomy generation techniques were reviewed in detail. On arrival of new 

data in to the system, a non-incremental taxonomy generation technique re-runs the entire process 

of taxonomy generation from scratch and re-builds the entire taxonomy incorporating the new 

documents in to the system and replaces the old taxonomy with a new one. Re-running of the 

whole process of taxonomy is time consuming especially when we have fast arriving voluminous 

big data of unstructured text documents. An incremental taxonomy generation technique updates 

the taxonomy in presence of new documents, without re-building the entire taxonomy from 

scratch. Hence it runs a fewer steps for taxonomy generation in order to incorporate the newly 

arrived documents. This makes an incremental approach for taxonomy generation time efficient, 

computationally less complex and better suited for dealing with big data as compared with non-

incremental taxonomy generation technique.  
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Non-incremental or incremental taxonomy generation techniques discussed here, produce 

good quality taxonomy. However, it was observed that these techniques essentially lack the focus 

on rapidly increasing, voluminous and varying natured big data. There is a need of algorithms and 

techniques that are efficient, scalable and capable of processing of big data in parallel fashion. To 

handle fast arriving big data in parallel, the technique needs to run on MapReduce [23] paradigm 

so that the running time of taxonomy generation can be reduced and the scalability challenges of 

current incremental taxonomy generation techniques could be solved. In this work, we in 

particularly focus on clustering-based incremental taxonomy generation techniques. 

New challenges of big data makes it difficult to apply conventional clustering techniques. 

Large data volume and time complexity of clustering algorithms lead to the problem of deployment 

of clustering algorithms for big data in order to obtain the results in reasonable time. Clustering 

algorithms dealing with big data are generally classified into two categories [117]: single machine 

clustering techniques and multiple machine clustering techniques. Clustering techniques for big 

data studied in this section are specifically designed for dealing with big data but to be ran on 

single machines. As discussed these techniques are divided into partitioning based clustering 

techniques, hierarchical clustering techniques, grid based clustering techniques, model based 

clustering techniques. All these techniques have their own advantages and dis-advantages. 

Partitioning based clustering technique has a disadvantage that it requires a pre-defined value of 

K parameter to be given by user for a clustering solution the value of K is often non-deterministic 

[119]. In hierarchical clustering technique once a stage is completed it cannot be un-done. All the 

hierarchical clustering algorithms suffer from the reason stated above [119]. As the density based 

clustering algorithms contains noise objects because they work in a fashion that the clusters are 

defined as dense regions separated by low density areas [118], thus are not suited for very large 

data sets. The clustering algorithms that are based on a model measures are slow and unsuitable 

for very large data set for a classification problem as they utilize the multivariate probability 

distribution. The size of the grid is usually much smaller than the size of the database. In case of 

highly irregular data distributions, using a single uniform grid might not be a good idea as a single 

uniform grid will fail to provide the required clustering quality and also is not able to fulfil the 

required time requirement [119]. New challenges of big data can be solved using multiple machine 

clustering techniques and obtain results in much smaller time. Distributed and parallel algorithms 

divides the data into various smaller data partitions and distributes them on different machines. 

This makes the overall running time of the algorithm smaller and increases its scalability. 

MapReduce algorithm is a job rationing algorithm designed for distributed execution of a task on 

a many servers that provides a good base for the implementation of such parallel algorithms for 

data clustering. The next section discusses the MapReduce environment and tools used for big data 

processing. 
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Chapter 3. Background and Preliminaries 

This chapter discusses the technologies used in this research work. This chapter briefly discusses 

the MapReduce paradigm. The details and workings of MapReduce environments: Apache Spark 

and Apache Hadoop are discussed in this chapter. This chapter is organized as follows: section 3.1 

discusses the preface, section 3.2 discusses MapReduce Framework, section 3.3 explores Apache 

Hadoop, section 3.5 discuss Apache Spark and section 3.5 explores the selection of big data 

environment for this research work.  

3.1 Preface 

The world has converted into an information society that highly depends on data [40]. 

Development of cloud computing technologies has led to the generation and processing of huge 

amounts of data [41]. This ever increasing data volumes has brought great values but at the same 

time has brought forward many challenges. The information systems produce large amounts of 

data every passing second. It looks like that the world has reached to the point where the current 

systems are overloaded with the data. To process such large amount of data, there is a need of 

systems that has an enormous capacity for storage and processing power. The processing 

capabilities of current systems is bounded because of hardware limitation and technologies, but 

the growth of the big data volume is unlimited [42]. 

 Big data has high velocity, volume and comes in variety of information that requires new 

forms and ways of data processing in order to get effective insights from the data [21]. These 

insights and information can be useful for effective and efficient decision-making system that 

could benefit different companies. Most of this data is being generated in the form of unstructured 

data [43]. The unstructured data requires management and classification. The internet, World Wide 

Web (WWW), various social media applications such as Facebook, Twitter, Blogs , Wikipedia 

etc, are some of the biggest contributors towards the unstructured Big Data [44].  The unstructured 

data, is a collection of facts that holds a lot of information; this information can be made available 

if proper analysis is being done on the data. This data is growing with tremendous speed and 

volume. This high speed and massive volume of the big data has reached to a point where the 

world is experiencing a massive data revolution [42]. There is an increase in internet users by every 

passing day and that is one of the major source of increasing big data.  This big data comes with 

challenges of data storage, analysis, visualization and processing. The processing capacity of 

existing systems was not enough to handle the large amount of data [45]. Hence, there was a critical 

need for tools that were capable of investigating and processing large scale data in order to acquire 

value from it. In this chapter, we will have a look at prominent tools and environment used for big 

data processing and analysis.  
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3.2 MapReduce   

The existing techniques that deal with large amount of data such as data warehousing and database 

management systems, are not sufficient in order to deal with the ever increasing big data. As the 

data size is tremendous so it cannot be stored on a single machine [42]. Therefore, there was a 

need of technique that can process the data that is stored on different machines and still give one 

output. Hence, a cluster of commodity machines that are interconnected using a network were 

designed to store the data. Using the interconnected commodity machines the data comes in from 

various machine so the performance becomes a primary concern [46]. Also since the data will be 

coming in from different machines, the technique must be able to reconcile the failure of any 

machine, at any point of time without effecting the performance of overall system. Making a 

system fault-tolerant is a critical challenge. A parallel application has to encounter the challenges 

of load balancing, data parallelization, serialization, data distribution and scheduling program 

execution across multiple systems. Researchers at Google presented a new programming model 

called Map Reduce [23], which was able to solve the challenges of efficient processing of massive 

datasets using large clusters.  

 MapReduce solves the problems faced in parallelizing the data across the cluster of 

individual machines [23]. It provides a simple model for parallel computing by solving the 

problems of data partition, scheduling of tasks, handling of machine failure and inter-machine 

communications are reduced. MapReduce is a programming paradigm that works by decomposing 

the problem into multiple map and reduce tasks. Input is given in the form key/value pairs to 

mapper function. This input pair is then passed to reducer which are passed as an input to the 

reduce function. Associated with the intermediate key the reducer merges the intermediate values. 

The working of MapReduce is explained in detail below: 

3.2.1 MapReduce Framework 

 The type of input to a MapReduce job is based on the application itself [23]. MapReduce job 

outputs a set of  key and value pairs, that is composed by the Map function. The equation (1) below 

defines key and value pairs: 

[(𝑘1, 𝑣1, ), … . . , (𝑘𝑛, 𝑣𝑛)]: ∀i = 1… . n: (𝑘𝑖 ∈ 𝐾, 𝑣𝑖 ∈ 𝑉) (1) 

 Here, 𝑘𝑖 represents key for the 𝑖𝑡ℎ input and 𝑣𝑖 implies the value for the 𝑖𝑡ℎ input. 𝑉 is the 

domain of values.  Key-value pairs are divided into of subsets and are rationed across the various 

nodes in a cluster to process. This is done by a Map function. The intermediate results are also 

generated in the form of key and value pairs. The map function is given below: 

𝑀𝑎𝑝:𝐾 × 𝑉 → 𝐿 × 𝑊 (2) 

(𝑘, 𝑣)  → [ (𝑙1, 𝑥1), … . , (𝑙1, 𝑥𝑟)] (3) 
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 Where, 𝐿 and 𝑊 are key and value attributes. They also represent the intermediate key-value 

pairs. During the map phase, each single key-value input pairs: 𝑘, 𝑣 is graphed into many key-

value pairs: [ (𝑙1, 𝑥1), … . , (𝑙1, 𝑥𝑟)] using the same key, but distinct values. Key-value pairs 

obtained as a result in this phase are used as the inputs for reduce functions. The reduce function 

is defined as: 

𝑅𝑒𝑑𝑢𝑐𝑒: 𝐿 × 𝑊 ∗→ 𝑊 ∗ (4) 

 In the reduce function, all the mean results are grouped using the same key. This aggregation 

is performed generate the intermediate results with the identical key values. The result is sorted 

and all the key values pairs are brought together so that it can be processed. This process if done 

when 𝐿×𝑊 ∗ is processed, 𝐿×𝑊∗ is generated. These are basically the inputs to the MapReduce 

functions. The intermediate results with the same keys: 𝐿×𝑊∗ are mapped into a new result list 

𝑊∗. Equation (5) expresses the MapReduce function. 

𝑀𝑎𝑝𝑅𝑒𝑑𝑢𝑐𝑒: (𝐾 × 𝑉) ∗ → (𝐿 × 𝑊) ∗ (5) 

 Many map and reduce tasks are performed on various machine individually in order to 

visualize parallelization. Apache Hadoop and Apache Spark are prominent big data processing 

environments that uses MapReduce algorithm for processing and analyzing the data. 

Figure 3.1 MapReduce Function 
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Figure 3.1 MapReduce Function shows execution pattern of a MapReduce job including its pattern 

of Map and Reduce and its division of the Job into key and value pairs. The next section of this 

chapter discusses Apache Hadoop and Apache Spark in detail. 

3.3 Apache Hadoop   

Hadoop is a framework based on MapReduce [23] algorithm. The framework is able to write 

applications that computer large amounts of data in-parallel fashion on large clusters. The data is 

usually in the size of multi-terabyte. The size of the cluster is of thousands of nodes. Hadoop 

provides efficient, reliable and fault tolerance system for processing of big data. There are many 

different tools and products in Hadoop Ecosystem.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.2 shows the main components that collectively form a Hadoop ecosystem. It can be seen 

that Hadoop comprises of Distributed Storage HDFS, Distributed Processing MapReduce, a 

NoSQL database, an engine for data integration, data coordination, a scheduler for workflow and 

a unit for data management and monitoring.  

 A Hadoop job divides the input into data chunks that are independent. Parallel fashion is 

used to process the data chunks in to set of map and reduce tasks. The framework takes care of the 

cycle of inputs and outputs. Output of one map task is input of anther reduce task. The framework 

automatically deals with the output mappers and gives them as input to the reducer functions. The 

Hadoop framework schedules, monitors and re-executes the failed jobs.  

 Applications itself implements the appropriate interfaces and the abstract-classes in order 

to specify the input/output locations and to supply map and reduce functions with these inputs. 

The Hadoop job client then submits the job (jar/executable etc.) and configuration to the Resource 

Manager. A Resource Manager distributes the configuration to the workers schedules tasks and 

Figure 3.2 Apache Hadoop Ecosystem 
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monitor them. The Hadoop framework consists of a Resource Manager, a Node Manager and a 

Mapper Master per application. It abstracts the challenges of distributed computing hence became 

a popular tool for big data processing. Hadoop was one of the earliest system to present a parallel 

processing framework. The two important components of Hadoop are HDFS and YARN, which 

are explained below. Moreover, the working of the Hadoop framework is also discussed in detail 

with an example followed by a sub-section explaining its limitation. 

3.3.1 HDFS 

Hadoop Distributed File System [47], is referred as HDFS, is a single reliable file system. HDFS 

is reliable file system as it offers the monitoring of failures of data blocks. Each data block has its 

replica stored on another block and incase of failure data can be retrived from other block. This 

feature of HDFS makes it easier to use commodity hardware for processing of big data. It does not 

impose any restriction on schema (structure of data) when it is handling the job of checking for 

failures and balancing the division of data blocks. Map Reduce further eases the complexities of 

big data processing by introduction of the concept of parallelization, distribution and fault 

tolerance in program execution. The MapReduce framework and HDFS runs on the set of nodes 

which schedules the tasks on the nodes, effectively. On these nodes the data is already available 

resulting in high aggregate bandwidth across the cluster. HDFS comprises of two major 

components namely Name Node and Data Node.  

 

 

 

 

Figure 3.3 HDFS Architecture 
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As it can be seen in Figure 3.3 that HDFS consists of Name Node and Data Node. The details are 

given below: 

1 Name Node  

Name Node is the prime node. It contains metadata (data about data) that requires        a 

few resources than the data nodes. The data nodes basically the commodity hardware that 

stores the actual data. Undoubtedly, making Hadoop cost effective. The HDFS 

architecture also contains Secondary Name Node. Secondary Name Node is dedicated 

node in HDFS cluster. Its main function is to take checkpoints of the file system’s 

metadata present on Name Node. 

2 Data Node 

The Data Node is basically a block server that stores the data in the local file. Data Node 

makes Hadoop cost effective.  

3.3.2 Yarn  

The first version of Hadoop used to handle all responsibilities such as scheduling, managing the 

job execution, and interfacing and manage the flow of data. Increasing number of specialized 

applications require different processing models. The processing models demand attention. Second 

version of Hadoop was developed on top of existing MapReduce model. MapReduce’s batch 

processing model is not suitable working model for all applications, including for those that require 

a lot of iteration during the execution such as machine learning algorithms or graph processing 

algorithms. In order to deal with this Yarn [47] was developed.  

 

Figure 3.4 Introduction of YARN in Hadoop version 2.0 
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Yarn stands for Yet Another Resource Negotiator. It separates MapReduce from resource 

manager, workflow manager and fault-tolerance. It allows other frameworks to be reside on top of 

it. The original Hadoop Framework was modified to use Yarn. The Figure 3.4 shows the 

transformation of Hadoop 1.0 into Hadoop 2.0 with introduction of YARN. As it can be seen a 

few of the other services were also introduced along with YARN. 

3.3.3 Example of a Hadoop Job 

Figure 3.5 shows an example of a Hadoop Job. It shows working of a program that count 

occurrences of words in a given file using MapReduce algorithm on Apache Hadoop.  

It can be seen in Figure 3.5 that the input data is split in to terms by using the split operation. 

Then the split terms go through the process of mapping in which the occurrence of words common 

in one given file are counted. Then the mapped data goes into the process of shuffling. Where 

similar terms are grouped together but their frequency is not added in this step. After the process 

of Shuffling the data goes into Reduce stage where the frequencies of the common words are added 

hence giving out word count of all data terms as output.  

3.3.4 Limitation of the Hadoop Framework 

The initial version of Hadoop had technical limitations [49] that the current system has solved by 

forcing a linear dataflow framework on distributed programs in the Hadoop cluster. Hadoop reads 

the data from disk while performing I/O operations, maps the data using a function. After that the 

results of the map function are reduced and stored on reduction results on disk. Everything was to 

Figure 3.5 Hadoop WordCount Program 
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be read and written to disk. This process make the implementation of the algorithms difficult that 

contain a lot of iterations and repetitions [129]. Algorithms working in multiple iterations visit 

their data repeatedly and performs the data analysis on the side. Most of these are the training 

algorithms that are used in machine learning systems. The current version of Hadoop doesn’t have 

the capability for processing of iterative machine learning algorithms and if processed it will take 

a lot of time to finish a job. This provided a need of a technology that would solve these issues. 

This lead to evolution of Apache Spark [50]. 

3.4 Apache Spark  

Apache Spark was developed to facilitate the iterative and machine learning algorithms. Spark was 

born along with its important component the Resilient Distributed Datasets (RDDs) [50]. The 

RDDs performs in-memory computations on Big Data. It runs on large clusters and nodes. It runs 

in a way to provide fault-tolerance. Apache Spark also has many Discretized Streams. The 

discretized streams were developed in order to provide high-level programming API. The high 

level programming API provides flexibility and efficiency in fault recovery to distributed data 

processing. Spark is a high-level system that supports the batch processing, stream processing and 

also gives a support for running of machine learning algorithms that work in iterations. Spark’s 

high-level application programming has become very popular as compared to its counterpart 

Hadoop.  Apache Spark can be programmed using Scala, pythons, java and R.  

 

 

 

 

 

 

 

 

 

 

 

 

The Figure 3.6 shows the Apache Spark Ecosystem. The spark architecture is layered, Resilient 

Distributed Datasets sits on top of Yarn and Spark Standalone. Then comes the Spark Streaming, 

Spark SQL and Machine Learning component MLlib. On top of that Data Frames API sits and 

Figure 3.6 Apache Spark Ecosystem 
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then at the top application layer sits that includes all the languages such as R, Java, Scala and 

Python. Below, we discuss main components of Apache Spark, followed by a working example. 

3.4.1 Resilient Distributed Datasets (RDDs)  

RDD is the key feature of spark [50]. RDD is basically a collection of immutable objects. These 

objects are basically stored into different partitions. Whenever an RDD was modified, a new RDD 

is generated. The generation of new RDD leaves the previous RDD unconverted.  It provides fault 

tolerance due to the intelligence that decides when to regenerate and when to re-compute the 

dataset. Spark Core provides the distributed task dispatching, task scheduling, and basic I/O 

processing. The application programming interface is the center of RDD and provides the 

abstraction. RDDs support two types of operations: Transformations and action transformations.  

Transformation return pointers to new RDDs. Actions transformation return values or results to 

the driver program. Multiple transformations and actions can work together in a Spark job. 

 

 

 

 

 

 

 

 

 

 

 

 

 

The Figure 3.7 shows the abstraction of RDDs how they map the array of data into partitions in 

the memory. This gives programmer the ability to partition RDDs across machines. The portioning 

occurs on the basis of a key in each record. RDDs are computed lazily from the lineage graph. 

Programmers write a driver program, which connects to a cluster of workers. One or more RDDs 

are in the driver program. The actions or transformation actions are invoked on them. Spark code 

on the driver tracks the RDD lineage. Workers are the long-lived processes that can store RDD 

partitions in memory across operations. 

Figure 3.7 Resilient Distributed Datasets 
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3.4.2 Spark Streaming  

It uses spark’s capability to perform streaming analytics. In Spark Streaming6 the data is absorbed 

in mini-batches. The transformations are performed on those batches. This design basically helps 

in facilitating the code that is written for batch analytics so that it can also be used in streaming 

analytics. 

The Figure 3.8 shows the work flow of Spark Streaming. Spark Streaming basically receives input 

data streams. This data stream is live and is constantly updated. After receiving the input stream it 

is divided into batches. After that Spark engine processes it and generates the final stream of 

results. The result is also generated in stream of batches. High-level abstraction called discretized 

stream or DStream is achieved by Spark Streaming. 

3.4.3 MLlib 

MLlib7 is a distributed machine learning framework that runs on top of spark core. The distributed 

memory-based spark architecture causes the Spark jobs to runs nine times faster than the disk-

based implementation. Many machine learning algorithms have been implemented and transported 

to MLlib, which helps to process large scale machine learning.  

                                                 

6 https://spark.apache.org/docs/latest/streaming-programming-guide.html 

7 ttps://spark.apache.org/docs/latest/ml-guide.html 

Figure 3.8 Spark Streaming 
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The Figure 3.9 shows the working of Spark MLlib. It shows the basic steps like any other machine 

learning algorithm. It starts with data input then data goes through the process of preprocessing 

and then then model is trained and validated. The underlying process of this machine learning job 

is MapReduce. MLlib successfully performs supervised and unsupervised learning for machine 

learning tasks and trains the model to give output. 

3.4.4 Example of Spark 

Figure 3.10 Spark Word Count Program shows an example of a Spark Job. It shows working of a 

program that count occurrences of words in a given file using Apache Spark. 

 

Figure 3.9 MLlib – Machine learning Library for Apache Spark 

Figure 3.10 Spark Word Count Program 
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Execution of word count program is shown in the figure 3.10. First of all the data is loaded in to 

RDD. After that RDD splits the words in the input using Map task. RDD then counts their 

occurrences again using a Map task. After that by using Reduce task it counts the occurrences of 

all the words in the input and gives it as the final result. Apache Spark performs word count in 

much less time and less steps as compared with Apache Hadoop.    

3.5 Choice of Big Data Environment For the Implementation 

Apache spark has many benefits over Apache Hadoop.  In Apache Spark it is easier to develop 

applications because they are being constructed in a unified API. Apache Spark makes it more 

productive to combine processing tasks. Moreover Apache Hadoop does processing by performing 

I/O operations from disk. This makes the processing and analyzing of the data slower. Also 

reading, writing and storing the data is done in one engine then it is passed it to another engine for 

processing this again puts an impact on processing speed and overall running time of the job. On 

the other hand, Apache Spark achieves diverse functions over the same data by performing in 

memory computations using RDD. This makes Apache Spark a technology that enabled the 

applications to perform tasks that were not possible with previous systems. Initially the research 

work was implemented on Apache Hadoop but it lacked the support of machine learning libraries 

that our algorithm required for the implementation of incremental taxonomy generation. Apache 

Hadoop would be a good tool if non-incremental taxonomy generation was the research objective. 

The algorithm presented in this research work is for incremental taxonomy generation and requires 

a support of machine learning algorithms that are already available in MLlib of Apache Spark 

hence Apache Spark was chosen as the environment for the complete implementation of this 

research work. In order to support our choice, we have also demonstrated the suitability of the 

Apache Spark for machine learning application by comparing the performance of these two 

parallelization frameworks, the details of which are given in Chapter 6. The next chapter discusses 

the methodology for this research work. 
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Chapter 4. Proposed Algorithm 

This chapter proposes a novel technique which has adopted the concept of parallelization for 

making an efficient and scalable algorithm for taxonomy generation and evolution. The technique 

performs incremental taxonomy generation. The technique first generates the taxonomy and after 

that updates the taxonomy upon introduction of new documents in to the system. This section is 

grouped into two further sections: first subsection discusses the Taxonomy generation process 

based on parallelization framework i-e Apache Spark. The second subsection will discuss how the 

taxonomy is updated on introduction of new documents in to the system. We are using the 

terminology Taxonomy Evolution in order to explain the taxonomy update process. The algorithm 

is based on Apache Spark.  

4.1 Taxonomy Generation 

This work proposes a novel technique that generates a taxonomy from the corpora of textual 

documents.  The technique uses the hierarchical agglomerative clustering technique as an 

underlying technique to generate the taxonomy.  The proposed technique performs taxonomy 

generation on Apache Spark framework and is divided in to six main steps loading the data, Data 

preprocessing, Data modeling, Formation of hierarchy, Cluster labeling and Conversion in to tree 

graph.  

4.1.1 Loading Data 

Input text documents are loaded in to resilient distributed dataset (RDD). RDD speeds up the 

process of loading and processing the data using the parallelization. As machine learning 

algorithms tend to re-use or share the data among multiple jobs this gives birth to the problem that 

this data needs to be stored in some intermediate stable distributed store. This makes over all 

computations slower as it will involve multiple I/O operations. RDD solves this problem by 

providing in memory computations. These in memory computations are fault tolerant as well. RDD 

has the ability to load the multiple text files at the same time hence speeding up the process of 

loading the data. A driver program in RDD divides the data in to many slices that are sent to 

multiple nodes. Instead of saving the actual data RDD saves the transformations on the data. If an 

RDD partition is lost, the transformation can be replayed.  

4.1.2 Data preprocessing 

The quantity of the data grows exponentially with the dimension in the input data. Data generated 

from real time processing is generally incomplete, inconsistent and lacks certain behavior that may 

lead to errors in computation. In short we can say that the data is noisy and contain outliers. Hence 

there is a need to process that data to resolve above mentioned issues [51].  It has been proved that 

time taken to preprocess can take 50% to 80% of the entire running of an algorithm .In machine 

learning data preprocessing is the step, in which we transform the data and encode it so our 

algorithm can easily process it. It can be safely said that preprocessing will significantly decrease 
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the running time of a clustering algorithm for textual data. The data preprocessing technique is 

further divided in to two parts i-e Stop Word Removal, and Stemming of words. 

 

Figure 4.1 Data Preprocessing Pipeline shows the Data Preprocessing Step. First noise is removed 

then stemming is applied and that process gives cleaned text as output. 

1 Removal of stop words 

Frequently used words in English language are useless in the field of information retrieval. 

They provide little to no information hence referred as stop words. Removal of such words 

is not a hard or fast rule. For the tasks of text clustering and classification we want to focus 

more on the words which provide meaning and are helpful in text clustering. It has been 

observed that the 10 most common words in the English language that are mostly used in 

the documents, are about 20-30% of tokens in a text [120]. Stop word removal has many 

benefits. On removing stop words, size of data decreases and also the time to train the 

model also decreases. By performing stop words removal there are very fewer meaningful 

tokens left which ultimately increases the classification accuracy and potentially improves 

the performance. In this algorithm we have used NLTK8  framework for stop words 

removals. NLTK is a popular framework for python programs that works with the human 

language data. 

2 Stemming  

In information retrieval the process of stemming means the word to its base word or root. 

The process of stemming reduces the words to their stems, and affixes to their suffixes 

and prefixes to their roots that are knowns as lemma. This process is an important part of 

Natural language understanding and national language processing. Stemming is basically 

                                                 

8 https://www.nltk.org/ 

 

Figure 4.1 Data Preprocessing Pipeline 

https://www.nltk.org/
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a part of linguistic studies and artificial intelligence. Stemming and AI knowledge extract 

meaningful knowledge from vast sources of big data. Additional forms of the word may 

need to be searched to get better understanding of the word. R. Snowball Stemmer [121] 

has been used for this purpose. 

4.1.3 Data modeling 

In this step, the pre-processed data is modeled using Vector Space Modeling (VSM) technique. 

VSM technique is an algebraic model through which the text documents are represented [122], 

where documents are represented as vectors. Vector space modeling determines the model based 

on the properties of data, it builds the model based on the term and document frequencies rather 

than relying on the external knowledge sources.  

Vector Space modeling basically finds out the important and relevant terns in the data set. 

This stage uses the words obtained from stages data preprocessing. Every document is represented 

using a vector. The vector identifies the document terms relationship by recording the frequency 

of occurrence of terms in the document and uses them as the values of vector. 

1 Term frequency-inverse document frequency 

Term frequency-inverse document frequency is used as a feature vectorization method 

that is an indicator of how important a term is in the corpus. In Apache Spark TF-IDF is 

performed using MLlib. TF-IDF is mathematically defined as9: 

Given a term t, a corpora D and a document d; Term frequency tf(t,d) is a number of times 

that a term t appears in a document d. Figure 4.2 shows that the number of time the six 

different terms term1, term2, term3,term4,term5 and term6 appear in in three different 

documents; doc1,doc2,doc3. 

 

 

                                                 

9 https://spark.apache.org/docs/latest/mllib-feature-extraction.html 

 

Figure 4.2 Term Frequency 

https://spark.apache.org/docs/latest/mllib-feature-extraction.html
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The document frequency 𝑑𝑓(𝑡, 𝐷) is basically that how many documents contain 

that term 𝑡. The terms which are recurring in most documents do not usually contain a lot 

of useful information about that particular document e.g., “a”, “the”, and “of”. Inverse 

document frequency 𝑖𝑑𝑓(𝑡, 𝐷) is a numerical measure of the weight of information 

provided by a term provides given as: 

𝑖𝑑𝑓(𝑡, 𝐷) = 𝑙𝑜𝑔((|𝐷| + 1) (𝑑𝑓(𝑡, 𝑑) + 1⁄ )) (6) 

Here |𝐷| represents the t total number of documents in the corpus. As we are using 

logarithm IDF becomes 0 if a term appears across all the documents. For such cases we 

use Laplace smoothing in order to avoid dividing by zero. The Figure 4.3 shows the 

calculation of Inverse Document Frequency for the term1, term2, term3, term4, term5 and 

term6. In the calculation of Inverse Document Frequency, Laplace smoothing is also 

applied. 

 

 

 

 

 

 

 

 

 

 

Once the Inverse Document Frequency 𝑖𝑑𝑓(𝑡, 𝐷) has been calculated and also 

Term Frequency 𝑡𝑓(𝑡, 𝑑) has been calcuated; based on this, Term Frequency-Inverse 

Document Frequency 𝑡𝑓𝑖𝑑𝑓(𝑡, 𝑑, 𝐷) is calculated. This measure is basically the product 

of 𝑡𝑓(𝑡, 𝑑) and 𝑖𝑑𝑓(𝑡, 𝐷), mathematically denoted as: 

𝑡𝑓𝑖𝑑𝑓(𝑡, 𝑑, 𝐷)  = 𝑡𝑓(𝑡, 𝑑)  * 𝑖𝑑𝑓(𝑡, 𝐷) (7) 

The Figure 4.4 shows the calculation of Term Frequency-Inverse Document 

Frequency 𝑡𝑓𝑖𝑑𝑓(𝑡, 𝑑, 𝐷).  

 

Figure 4.3 Inverse Document Frequency 
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In 

MapReduce Paradigm i-e on Apache Spark, Term Frequency-Inverse Document 

Frequency 𝑡𝑓𝑖𝑑𝑓(𝑡, 𝑑, 𝐷) is not calculated in simple fashion, rather a number of Map and 

Reduce tasks are carried out for the implementation of 𝑡𝑓𝑖𝑑𝑓(𝑡, 𝑑, 𝐷). Apache Spark 

implements 𝑡𝑓𝑖𝑑𝑓(𝑡, 𝑑, 𝐷) using hashing trick or kernel trick. 

2 Hashing Trick/ Kernel Trick 

Hashing trick10  is an efficient way of vectorising features by converting the arbitrary 

features into indices using the form of a vector or a matrix. It convert documents into a 

numerical representation so that they can be used as input to a similarity function. It 

applies the hash function to these features and uses their hash values as indices directly.  

3 Feature vectorization using hashing trick (HashingTF) 

Hashing trick is used by a feature vectorizer in order to build a vector of a pre-defined 

length. It works by applying a hash function h to the features (e.g., terms). The default 

feature dimension is 262,144.  It then uses the hash values directly as feature indices and 

updates the resulting vector at those indices. Here, we assume that features actually means 

feature vector. A hash function is used to map a raw feature. Mapped indices are used for 

calculations of term frequencies. The computation of global term for index mapping can 

be avoided by using mapped indices. Otherwise can prove time expensive for a large 

corpus. The hash function used is MurmurHash311 . 

                                                 

10 https://en.wikipedia.org/wiki/Feature_hashing 

11 https://en.wikipedia.org/wiki/MurmurHash#cite_note-2 

 

Figure 4.4 Term Frequency – Inverse Document Frequency 

https://en.wikipedia.org/wiki/Feature_hashing
https://en.wikipedia.org/wiki/MurmurHash#cite_note-2
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It can be seen in the Figure 4.5 the vector’s dimension is set to default. The default value 

is 262,144. Also, term ‘Machine’ is mapped to index 134160 by the hashing function and 

has frequency equal to 1. Similarly in the same way insights can be gained about other 

terms. 

4 MurmurHash3 

Murmurhash3 is a modern non-cryptographic hash function. It has a low collision rate and 

high performance. Low collision rate makes it suitable for general hash-based lookups.  

The name comes from two basic operations, multiply (MU) and rotate (R), used in its 

inner loop. Murmurhash comes in different versions. The current version is MurmurHash3 

which yields a 32-bit or 128-bit hash value. 

4.1.4 Formation of hierarchy 

In this step, relationships between documents are identified based on the modeled data 

obtained from the previous steps. In order to make hierarchical relationships, Hierarchical 

Agglomerative Clustering (HAC) is used.  

1 HAC 

Hierarchical clustering algorithms considers each document as a single cluster at the initial 

stage. As the algorithm progresses the then cluster pairs began to merge. The process 

continues until all clusters have been merged into a single cluster. The single cluster then 

contains all the documents. Bottom-up hierarchical clustering is therefore called 

hierarchical agglomerative clustering or HAC. Hierarchical clustering does not require a 

Figure 4.5 Implementation of TF-IDF using HashingTF on Apache Spark 



44 

 

pre-specified number of clusters. Hierarchical clustering algorithm merges or separates a 

cluster based on similarity measure. The similarity measure used here is called cosine 

similarity. 

2 Cosine Similarity 

Cosine Similarity is used to compare two documents and find out about the similarity. 

Cosine similarity calculates the cosine of angle between two vectors. The vectors used 

here are the document vectors generated from the previous steps. This metric is 

measurement of orientation that tells how close two vectors are in the vector space. Here 

emphasis is laid on the angle between the word count but not its magnitude. Cosine 

Similarity can be mathematically defined as: 

Given the document vectors 𝑎 ⃗⃗⃗   and 𝑏⃗  for documents 𝐴 and 𝐵 respectively having 

feature size 𝑛, the 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝐴, 𝐵) will be calculated as follows: 

 

 

 

Cosine similarity is measured against the tf-idf matrix and generates the similarity 

between each document and the other documents in the corpus. Figure 4.6 shows the 

calculation of similarity among the documents in the corpus using cosine similarity 

. 

 

Using the above Cosine Similarity among the documents in the copus the similarity matrix 

𝑆𝑔𝑒𝑛 is created. This Research work for the generation of a hierarchical structure uses the 

similarity(A, B) =
a ⃗⃗ ∙  b⃗ 

‖a⃗ ‖‖b⃗ ‖
=

∑ aibi
n
i=1

√∑ ai
2n

i=1 √∑ bi
2n

i=1

 (8) 

Figure 4.6 Cosine Similarity Calculation 
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Ward’s method [123]. The similarity matrix 𝑆𝑔𝑒𝑛 is given as input to Ward’s method in 

order to perform heirarchial clustering. 

3 Ward Method 

Ward’s method [123], merges two clusters based on the optimal value of the objective 

function. In this technique the distance between two clusters should be within the optimal 

value of the objective function. Objective function used here is error sum of squares. 

∆(A, B) = ∑ ‖𝑥𝑖⃗⃗  ⃗ −  𝑚⃗⃗ 𝐴⋃𝐵‖
2

𝑖∈𝐴⋃𝐵 - ∑ ‖𝑥𝑖⃗⃗  ⃗ −  𝑚⃗⃗ 𝐴‖
2

𝑖∈𝐴 - ∑ ‖𝑥𝑖⃗⃗  ⃗ −  𝑚⃗⃗ 𝐵‖2
𝑖∈𝐵  (9) 

= 
𝑛𝐴𝑛𝐵

𝑛𝐴 + 𝑛𝐵
 ‖𝑚⃗⃗ 𝐴 − 𝑚⃗⃗ 𝐵‖2 

(10) 

 

When 𝑚⃗⃗ 𝑗 is the center of cluster 𝑗 and where ~mj is the center of cluster j, and nj is the 

number of points in it. Merging cost is defined by ∆. The sum of squares starts out at zero. 

In the beginning is every point has its own cluster and then the clusters grow by 

performing merge operation. That is why sum of square is zero in the beginning. By using 

the Ward’s method, the growth is kept small. For two pairs of clusters that are far apart at 

an equal distance, the Ward Method [124] would merge the smaller clusters first.    

 

Figure 4.7 shows the hierarchical clustering dendogram created using Ward’s Method. In 

this figure a dendogram has been used in order to show the hierarchical clustering. A 

dendogram is a diagram that shows the hierarchical relationship between objects. 

Figure 4.7 Hierarchical Clustering Dendogram Produced from Ward’s Clustering Method 
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4.1.5 Cluster labeling/Node labeling 

Cluster labeling is an important step for any kind of clustering. As in particular tasks of textual 

data arrangement and analysis, humans interact with cluster. Therefore, labeling is important. 

Cluster-internal labeling computes a label that completely depends on the cluster itself, and doesn’t 

uses the information from other clusters or uses external knowledge. The hierarchical structure 

created in the previous step is unlabeled. At this step labels are identified for the unlabeled clusters. 

The technique12 of cluster internal label is used. In this technique labeling a cluster is being done 

using the title of the document closest to the centroid𝑐 𝑐𝑒𝑛. 𝑐 𝑐𝑒𝑛 is the middle point of a cluster. It 

is basically the average representation of all documents in a cluster [130]. The formula for 

calculation of Centroid  𝑐 𝑐𝑒𝑛 is given by: 

𝑐 𝑐𝑒𝑛 = 
∑ 𝑑 𝑖

𝑚
𝑖=1

𝑚
 

(11) 

Where 𝑐 is a cluster having 𝑚  documents mapped in 𝑡 dimensional vector space. Let 𝑑 𝑖 be the 

vector of an 𝑖𝑡ℎdocument in the cluster 𝑐. Figure 4.8 shows the calculation of centroid for a  given 

cluster.  

For labeling technique the titles of the documents in a cluster were chosen as labels. The titles 

were selected as labels because titles are easier to read as compared with the list of top terms in a 

cluster. Once the all the clusters are computed after that their centroids are calculated.The 

                                                 

12 https://nlp.stanford.edu/IR-book/html/htmledition/cluster-labeling-1.html 

 

Figure 4.8 Centroid Calculation  

https://nlp.stanford.edu/IR-book/html/htmledition/cluster-labeling-1.html
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technique then labels the cluster using the name of the document that is nearest to the centroid of  

that particular cluster.  

 

 In this step, a taxonomy 𝑇𝑔𝑒𝑛 has been created. The process of generation of initial taxonomy has 

been completed here. The Taxonomy 𝑇𝑔𝑒𝑛 created here in this step will be further used for the 

process of taxonomy evolution.  In order to use this taxonomy for evolution afterwards, 𝑇𝑔𝑒𝑛 is 

further converted into a Newick Tree Graph13. 

1 Newick Trees 

The Newick15 is a standard for representing the trees in computer readable form making 

use of nested parentheses. The tree basically ends with a semicolon. The bottom-most 

node in this tree is an interior node not a tip. Matched parentheses represent interior nodes. 

Between them are the representations of the nodes that are immediately descended from 

that node that is separated by commas.  The tree file can be shown by the following 

sequence: 

(B, (A,C,E) , D); (12) 

Real numbers are used in order to incorporate the branch lengths. It is done by using a real 

number with or without a decimal point after a node proceeded by a colon. This represents 

the length of the branch immediately below that node. Thus the above tree might have 

lengths represented as: 

(B:2.0,(A:6.0,C:7.0,E:9.0):5.0,D:12.0); (13) 

 

The tree starts on the first line of the file, and can continue to subsequent lines. The Figure 

4.9 shows the Newick Tree generated from the Taxonomy 𝑇𝑔𝑒𝑛. This Newick Tree will be 

used in the process of Taxonomy Evolution that is explained in next section 

                                                 

13 https://pypi.org/project/newick/ 

 

 

https://pypi.org/project/newick/


48 

 

 

4.2 Taxonomy Evolution 

When new documents are introduced into the system, the new documents go through the same 

process of Taxonomy Generation (as discussed in the previous subsection 4.1). Once the process 

of taxonomy generation  is finished a new tree structure 𝑇𝑒𝑣𝑜 is constructed that represents the 

newly introduced textual document. A similarity matrix 𝑆𝑒𝑣𝑜  is also produced along with 𝑇𝑒𝑣𝑜, is 

produced. Now in order to evolve the taxonomy, TreeMerge [125] technique is used. 

 

The Tree Merge technique takes taxonomies {𝑇𝑔𝑒𝑛, 𝑇𝑒𝑣𝑜}  and similarity matrices {𝑆𝑔𝑒𝑛, 𝑆𝑒𝑣𝑜} as 

input. After the input has been taken the next step is building of a compatibility super tree  𝑇𝑠. The 

compatibility super tree is built by running NJMerge [126] algorithm on it. The Super tree methods 

construct trees from smaller trees for overlapping subsets of the taxonomy.  

1 NJMerge: 

NJ Merge is ran on the input pair {𝑇𝑔𝑒𝑛, 𝑇𝑒𝑣𝑜} and similarity matrix {𝑆𝑔𝑒𝑛, 𝑆𝑒𝑣𝑜} as    

auxiliary information. In Newick trees numbers are used to represent branch length. These 

numbers are incorporated in the structure as shown in Figure 4.9. NJMerge calculates the 

true neighbors of Tree 𝑇𝑒𝑣𝑜 comparing the branch length of the tree structure 𝑇𝑒𝑣𝑜 with the 

𝑇𝑔𝑒𝑛. Sum of branch lengths is calculated for all the branches of both the tree structure. 

The pair that shows the smallest length is considered as a true neighbor. Once the true 

neighbours have been identified the next step is merging of the two trees. The pairs of 

trees are then merged using Strict Consensus Merger. A merged tree 𝑇𝑚𝑒𝑟𝑔𝑒𝑑 is built 

simply by inserting the leaf nodes based on the branch distances mathematically denoted 

as:     

𝑇𝑚𝑒𝑟𝑔𝑒𝑑 = (𝑇𝑔𝑒𝑛) 𝑈 (𝑇𝑒𝑣𝑜) (14) 

ℒ(𝑇𝑚𝑒𝑟𝑔𝑒𝑑) = ℒ(𝑇𝑔𝑒𝑛) 𝑈 ℒ(𝑇𝑒𝑣𝑜) (15) 

Figure 4.9 Newick Tree for the Taxonomy Tgen 
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 Where, ℒ(𝑇𝑔𝑒𝑛) and ℒ(𝑇𝑒𝑣𝑜)  are the leaf nodes set of 𝑇𝑔𝑒𝑛 and 𝑇𝑒𝑣𝑜 respectively and 

ℒ(𝑇𝑚𝑒𝑟𝑔𝑒𝑑) is the leaf node set obtained from the merger of the two. The merged tree 

𝑇𝑚𝑒𝑟𝑔𝑒𝑑 represents the final evolved taxonomy. The figure 4.10 shows the process of 

evolution of  input pair of trees {𝑇𝑔𝑒𝑛, 𝑇𝑒𝑣𝑜} using the NJMerge algorithm. The algorithm 

takes the similarity matrices and the taxonomies as the input. After that the branch lengths 

for both the taxonomies are calculated. Then the branches of the 𝑇𝑒𝑣𝑜 are merged with the 

branches of 𝑇𝑔𝑒𝑛 which show the minimum sum of branch length. Hence givien a final 

evolved tree 𝑇𝑚𝑒𝑟𝑔𝑒𝑑 as output.  

4.3 Summary 

The proposed technique successfully generates a taxonomy for text documents from a given 

corpora. The technique also successfully evolves the previously created taxonomy in a very limited 

time frame. The base of the technique is MapReduce that has the capability to reduce the time by 

processing the data in parallel and provides fault tolerance by using distributed file system. Map 

reduce environment helps in improvement in the scalability challenges of current taxonomy 

generation and evolution techniques. The algorithm runs on Apache Spark environment. The 

running time and clustering quality of the presented technique has been compared with an already 

existing technique of taxonomy generation and also a technique of taxonomy evolution. The next 

section discusses the evaluation of the proposed technique.   

 

Figure 4.10 Evolution of Trees using NJMerge 
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Chapter 5. Evaluation 

 

This technique presented in this research work was evaluated on a dataset based on time and quality 

parameters. Four different experiments were performed. In the first experiment (discussed in 

section 5.2.1), generation part of the proposed algorithm was evaluated by comparison with an 

existing non-incremental taxonomy generation technique. In the second experiment (discussed in 

section 5.2.2) the entire algorithm (generation as well as the update taxonomy process) was 

evaluated by comparison with an existing incremental taxonomy generation technique. In the third 

experiment (discussed in section 5.2.3), time for evolution was measured by running the algorithm 

on different number of Apache Spark cores. In the fourth experiment (discussed in section 5.2.4), 

taxonomy generation part of the algorithm was evaluated by running the algorithm on both Apache 

Hadoop environment as well as on Apache Spark and their running times were compared .For the 

dataset, 2000 scientific documents were downloaded from ACM Digital Library14. These 

documents were then converted into text files using Apache Tika15. Rest of this section will discuss 

evaluation metrics, experiments and test results.  

5.1  Evaluation metrics for clustering quality 

As mentioned earlier that the taxonomy obtained went through two different types of evaluation: 

Time-Based and Quality-Based. Time efficiency was computed using the running time of the 

algorithm for generation and evolution of taxonomy. The quality metrics used to evaluate the 

hierarchical clustering quality are Silhouette’s score [127] and Davies-Bouldin’s score [128].  

1 Silhouette Score  

Silhouette’s score [127] is calculated using intra-cluster distance 𝑎 and the mean nearest 

cluster distance 𝑏 for each sample, mathematically represented as: 

𝑆𝑖𝑙ℎ𝑜𝑢𝑒𝑡𝑡𝑒′𝑠 𝑆𝑐𝑜𝑟𝑒 =  
(𝑏 − 𝑎)

max (𝑎, 𝑏)
 

(16) 

 

𝑏 is the distance measured between a sample and a cluster that is nearest to that but not 

the part of it. The range of Silhouette’s score is between[−1,+1].  Zero values show that 

the clusters are overlapping. Negative values indicate that a document has been assigned 

to a wrong cluster and a different cluster is more similar. A higher score indicates that 

                                                 

14 https://dl.acm.org/ 

15 https://tika.apache.org/ 

 

https://dl.acm.org/
https://tika.apache.org/


51 

 

the document has been matched to its own cluster and is poorly matched to neighboring 

clusters.  

2 Davies Bouldin Score 

Davies-Bouldin’s [128] score is basically the ratio of sum of within-cluster scatter to 

between-cluster separation. To define Davies-Bouldin’s score we need to define 

dispersion measure 𝑆𝑖 , the cluster similarity measure 𝐶𝑖 and the separation 𝐷𝑖𝑗 between 

𝑖𝑡ℎ and 𝑗𝑡ℎ clusters. 

𝑆𝑖 = (
1

|𝐶𝑖|
∑ 𝐷𝑝(𝑥, 𝑐𝑖)

𝑥∈𝐶𝑖

) 
1
𝑝 , 𝑝 > 0 

(17) 

 

  Where |𝐶𝑖| the number of data is points in cluster 𝐶𝑖 and 𝑐𝑖 is the center of the cluster 𝐶𝑖. 

𝐷𝑖𝑗 = (∑ |𝑣𝑖𝑙 − 𝑣𝑗𝑙|
𝑡𝑑

𝑙=1
) 

1
𝑡  , 𝑡 > 1 (18) 

Where 𝑣𝑖𝑙 and 𝑣𝑗  are the centers of cluster 𝐶𝑖 and 𝐶𝑗, respectively. Then the Davies-

Bouldin’s score would be defined as: 

𝑉𝐷𝐵 =
1

𝑘
 ∑𝑅𝑖

𝑘

𝑖=1

 (19) 

 Where 𝑘 is the number of clusters and 𝑅𝑖 is defined as:    

 

𝑅𝑖 = max𝑅𝑖𝑗 
(20) 

  Where 𝑅𝑖𝑗 is the similarity measure between clusters 𝐶𝑖 and 𝐶𝑗 and is defined as: 

 

𝑅𝑖𝑗 = 
𝑆𝑖 + 𝑆𝑗

𝐷𝑖𝑗
 

(21) 

Davies-Bouldin’s score suggests, lower the values of the score, and better the clustering 

quality. Minimum score is zero. If two algorithms are being compared the algorithm with 

lower score will have well-defined and well-separated clusters.  
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5.2 Experiments And Results 

Based on time and quality metrics discussed above, experiments were performed to check the 

running time capacity and quality of the taxonomy obtained using the proposed technique in 

comparison to other similar techniques. Two sets of experiments were performed, the details of 

which are given below: 

 

We compared the generation part of our technique with an existing technique TaxGen [22]. 

Taxonomy generation process using proposed technique and TaxGen was initially applied to 220 

documents. The dataset was gradually increased by adding 30, 40, 50 and 60 documents into the 

system. Whenever the dataset was increased, the process of taxonomy generation was applied on 

the dataset using both the techniques to generate a taxonomy. The hierarchical clustering quality 

of the taxonomies generated using both the techniques is shown in Tables and 5.2. Running time 

of taxonomy generation process using the proposed technique and TaxGen is shown in Table 5.3. 

 

Dataset  Proposed Technique  TaxGen  

220 0.571 0.447 

250 0.577 0.465 

290 0.549 0.485 

340 0.535 0.482 

400 0.548 0.482 

Table 5.1 Results For Quality-Based Evaluation Using Silhouette’s Score- Taxonomy Generation 

 

Table 5.1 Results For Quality-Based Evaluation Using Silhouette’s Score- Taxonomy Generation 

shows the comparitibility of both the techniques based on the hierarchical clustering quality using 

the Silhouette’s score. Ideally the values should be between [-1, +1]. As mentioned earlier that the 

values inclined more towards 1 show better clustering quality and support the fact that the 

document has matched to a correct cluster. It can be observed that the Silhouette’s scores of the 

proposed techniques are higher than the values of TaxGen, showing that the clustering quality 

obtained using the proposed technique is better than that of TaxGen. 
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Figure 5.1 shows Silhouette score for TaxGen and the Proposed Technique against the dataset. It 

can be seen that the values of Silhouette Score for Proposed Technique are greater then that of 

TaxGen hence they show better clustering quality. A higher score suggests that the document has 

been correctly matched to its own cluster hence poorly matched to the neighboring clusters.  

 

Dataset  Proposed Technique TaxGen 

220 0.303 0.734 

250 0.363 0.755 

290 0.592 0.728 

340 0.363 0.732 

400 0.595 0.687 

Table 5.2 Results For Quality-Based Evaluation Using Davies-Bouldin’s Score- Taxonomy 

 

Table 5.2 Results For Quality-Based Evaluation Using Davies-Bouldin’s Score- Taxonomy  shows 

the comparison of both the techniques based on hierarchical clustering using Davies-Bouldin’s 

score. As mentioned earlier that Davies-Bouldin’s score states that lower the score better the 

clustering quality. It can be seen from the table that scores for the presented technique are smaller 

Figure 5.1 Silhouette Score for Proposed Technique and TaxGen 
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in comparision with the TaxGen’s scores. Hence showing that the proposed technique is generating 

taxonomy with better clustering quality. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.2 Davies Bouldin for Proposed Technique and TaxGen shows Davies Bouldin score for 

TaxGen and Proposed Technique against the Dataset. The values of Davies Bouldin Score for 

Proposed Technique are lower then that of TaxGen hence they show better clustering quality. 

 

Dataset  
Proposed Technique 

(seconds) 

TaxGen 

(seconds) 

220 68.4 1914 

250 74.4 2436 

290 84 2826 

340 98.4 3132 

400 115.2 3618 

Table 5.3 Results For Time Based Evaluation Of Runtime Of Proposed Technique 

 

Table 5.3 shows the comparison based on running time of both the techniques. Time-based 

evaluation shows the running time for taxonomy generation using the proposed technique is much 

Figure 5.2 Davies Bouldin for Proposed Technique and TaxGen 
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smaller as compared with TaxGen. Hence the proposed technique would generate taxonomy faster 

as compared with TaxGen. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.3 shows the time of taxonomy generation process of Proposed Technique and running 

time of TaxGen. It can be seen that the time taken by Proposed Technique to generate taxonomy 

is much smaller then that of TaxGen.  

 

The evolution part of our technique was compared with an existing taxonomy evolution technique 

TIE [31]. Taxonomy evolution process using proposed technique and TIE was initially applied to 

200 documents to generate a taxonomy. The dataset was gradually increased by adding 20, 30, 40, 

50 and 60 documents into the system and taxonomy evolution was applied using both the 

techniques. The hierarchical clustering quality of the taxonomies evolved using both the 

techniques were compared, as shown in Tables 5.4 and 5.5. Running time of taxonomy evolution 

process using the proposed technique and TIE was also compared, as shown in Table 5.6.  

 

Dataset  Proposed Technique  TIE 

200+20 0.598 0.459 

220+30 0.577 0.494 

250+40 0.549 0.563 

290+50 0.535 0.572 

Figure 5.3 Time To Generate The Taxonomy Proposed Technique Vs Taxgen 
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Dataset  Proposed Technique  TIE 

340+60 0.595 0.626 

Table 5.4 Results For Quality-Based Evaluation Using Silhouette’s Score- Taxonomy Generation 

Table 5.4 shows the comparison of both the techniques on the basis of hierarchical clustering 

quality using the Silhouette’s score. The accepted values of Silhouette’s score should be between 

[-1, +1]. Values inclined more towards 1 show better clustering quality and support the fact that 

the document has matched to a correct cluster. It can be seen that the Silhouette’s scores of the 

proposed techniques are higher than the values of TIE in majority of the cases, hence showing that 

the clustering quality achieved with the proposed technique is better than TIE. 

 

  

 

 

 

 

 

 

 

 

 

 

 

Figure 5.4 shows Silhouette score for TaxGen and Proposed Technique against the Dataset. It can 

be seen that the values of Silhouette Score for Proposed Technique are higher then that of TIE 

hence they show better clustering quality. 

 

Dataset  Proposed Technique TIE 

200+20 0.447 0.688 

220+30 0.465 0.734 

250+40 0.485 0.759 

290+50 0.482 0.637 

Figure 5.4 Silhouette Score for Proposed Technique and TIE 
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Dataset  Proposed Technique TIE 

340+60 0.482 0.765 

Table 5.5 Results For Quality-Based Evaluation Using Davies-Bouldin’s Score- Taxonomy Evolution 

 

Table 5.5 shows the comparison on the basis of hierarchical clustering quality using Davies-

Bouldin’s score. Lower scores show better clustering quality. It can be observed that values of 

Davies-Bouldin’s scores for the proposed technique are smaller than TIE’s scores. This shoes that 

the clustering quality of the presented technique is superior as compared with TIE’s. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 5.5 shows Davies Bouldin Score for TaxGen and Proposed Technique against the Dataset. 

It can be seen that the values of Silhouette Score for Proposed Technique are lower then that of 

TIE hence they show better clustering quality. 

 

Dataset  Proposed Technique (seconds) TIE(seconds) 

200+20 4.44 426 

220+30 4.08 624 

250+40 7.86 708 

290+50 11.34 1014 

340+60 11.82 1386 

Figure 5.5 Davies Bouldin for Proposed Technique and TIE 
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Table 5.6 Results For Time-Based Evaluation-Taxonomy Evolution 

 

Table 5.6 shows the comparison based on running time for evolution of taxonomy for both the 

techniques. Results show that the running time for taxonomy evolution using the proposed 

technique is much smaller as compared with TIE. 

 Figure 5.6 Time Taken To Evolve Taxonomy Using Proposed Technique and TIE shows the 

running time of taxonomy Evolution process of Proposed Technique and running time of TIE. It 

can be seen that the time taken by Proposed Technique in order to evolve taxonomy is much 

smaller then that of TIE. 

 

Apache Spark comes with various units and sub-units that aid in the process of running of Spark 

Jobs. By tuning the resources, parallelism, and using different data representation affect Spark job 

performance. The schema of the data (the way data is arranged) and number of cores for running 

a job are important factors.  

 Number of cores to be used can be implied with the --executor-cores flag when submitting a 

spark job. A spark job is submitted by invoking spark-submit. In pyspark --executor-cores flag are 

set from the command line. This can also be achieved by setting the spark.executor.cores property 

in the spark-defaults.conf file or on a SparkConf object.  

In this part of experiment we ran our proposed Taxonomy evolution process using different 

number of cores in spark. Ideally in practice either 3, 5 or 8 cores are used for submitting and 

Figure 5.6 Time Taken To Evolve Taxonomy Using Proposed Technique and TIE 
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running the Spark jobs. Initially 100 textual documents were use to generate taxonomy then 100 

textual documents were added at each step for the process of evolution of taxonomy. Each step is 

evoloving the taxonomy evolved in the previous step. Running time of taxonomy evolution process 

using the proposed technique against different number of Apache Spark cores, as shown in Table 

5.7 Time Taken To Evolve Taxonomy Using Different Cores of Apache Spark.  

Size of data 
Time Taken 

3 cores 5 cores 8 cores 

100+100 7.97 6.79 6.29 

200+100 6.29 7.12 6.25 

300+100 8.15 8.29 8.08 

400+100 10.11 9.72 9.83 

500+100 12.28 12.09 11.99 

600+100 14.23 14.06 13.68 

700+100 16.68 15.98 15.44 

800+100 18.57 18.07 17.69 

900+100 19.48 19.87 18.46 

1100+100 29.73 24.56 23.34 

1200+100 34.97 26.78 27.12 

1300+100 39.14 30.89 29.87 

1400+100 42.96 32.02 30.38 

1500+100 44.67 35.44 33.43 

1600+100 45.23 37.89 36.32 

1700+100 45.76 39.34 38.56 

1800+100 46.26 41.56 40.53 

1900+100 47.55 43.05 42.67 

Table 5.7 Time Taken To Evolve Taxonomy Using Different Cores of Apache Spark 

In Table 5.7  it can be seen that when taxonomy evolution process was ran on different number of 

Spark cores, the running time of algorithm for 8 cores gives the minimum time. When we specify 

the number of cores to be 8 that means each executor runs 8 tasks at a given time. 
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The plot in the Figure 5.7 shows, that the running time for 8 cores is least however the running 

time using 5 cores is competing with 8 cores. It should be noted here initally when dataset is small 

the taken by all three cores to evolve taxonomy is more or less compareable but as the data set 

increases the significant difference can be seen in the running time.The impact of using different 

cores can be better visualized when dataset is even large.  

 

 In this part of experiment focus has been made on the performance and scalability of the two 

systems namely, Apache Hadoop and Apache Spark. Running time of the parallization part of 

algorithm was compared on both; Apache Hadoop as well as on Apache Spark. For the sake of 

this experiment we only generated the taxonomy Newick Trees were not generated for this 

experiment. The algorithm was ran on 3 cores of Apache Spark and compared it to the processing 

capability of Apache Hadoop. 3 cores were chosen because that is the minimum number of cores 

that can be chosen for running of any Spark job. The performance of the algorithm was evaluated 

using the time measures.  

 

Dataset  Time Taken on Apache Spark Time taken  on Apache Hadoop 

200 7.97 241.8 

300 6.29 369.6 

400 8.16 571.8 

Figure 5.7 Time Taken To Evolve Taxonomy Using Different Cores of Apache Spark 
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Dataset  Time Taken on Apache Spark Time taken  on Apache Hadoop 

500 10.11 616.2 

600 12.28 673.8 

700 14.23 842.4 

800 16.68 963 

900 18.57 1083.6 

1000 19.48 1228.8 

1500 42.96 1830.6 

2000 45.55 2310 

Table 5.8 Results For Time-Based Evaluation – Running Time Of Algorithm On Apache Hadoop Vs Apache 

Spark   

Table 5.8 Results For Time-Based Evaluation – Running Time Of Algorithm On Apache Hadoop 

Vs Apache Sparkand Figure 5.8 shows the running time of the algorithm on both the environments. 

It can be seen that the running time of Apache Spark is much smaller as compared with Apache 

Hadoop. This can also be visulized in the vast different between the running time of Apache Spark 

and Apache Hadoop. Insights drawn from this experiment are given below: 

 

 

Figure 5.8 Results for Time-Based Evaluation – Running Time of Algorithm on Apache Hadoop Vs Spark 
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1 Running Time Evaluation 

On the basis of running time of the technique on both the environments, their Running 

Time-ratio was calculated. The sum of running time of the algorithm were considered for 

Apache Spark And Apache Hadoop both and their ratio was taken. According to this time 

ratio, Spark is 53.05 times faster than that of Hadoop.   

 

          𝑅𝑢𝑛𝑛𝑖𝑛𝑔 𝑇𝑖𝑚𝑒 − 𝑟𝑎𝑡𝑖𝑜 =
∑𝑅𝑢𝑛𝑛𝑖𝑛𝑔 𝑇𝑖𝑚𝑒 𝑜𝑓 𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 𝑜𝑛 𝐻𝑎𝑑𝑜𝑜𝑝

∑𝑅𝑢𝑛𝑛𝑖𝑛𝑔 𝑇𝑖𝑚𝑒 𝑜𝑓 𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 𝑜𝑛 𝑆𝑝𝑎𝑟𝑘
= 53.05 

 

This makes Apache Spark suitable to be used for data clustering problems i-e Taxonomy. 

Although Apache Hadoop is also reletively faster as compared with the existing 

technique’s results but Apache Spark has the least running time.   

2 Performance Evaluation  

According to the experiment Apache Spark has been found to run faster than Apache 

Hadoop. The reason for the speed of Spark are the in-memory calculations using RDD. 

Whereas Hadoop performs the calculation using the I/O reads and write from the disk. In 

memory computations make Spark stand out. 

Performance, as measured by processing speed through experiments it was found that 

Spark performacne is better in comparision with Hadoop, for following reasons: 

a) Spark performs computation using in-memory calculation hence no need to 

perform the I/O operations every time a job is running. Hence proving to be much 

faster for mmany applications especially for a clustering based problem.  

b) Spark’s directed acyclic graphs enable optimizations between steps whereas 

Hadoop doesn’t have any cyclic connection between MapReduce steps and levels. 

This means performance tuning cannot be done at that level. 

5.3 Discussion 

In this chapter the research work has been evaluated by comparison with an existing algorithm of 

Taxonomy Generation i-e TaxGen. Evolution part of the technique has also been compared with 

another algorithm of incremental taxonomy generation i-e TIE. The technique has been evaluated 

based on the running time and clustering quality. Clustering quality was evaluated using the 

Silhouette Score and Davies Bouldin Score. It was observed that the proposed technique shows 

better clustering quality as compared with the TaxGen and TIE. It can also be seen that the running 

time of the presented technique is much smaller as compared with the counter parts. The technique 

was also evlauted by running it on Apache Spark and Apache Hadoop both and their running time 

was compared. It was found that Apache Spark generated taxonomy in much smaller time as 

compared with Apache Hadoop. So it can be said that for a clustering problem like taxonomy 
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generation Apache Spark is much better choice. It was also evaluated by experiment that by using 

how many cores of Apache Spark the propsed technique can generate and evolve taxonomy faster. 

It was found that when data size is small number of cores do not matter. As the size of data grows 

using 8 cores can bring significant time improvement.  The execution time taken for the analyses 

performed is critical in big data applications. The execution time is measured in order to evaluate 

the performance. Smaller execution times indicates that the program runs fast and gives good 

performance. It should also be noted that the proper resource utilization is also crucial incase of 

large datasets. A good application should give high performance with minimal resource utilization. 

Since the technique utilizes MapReduce algorithm as its core technique while running on Apache 

Spark, this makes the technique scalable. The next chapter concludes this research work. 
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Chapter 6. Conclusion 

This chapter provides a detailed discussion about how the research objectives are being addressed 

by the work carried out in this thesis and highlights its contributions. Moreover, it also mentions 

the limitations of this work along with the future directions. The chapter is organized as follows: 

Section 6.1 presents the discussion on Research Gap, Section 6.2 summarizes the research 

objectives, Section 6.3 Presents the contributions and Section 6.4 presents the future work.    

6.1 Discussion on research gap  

This work inspects existing taxonomy generation and evolution techniques with the perspective of 

big data of unstructured text documents. By careful inspection of already existing techniques for 

taxonomy generation and evolution a research gap was identified. It was found that current 

techniques do not incorporate the ever increasing volume of big data. There is no technique so far 

that utilizes the parallelization framework for incremental taxonomy generation for big data of 

unstructured textual documents. Based on this identified research gap, research objectives were 

formulated. This work presented a Taxonomy Generation and Evolution technique that runs on 

Apache Spark and incorporates the ever increasing Big Data of unstructured text documents.  

6.2 Discussion on research objectives  

Based on the identified research gap i-e is current techniques do not incorporate the ever increasing 

volume of data, research objectives were formulated. These research objectives are given below:  

1 Research Object 1 - To solve the scalability issues of current clustering-based 

incremental taxonomy generation algorithms 

The pre-existing taxonomy generation techniques were generating and updating the 

taxonomy using considerable amount of textual data. These pre-existing techniques were 

not considering the fact of ever increasing big data of unstructured documents that needs 

to be organized into a hierarchical structure. The proposed algorithm solves the problem 

of scalability of current clustering-based incremental taxonomy generation algorithms by 

proposing a technique that is built on MapReduce paradigm and runs on Apache Spark,   

i-e is a tool for big data processing. The proposed technique runs the algorithm in the form 

of smaller Map and Reduce tasks which makes the processing on big data sets to be 

possible in relatively short time. Running of the algorithm in small tasks of Map and 

Reduce, makes it scalable for running on even bigger data sets. The technique successfully 

generates and evolves the taxonomy of big data of unstructured text documents, in 

considerably shorter time as compared with the pre-excising techniques. Hierarchical 

structure is a basically the base of a taxonomic structure. Different kind of approaches 

have been used previously in order to build the hierarchal structure. Previous algorithm 

have been using different approaches for building the hierarchical structure such as 

Clustering Approaches, Graph Based Approach, Heuristic Based Approach, Rule Based 
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Approach. The proposed algorithm is based on Hierarchical Agglomerative Clustering 

Technique i-e Ward Method. Hierarchical clustering is used here because the proposed 

algorithm is unsupervised. Since the arriving Big Data is fast and in large amount, we 

can’t specify pre-hand that how many clusters our hierarchical structure will have that is 

why the technique needs to be unsupervised. 

2 Research Object 2 - To propose/improve a scalable algorithm to update/evolve 

taxonomy in presence of a new document 

This work has proposed an incremental taxonomy generation technique using MapReduce 

on Apache Spark. This technique works by generating the initial taxonomy using the 

textual data that is initially available and converts the obtained Taxonomy into a tree 

graph. On introduction of new documents in to the system, the proposed technique updates 

the previously generated taxonomy by incorporating the new documents in the pre-

existing tree-graph. The proposed technique generates an initial taxonomy by running the 

taxonomy generation process. After the generation of an initial taxonomy or a hierarchical 

structure, it converts it into a tree graph. This tree graph is called a Newick tree. When 

new documents are introduced in to the system the process of taxonomy generation is ran 

on the newly introduced documents a new hierarchical structure is constructed. This 

hierarchical structure is then converted into a Newick Tree. Now the this new Newick tree 

is merged with the already existing Newick tree using NJMerge algorithm NJMerge 

Merges the two Newick trees and gives the final merged taxonomy.  

3 Research Objective 3: Explore the comparison of Apache Hadoop and Apache 

Spark using the proposed technique 

Existing methods and techniques for taxonomy generation and evolution were not 

focusing on the use of the concept of parallelization for making an efficient and scalable 

algorithm for taxonomy generation and evolution. Hence there was a need of taxonomy 

generation and evolution technique that handles the fast arriving big data of documents 

and arrange it in a hierarchical structure so insightful information can be drawn from it. 

So in order to deal with the fast arriving big data, the technique was developed to run on 

MapReduce big data platform i-e Apache Spark. Since there is another popular 

MapReduce environment for big data i-e Apache Hadoop. The taxonomy generation part 

of the algorithm was also ran on Apache Hadoop in order to evaluate it performance. This 

was also done in order to find out the best big data environment to be used for a clustering 

problem such as taxonomy generation. Only generation part of the algorithm was tested o 

on Apache Hadoop as it does not provide machine learning that was required for the 

taxonomy evolution part of the algorithm hence only generation part of the proposed 

algorithm was tested. Through experiments it was found that Apache Spark is faster and 

well suited for a clustering problem like taxonomy generation as compared with Apache 

Hadoop. 
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4 Research Objective 4: Validate the significance of the obtained result 

The detailed evaluations of the have been performed on the proposed technique in 

comparison to different Non-Incremental (TaxGen) and an Incremental Taxonomy 

Generation/Evolution Technique (TIE) .Time for running of the technique and the quality 

of produced taxonomy are important parameters to show the efficiency of any proposed 

technique. Hence time and clustering quality evaluations were adopted in order to check 

the validity and efficiency of the proposed technique. Reason for considering the time and 

quality measures are as follows: 

1) The technique should give updated view of the taxonomy in considerable less amount 

of time. It should be updated with the speed of big data of new documents in to the 

system.  

2) The evolved taxonomy should give true representation of the underlying data this can 

be checked with the clustering quality. Clustering quality parameter checks, whether a 

document is matched/added to its true cluster. Inter-cluster similarity for the documents 

need to be high.  

 This work is focused on unstructured textual data for this purpose scholarly articles 

from computing domain was selected for evaluation. The documents were divided into 

different folders. Base Taxonomy was built using the initial number of documents. After 

that new documents were introduced into the system, from the pre-divided folders.  

 The time-based evaluation shows that the proposed technique is taking 

comparatively less time to generate a Taxonomy as compared with TaxGen. The time 

based evaluations also show that the adjust new documents in an existing taxonomy as 

compared to incremental counterpart the proposed technique is taking considerably less 

time. In order to check the clustering quality Davies Bouldin Score and Silhouette Score 

was used. The obtained scores of the clustering indices for the Generation Process and 

Evolution Process show that the presented technique performs much better as compared 

with Incremental and Non-Incremental algorithms.  

 The environment, used for running of the proposed technique is Apache Spark, in 

order to compare its, running time with another Big Data Processing tool, the algorithm 

was also tested on Apache Hadoop to check the algorithm’s performance on both the 

systems. The comparison was also drawn to identify the best big data tool for a clustering 

problem. Running time of the algorithm on Apache Spark is much smaller and efficient 

as compared with Apache Hadoop. The algorithm was also evaluated using the data-load 

performance test against different number of cores used in Apache Spark. The algorithm 

was ran on different sizes of data sets on 3, 5 and 8 cores of Apache Spark. This test was 

done in order to find out the optimal number of cores for running of the algorithm in order 

to achieve must efficient performance.   
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 Based on the detailed and comprehensive evaluations it can be said that the 

proposed algorithm generates the taxonomy in considerably less time and also evolves 

and updates it in small amount of time. The Generation and Evolution is done by 

maintaining good quality of clustering in the underlying structure. Thus, it can result in an 

effective utilization of Taxonomy.  

6.3 Contributions 

The taxonomy generation and incremental taxonomy evolution technique proposed in this work is 

a novel solution that not only generates the taxonomy for big data of unstructured text data but 

also evolves the existing taxonomy whenever new documents are added into the system. The 

contributions of the work is as follows:  

 The proposed technique generates a taxonomy in a shorter period of time as compared with 

existing taxonomy generation techniques that can make Taxonomy utilization more 

effective.  

 The proposed technique evolves taxonomy in presence of new documents in to the system. 

This update is carried out in considerably less time as compared with the existing 

techniques. The proposed technique’s Evolution time in in seconds, whereas previous 

algorithms were taking time in minutes and hours for the process.  

 As clustering is the base of taxonomy generation algorithm, the clustering quality of the 

taxonomy generated from the proposed technique is comparable to clustering quality of the 

taxonomy generated using the existing taxonomy generation techniques. According to the 

Davies Bouldin Score and Silhouette Score, the clustering quality of the presented 

technique is higher than the existing techniques.   

 The technique was ran on Apache Hadoop and Apache Spark, the technique gives a good 

comparison between the two environments and proves that for hierarchical clustering of 

big data, Apache Spark is much better option.  

 The proposed technique was ran on different configurations of Apache Spark, it gives the 

optimal number of cores for running any hierarchical clustering jobs on Apache Spark.  

 The proposed technique can update a graph taxonomy if given as input. 

6.4 Limitation of the work and future direction 

There is always a room for improvement in case of all kind of scientific works. Just like that there 

is a room for improvement in this work as well. The labels generated using this technique are not 

crisp as labels that are selected by human effort. Labeling technique can be further improved. 

Machine learning techniques may be used for further improvement of the labeling technique for 

the generated taxonomy. The proposed algorithm can only evolves a taxonomy that has been 

converted in to a Tree graph, in future further work can be done in order to incorporate taxonomy 

evolution process for any kind of taxonomy that is given as an input. There is a need for building 
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an application layer or a user interface on top of the existing technique. Currently this technique 

has no application layer. It runs in the form of a code and can be used only by a programmer. In 

future the application side for this proposed technique will be further explored in order to make it 

usable by any kind of user. 
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Appendix A: Algorithm For The Proposed Technique 

 

Generation Part of Algorithm 

Input: Unstructured Textual Documents  𝑑 ⃗⃗  ⃗ in Corpora 𝐷′ 

Output: Generated taxonomy 𝑇𝑔𝑒𝑛 

Process: 

1. Load 𝐷′ in RDD 

2. for each 𝑑 ⃗⃗  ⃗  ∈ 𝐷′ do 

3. Remove Stop words  NLTK(𝑑 ⃗⃗  ⃗) 

4. Apply Stemming to terms  Snowball Stemmer (𝑑 ⃗⃗  ⃗) 

5. end for 

6. for 𝐷′ do 

7.           calculate vector space model 

8.            output: Dvsm 

9. end for 

10. for Dvsm do 

11.                 calculate similarity (𝑑 1, 𝑑 𝑛)  

12.            similarity matrix (𝑑 1, 𝑑 𝑛)  Dsim 

13. (𝑑 1, 𝑑 𝑛)  maximum similarity  cluster formation (𝑐𝑛) 

14. end for 

15. for 𝑐𝑛 

16.             if distance  (𝑐𝑛, 𝑐𝑚)  ≤  Ward Method Objective Function  

17.             merge cluster (𝑐𝑛, 𝑐𝑚)  

18.             end if 

19. end for 

20. hierarchy formation (𝑐𝑛, …… . , 𝑐𝑚)  H 

21. for each cn do 

22.              calculate ccentroid 

23.             label cn(Titlec centroid) 

24. end for 

25. convert hierarchy to Newick Tree  NewickTree(H)   𝑇𝑔𝑒𝑛  

Evolution Part of Algorithm 

Input: Generated taxonomy 𝑇𝑔𝑒𝑛, Document similarity matrix Dsim, Newly introduced unstructured 

text documents 𝑑 𝑛𝑒𝑤 and document corpora  𝐷′𝑛𝑒𝑤 
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Output: Evolved Taxonomy 𝑇𝑒𝑣𝑜 

1. Load 𝐷′𝑛𝑒𝑤 in RDD 

2. for each 𝑑 𝑛𝑒𝑤  ∈ 𝐷′ do 

3.                 Remove Stop words  NLTK(𝑑 𝑛𝑒𝑤) 

4.            Apply Stemming to terms  Snowball Stemmer (𝑑 𝑛𝑒𝑤) 

5. end for 

6. for 𝐷′𝑛𝑒𝑤 do 

7.             calculate vector space model 

8.             output: Dvsm 

9. end for 

10. for Dvsm  

11.                    calculate similarity (𝑑 1, 𝑑 𝑛)  

12.             form similarity matrix (𝑑 1, 𝑑 𝑛)  Dsim-new 

13.            (𝑑 1, 𝑑 𝑛)  maximum similarity  cluster formation (𝑐𝑛) 

14. end for 

15. for 𝑐𝑛 

16.             if distance  (𝑐𝑛, 𝑐𝑚)  ≤  Ward Method Objective Function  

17.             merge cluster (𝑐𝑛, 𝑐𝑚)  

18.             end if 

19. end for 

20. hierarchy formation (𝑐𝑛, …… . , 𝑐𝑚)  H 

21. convert hierarchy to Newick Tree  NewickTree(H)   𝑻𝒆𝒗𝒐  

22.      run  NJMERGE ( 𝑇𝑒𝑣𝑜 ,  𝑇𝑔𝑒𝑛, Dsim ,  Dsim-new) 

23.      Calculate branch lengths for ( 𝑇𝑒𝑣𝑜 ,  𝑇𝑔𝑒𝑛)  bn 

24.      For each bn 

25.                      sum(bn + bm) 

26.      end for 

27.      if(sum(bn , bm) < sum(bn , bp)) 

28.                      merge(bn , bm) 

29.       end if 

30. Output:  𝑻𝒎𝒆𝒓𝒈𝒆𝒅 
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Appendix B: Software and System Specification 

 

B1: Software Specifications: 

1. Python language (https://www.python.org/) is used as core language for this research work. 

2. Apache Spark (https://spark.apache.org/) is the core environment used for the proposed 

technique. 

3. For testing purpose Apache Hadoop (https://hadoop.apache.org/) was also used. For 

programming on Apache Hadoop, Java (https://www.java.com/en/) programming language 

was used. 

4. For Data preprocessing, for stop word removal NLTK framework (https://www.nltk.org/ )for 

python was used. For the stemming of terms Snowball stemmer 

(https://www.nltk.org/howto/stem.html ) was used. Python library used was Sklearn 

(https://scikit-learn.org/stable/). 

5. For dealing with data frames python library pandas was used (https://pandas.pydata.org/). 

6. For dealing with mathematical and logical operations on python Library Numpy was used. 

7. For evolution process and conversion into trees ete3 (http://etetoolkit.org/ ) python library 

was used.  

B2: System Specifications: 

The proposed technique was developed and evaluated using the following system specifications: 

 64 bit, core i5, 1.6 GHz/core processor 

 32 GB RAM 

 1 TB Hard Drive 

 

 

 

 

 

 

https://www.python.org/)
https://spark.apache.org/
https://hadoop.apache.org/
https://www.java.com/en/
https://www.nltk.org/
https://www.nltk.org/howto/stem.html
https://scikit-learn.org/stable/
https://pandas.pydata.org/
http://etetoolkit.org/
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