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Abstract 

 We are living in the time of data innovation, where every IT setup, office, home and 

client needs to impart and share data. This requirement for correspondence and sharing of data 

has resulted in an exponential increase in number and size of computer systems. These systems 

are utilized to share data both inside and outside the IT setup. With the noteworthy increment in 

number of cyber assaults, there are various protective applications accessible in the market to 

identify and deal with these assaults. These incorporate Firewalls, IDS and IPS. These 

frameworks suits well to financially stable setups but they are pricy and beyond the access for 

financially constraint enterprise IT setups. The installation, maintenance and power costs of these 

security systems are beyond the capacity of a small and medium sized organization as they are 

facing difficulties in detecting and managing ever increasing network attacks.  

To address this problem, this research proposes a cost and power efficient security 

incident and event management system for small and medium organizations using Raspberry pi 

computers. Raspberry pi is cheap microcomputer and has low cost and power consumption and 

have no installation, infrastructure and maintenance requirements. Such hardware can easily be 

afforded by the user sitting at home or in small and medium size IT setups. 

Once installed on local area network, solution will be able to capture and analyze 

network traffic against commonly known man in middle attacks to log any malicious activity for 

better understanding of network administrator with minimum cost in terms of power and 

maintenance. 

 

Key Words: Raspberry Pi, Machine Learning, MITM attacks, Weka, Python, Wireshark & 

LogisticRegression.
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CHAPTER 1: INTRODUCTION 

1.1. Motivation 

Organizations dealing with resource sharing are subjected towards cyber attacks. Data is 

the most important asset for any organization whether they are handling small or large data 

networks. Data security is of prime importance for all organizations. Information security 

insinuates the path toward protecting data from unapproved access and data defilement all 

through its lifecycle [1]. Variety of cyber attacks are present which results in unauthorized access 

of user data. Out of these attacks one of their kind are Man in Middle attacks. The Man-In-The-

Middle (MITM) attack is a standout amongst the most notable assaults in cyber security, 

speaking to one of the greatest worries for security experts [2]. Man in Middle attack allows the 

attacker to get hold of information being shared between users over the network. Different types 

of these attacks are present including ARP poisoning, port stealing and mac flooding etc. 

In order to protect data from  these variety of cyber attacks, organizations used to spend 

lot of money on different protective solutions available in the market in form of firewalls, 

Intrusion detection (IDS) and prevention systems (IPS). Large organizations having no financial 

issues can afford these costly solutions but these can act as killing source for small and medium 

organizations. Such kind of network solution is needed that these financial constraint 

organizations can easily afford. Raspberry Pi base security solutions suits these small 

organizations well in terms of standalone or multiple tapping nodes deployment in network if 

needed due to its modularity, low maintenance and infrastructure as well as low cost.   

1.2. Background 

 We are living in the time of data innovation, where pretty much every association, office, 

home and client needs to impart and share data. This requirement for correspondence and sharing 

of data has gotten an exponential development number and size of networks. Systems in these 

networks are utilized to share data both inside and outside the association. Security, privacy and 
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trustworthiness of these systems and the data they share has the highest priority for every IT 

setup. 

 With the critical increment in number of system assaults, there are various business 

applications accessible in the market to distinguish and deal with these assaults. These 

incorporate Firewalls, IDS and IPS. These frameworks suits well to financially stable 

organizations however they are expensive and pricy for minor and medium IT setups. The 

installation, maintenance and power costs of these security systems are beyond the capacity of a 

small and medium sized organization as they are facing difficulties in detecting and managing 

ever increasing network attacks. Raspberry Pi based security solutions suits well to these 

organizations. Raspberry Pi is a microcomputer with low cost and power consumption. Due to its 

modularity, flexibility, no infrastructure and maintenance requirements such computers once 

configured can proof to be protective source to these small and medium IT setups.  

1.3. Objective  

Once installed on local area network, solution will be able to capture and analyze 

network traffic against commonly known MITM attacks to log any malicious activity for better 

understanding of network administrator with minimum cost in terms of power and maintenance. 

Brief description of MITM and its types is as follows. 

1.3.1 MITM attacks  

In the modern world, attacks on local area network (LAN) are numerous. Basic 

goal of all these attacks by the attacker is to get hold of information being shared over the 

network between systems. Out of these attacks one of their kind are MITM attacks. In 

this case, the attacker often decisively captures messages between the client and the 

server [5]. MITM attacks can be launched on network in different ways but the 

commonly known infrastructure based LAN attacks are as under. 

 Address Resolution Protocol (ARP) spoofing:- ARP is protocol used for 

mapping between system IP and Mac address. ARP spoofing is the  process 

of faking ARP packets to be able to mimic another user on the system [6]. 

IP address is the logical entity assigned to host machine whereas mac 
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address is the physical or hardware address of host machine in any 

network. In order to implement arp spoofing, attacker tends to poison the 

ARP table on host machine with fake entry by mapping the IP address of 

gateway router with mac address of her machine. Consequently, all 

communications between victim machine and gateway router moves 

through the attacker. End systems have no idea that there communications 

is being listened by the third unauthorized party. 

 

Figure 1: ARP Spoofing Attack 

 Port stealing:- Port stealing is another version of MITM attack. Port steal 

attacks are focused on switch ports on which host machines are connected 

in the network. These attacks don’t target host machines directly as was in 

the case of ARP spoofing attack. Every switch maintains Content Address 

Memory (CAM) table. CAM table consisting of mac addresses of machines 

along with the switch port numbers on which machines are connected. 

Each entry indicates that the particular machine is connected on the 

particular switch port. This allows the switch to forward traffic to the 

correct machine when a particular MAC address is requested [7]. Goal of 
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attacker in this type of attack is to flood the CAM table with wrong entries. 

Port stealing is executed by the attacker by sending storm of fake ARP 

packets having her machine address as source mac address and mac address 

of victim machine as destination mac address. As a result, traffic destined 

for victim machine tends to get routed through attacker machine which in 

turn sends ARP request requiring original mac address of victim. 

Consequently, when attacker gets the legitimate mac address of victim 

machine packets are sent towards their original destination. 

 Mac Flooding:- Mac flooding is the attack that targets CAM table of 

switch. It is also known as CAM flooding attack. Entries in the switch 

CAM table are limited meaning that there is a limit on entries depending 

upon the hardware of switch that a switch can hold. CAM table stores data 

which includes MAC addresses accessible on physical ports with their 

associated VLAN characteristics [8]. Goal of the attack is to eavesdrop the 

shared information by choking the memory of CAM table. In this attack, 

attacker floods the CAM table with fake source and mac addresses in each 

frame to utilize holding capacity of CAM table completely. As a result, 

CAM table of switch gets filled with the fake frames and consequently 

cannot handle any further entry. Once the CAM table gets full, all the data 

frames coming to the switch are then broadcasted over the network to all 

users as in the case of network hub. Consequently, attacker gets data 

destined for victim machine. 
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Figure 2: MAC Flooding Attack 

1.4. Components  

Proposed solution will consists of following components. 

 Raspberry Pi - Intrusion detection node 

 Security incident and event management 

 

Figure 3: Proposed Design Architecture 
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1.4.1 Raspberry Pi – Intrusion detection node 

Raspberry pi computer will be configured and installed to work as intrusion 

detection node in the network to sniff and perform traffic analysis to detect any security 

incident with respect to the security algorithms implemented on it. Basic concepts related 

to intrusion detection and its types are as follows. 

1.4.2 Intrusion Detection System (IDS) 

 Intrusion detection is a arrangement that screens and checks the network for any 

intrusion. Intrusion refers to any malicious activity carried out by attacker or 

unauthorized person. Main functionality of an IDS to alert the network administrator by 

monitor the network traffic for any malicious pattern. Intrusion activities are logged for 

troubleshooting of administrator. IDS are of following types depending upon their 

functions. 

 Active Intrusion Detection System: - An active IDS is a framework that is 

designed to naturally block alleged assaults in progress with no intercession 

required by an administrator [3]. They come with the advantage of 

providing real time detection as well as prevention of malicious activity 

detected over the network. Active IDS functions as inline IDS for incoming 

traffic and further prevents the flow of malicious traffic to systems on 

network. 

 Passive Intrusion Detection System:- A passive intrusion detection 

system is type of method that extracts the portion of incoming traffic, 

perform analyses on the basis of detection rules defined and then alerts the 

network administrator regarding any intrusion into the network. Passive 

IDS doesn’t provide any auto protective or corrective capability to the 

network as provided in the case of active IDS. 

 Network based Intrusion Detection System (NIDS):- In this type of IDS, 

the detection is done at the network level. NIDS is designed and positioned 

at a point where it can screen all the traffic that enters or leaves the system. 
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It monitors system traffic on network for particular system fragments or 

devices and examines network and application protocol activity to detect 

uncertain network activity [4]. It mainly consist of sensor, network 

interface card (NIC) in promiscuous mode and managing interface. 

 Host based Intrusion Detection System (HIDS):- In this type of system, 

IDS is installed at the host end for capturing and analyzing traffic 

originating as well as destined for respective host machine. HIDS displays 

the features of a particular host and the events happening within that host 

for distrustful event [4]. Intrusion detection needs to be installed at each 

host over the network. 

1.4.3 Security incident and event management:- 

Centralized logging and monitoring of any malicious pattern detected by raspberry pi will 

be done on separate server or host machine on same network to prompt network 

administrator for better understanding and management. Through centralized server, 

network administrator will be able to monitor the LAN status and configure raspberry pi 

node. Generally, any security incident and event management technology consists of 

following. 

 Security Event Management (SEM):- The main function of SEM is to 

perform analysis on captured logs and events in real time to provide risk 

monitoring, event association and response.  

 Security Information Management (SIM):- This process corresponds the 

collection of logs from different devices over the network to centralized 

location. Reports are generated on the basis of collected log files which acts as 

a key for network administrator to troubleshoot the reported suspicious 

activity. 

1.5. Thesis Layout 

 This research is prepared and enlightened in seven chapters. First chapter explains the 

upbringing problem and incentive behind this research. This chapter also debates the 
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introduction and diverse components of the suggested security scheme which is the end result of 

this research. 

 Second chapter describes review of the correlated work already carried out. In this 

chapter, different cyber security procedures implemented on Raspberry Pi for intrusion detection 

have been analyzed and compared with our proposed solution for small and medium 

organizations. 

 Chapter three illustrates brief introduction to tools and methods incorporated in this 

research work. Chapter four gives research methodology followed. Chapter five gives the detail 

procedures and methods carried out in designing of proposed security solution and its 

integration. 

 In chapter six, output and results have been discussed in detail in order to validate the 

solution output. Chapter seven gives conclusion and future direction with respect to its practical 

implementation. 
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CHAPTER 2: LITERATURE REVIEW 

 The process of identifying malicious activity as well as detecting unauthorized access 

into the local network is called protecting a network or in simple words network security. In the 

previous chapter, agenda of our research along with the related concepts was explained keeping 

in view the limited resources of small and medium IT setups. Plenty of work in this regard have 

already been carried out by researchers. Our goal is to come up with the solution to detect 

intrusion against more sophisticated MITM attacks using easily affordable raspberry pi 

computers. In this chapter, we will carry out the review of solutions given by the researchers and 

engineers using raspberry pi for network security. Literature review is as follows. 

2.1. SQL Injection Detection and Prevention System with Raspberry Pi Honeypot 

Cluster for Trapping Attacker [9] 

This paper suggests a solution against sequel (SQL) injection attack using raspberry pi 

computers in cluster formation. The proposed solution tends to enhance the system proficiency to 

identify and avoid SQL injection outbreaks against database. SQL injection is kind of occurrence 

that targets the database of server. Invader executes malicious SQL statements that can control 

the web based database servers. The paper uses raspberry pi computers in cluster as a honey pot 

cluster. Honeypots are the systems which are the replica of actual servers with limited services to 

track the suspicious activity of attacker. Honeypots are accessible to the attackers without any 

restriction. It functions as electronic bait claiming to be an ordinary framework however sitting 

tight to follow saltine exercises [9].  

The proposed solution uses raspberry pi computers in cluster to hide the identity as well 

as access of actual web servers present. Proposed design consists of web server for handling web 

requests from clients, proxy server for deciding whether to forward incoming requests to server 

or honeypot and load balancer for distributing incoming load of requests between raspberry pi 

computers in cluster as shown  
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Figure 4: Suggested Design to identify and avoid SQL injection [9] 

 

Proxy server in the design acts as detector for SQL injection attack by checking the 

incoming requests from client. Proxy server checks the incoming requests from client, if the 

request method is not POST they are forwarded towards web server. Requests having POST are 

passed through the SQL query deletion method, if succeeds they are forwarded to server 

otherwise they are sent towards honeypot cluster for logging the request as attack. 

Suggested solution [9] lacks implementation of any rule forming capability as data 

collected by Raspberry Pi honey pot was not used to generate any prevention rule for blocking 

any such activity in future. On the other hand, proposed solution only focuses on SQL injection 

attack leaving network vulnerable against other sophisticated attacks. 

2.2. Intrusion Detection System Using Raspberry PI Honeypot in Network Security [10] 

The author of the paper suggest a security model for protecting network devices using 

combination of Raspberry Pi as honeypot and open source IDS available. A distraction based 

framework, Honeypot alongside Raspberry Pi makes system safety cost effective and simple to 

appliance [10]. Suggested design uses honeypot for capturing attacker’s activity. Honeypot 
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displays the attack type after data analysis but plays a vital role in improving network security. 

Suggested architecture uses Snort IDS on raspberry pi for detection of any suspicious activity. 

Snort is the well known open source IDS with millions of detection rules implemented in its 

signature database for detecting cyber attacks. Snort IDS is a protective tool of network safety. It 

has been broadly used for shielding the network of IT based enterprise setups [11]. 

Detection mechanism works on the basis of client server architecture. It uses central main 

server interacting with requests from multiple clients on network. Proposed layout is as shown 

 

Figure 5: Raspberry Pi - Honeypot deployment [10] 

 

 The author proposes use of raspberry pi honeypot as a part of client architecture for 

capturing malicious activity. Workstation on client side serves to collect the attacker’s activity 

either records it or simply passes it on to the server side for further analysis. Server side 

architecture serves to analyze the received data from client end and depending upon the rules 

defined decides whether to generate or not generate intrusion detection warning and display it to 

the administrator.   

Suggested design [10] only theoretically focuses on implementing Raspberry Pi 

Honeypot for improving network security but lacks any practical testing and experimentation. 
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2.3. Design and Analysis of Real-time Network Intrusion Detection and Prevention 

System using Open Source Tools [12] 

 This paper proposes the design for providing network security to small and medium IT 

organisations. Keeping in view the limitations of small IT setups, paper proposes security design 

by making use of open source tools. Comparison of different open source tools available for 

intrusion detection and prevention was carried out and solutions suiting the hardware available to 

author were selected. The paper focuses on the use of open source tools easily compatible with 

Juniper devices available to author. Design layout is as shown 

 

Figure 6: Network Connectivity Diagram [12] 

 

   Proposed design consists of detection, prevention and analysis components. The paper 

uses combination of juniper switch Ex 3200 for hosts connectivity and netscreen firewall 

SSG 20 at the entry point for perimeter defence. Design describes use of Snort both as IDS 

for detection as well as IPS for prevention of any unauthorized access. Snort IDS is a 

protective tool of network safety. It has been broadly used for shielding the network of IT 

based enterprise setups [11].  

   The author uses Snort IDS with built in Snort rules as NIDS for detecting intrusion 



13 
 
  

 

 

  

using one of the switch port in mirror mode. IPS is implemented using SnortSam agent on 

firewall for further preventing the intrusion into the network. SnortSam entails  two parts: an 

agent that runs on the entry device and takes directions, and an output plugin for Snort that 

refers instructions created on activated procedures. [13].  

   Suggested design only focuses on network with static IP configuration and tests the 

solution against only one kind of attack i.e ICMP ping. Blocking time span for SnortSam 

deployed on firewall for prevention of particular IP address is set to 5 minutes only. 

2.4. A firewall for SOHO networks using Raspberry Pi and Snort [14] 

 This paper puts forward the idea of using raspberry pi for intrusion detection for small 

and medium organizations. The suggested solution targets the IT setups which cannot afford 

expensive IDS and IPS solutions available in the market. In the proposed design, author of the 

paper uses raspberry pi as network monitoring terminal with open source IDS tool Snort for 

capturing and checking the traffic for any suspicious activity. Solution uses built in Snort 

signature rules for detecting intrusion into the network. 

 Author tests the proposed solution against ICMP ping and TCP SYN flood attacks with 

the corresponding snort rules installed.  

 Internet Control Message Protocol (ICMP) ping:- This attack pursues to 

overcome the server's capability to answer, therefore stalling valid demands [15]. 

Attacker directs huge amount of ping request to the server such that server cannot 

handle legitimate requests anymore which results in denial of service (DoS) to 

client. 

 Transmission Control Protocol (TCN) SYN Flood:-  Attacker flood series of 

TCP SYN packets for connection to server consuming the server resources 

completely such that it cannot handle legal SYN requests resulting in DoS.  

 Suggested design includes testing against few of network attacks on static networks. The 

paper [14] doesn’t describe the testing of proposed solution against MITM attacks.  
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2.5. Pi-IDS: Evaluation of Open-Source Intrusion Detection Systems on Raspberry Pi 

2[16] 

This paper presents assessment of open source IDS tools available on raspberry pi 2 

model B. The author compares the performance of open source IDS on raspberry pi hardware. 

Two of the open source IDS tools that are used in this evaluation are Snort and Bro IDS 

solutions. Snort is the most commonly used IDS with millions of built in detection rules. Snort is 

supported on a quantity of hardware platforms and compute platforms [17]. Bro IDS is NIDS 

which passively detects for suspicious signature pattern in the captured traffic. Bro has the 

aptitude to perform multi-layer investigation, Behavior observing, Strategy implementation, 

Policy-based invasion discovery and Recording network activity [17]. Layout used for 

comparison is shown 

 

Figure 7: System Architecture for Experiment [16] 

 

 The paper compares Pi performance in terms of CPU and memory usage in terms of data 

collection and processing ability against attacks such as SYN flood and ARP spoofing. Between 

the two, performance of Snort comes better. The author of paper also recommends use of results 

for small organizations but lacks practical evaluation. 
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2.6. Conclusion 

In this chapter research in the field of cyber security using Raspberry Pi hardware is 

reviewed. Raspberry Pi hardware has been utilized for network security for intrusion detection 

against various attacks. Design have been suggested by the researchers against SQL injection, 

ICMP and TCP flood attacks considering static LAN environments. Suggested solutions using 

raspberry pi are not tested against MITM attacks in the dynamically configured LAN 

environments where our hardware tends to learn the network parameters automatically. 
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CHAPTER 3: TOOLS AND METHODOLOGY 

 This chapter mentions hardware and software tools along with methodology used during 

the course of research. Combinations of different software products and hardware have been 

used. Brief description of the hardware and software products used is given below.  

3.1. Raspberry Pi 

Raspberry Pi is a card-sized minicomputer that can either work on mains or battery 

control [17]. It is a small size computer that was basically design for experimentation purposes. 

It is a low cost hardware consisting its own RAM and CPU for data processing. Due to its low 

cost with almost no installation and maintenance requirement, it is an easily affordable hardware 

for small and medium organizations. Raspberry Pi was intended for the Linux working 

framework, and numerous Linux circulations currently have an adaptation enhanced for the 

Raspberry Pi [18]. Separate debian based operating system designed for raspberry pi is Raspbian. 

 

Figure 8: Raspberry Pi Model 2B 
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 There are many generations of raspberry pi that have evolved over a period of time. 

Different versions of this hardware varies from Raspberry Pi zero to Raspberry Pi model 3B. 

These different versions of hardware differs it term of their hardware and specifications. Since 

goal of our research is to design a prototype for intrusion detection using this hardware, version 

of this hardware used for this purpose is raspberry pi model 2B. The generic specifications of 

this model [19] are. 

 RAM     -  1GB 

 CPU     -   900MHz Quad-core ARM 

 HDMI interface   -  1 

 USB ports    -  4 

 Ethernet 10/100Mbps`Interface -  1 

Raspberry Pi hardware possess many advantages including low power requirements, no 

installation, infrastructure and maintenance requirements, no noise, modularity and low cost. 

Due to these major advantages of this small size portable computer hardware, it was used in this 

research work.  

3.2. Kali Linux 

Kali Linux is the open source penetration testing and hacking operating system that has 

been used in this work. Kali Linux is one of the best open-source security bundles of an ethical 

hacker, comprising a set of tools separated by classifications [21]. Purpose of using this 

operating system is to launch and study the pattern of MITM attacks on the network. Using this 

methodology, packets can be captured and analyzed to develop signature pattern or selecting 

network features of intrusion detection. 

 The architecture of this ethical hacking operating system has been divided into many 

categories. Attacks have been divided into separate categories in Kali Linux. Some of these 

categories are information gathering, social engineering, forensics, stress, sniffing and spoofing 

tools.  
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Figure 9: Kali Linux 

 

 Kali Linux is developed with almost 600 tools which can be helpful towards developers 

and security experts in accomplishing goals in the field of information security tasks such as 

Penetration Testing, Security study, Computer Forensics and Reverse Engineering etc. Kali 

Linux was used in this research work to simulate attacks on LAN in order to identify the features 

that were used to detect the respective attacks. 

3.3. Machine Learning 

Machine learning is the application program that can be used by systems to learn from 

the data sets given and train them. Machine learning is the concept that makes the hardware or 

application to learn from past experience in order to predict the future possibility. It has been talk 

of modern era because in today’s world main goal is to let our systems automatically predict the 

output on the basis of past data given using machine learning concepts. It is the best strategy 

utilized in the field of information investigation so as to anticipate something by formulating a 

few models and calculations [22]. 
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 Machine learning is the concept that uses built in algorithms to design a training model 

for our devices so that they can be trained to predict the outcomes. Machine learning algorithms 

are divided into two main categories which are 

 Supervised Learning:- In this category of machine learning algorithms, systems 

are trained and tested on data sets given them as input. Data sets are given in 

supervised learning with labeled outcomes. On the basis of given datasets with 

labeled outcomes systems get trained and used for predicting the future. Examples 

of supervised machine learning algorithms are linear and logistic regression, naïve 

Bayes, random forests, decision trees and neural networks etc.  

 Unsupervised Learning:- In this category of machine learning algorithms 

machines are given datasets without any labeled outputs. Basic purpose of 

unsupervised learning is to find hidden patterns that can be used for futuristic 

prediction in unlabeled input dataset. In other words we can say that learning from 

unlabeled dataset to differentiate the given input data [23] is unsupervised learning. 

Examples of unsupervised learning are K-mean clustering, hierarchal clustering and 

hidden markov models etc. 

 Machine Learning was incorporated in this research in order to identify the features from 

the captured packets. Machine learning was used to propose a solution that can be implemented 

on any network so that it would be able to extract the features automatically irrespective of any 

threshold and infrastructure. Different versions of supervised machine learning algorithms were 

available. Before choosing a particular algorithm for this research purpose, detailed comparative 

analysis was carried out among multiple machine learning algorithms i.e Naïve Bayes, J4 and 

Logistic regression on dataset with set of selected independent features as mentioned in section 

5.4. On the basis of comparative analysis and output results, Logistic Regression was chosen to 

be used in this research to implement machine learning.  

3.4. Wireshark 

Wireshark is an open source network analyzer that can be used to capture and perform 

packet analysis. It is the software application that can be used for network troubleshooting in 
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case of any unwanted access into secure network. Wireshark provides GUI based interface to 

user for packet capture and analysis. 

Wireshark is a packet capturing software that understands structure of various networking 

protocols. It gives user layer by layer understanding of all fields in the captured packets. 

Wireshark uses pcap libraries to capture network packets only supported by pcap format. Once 

captured user can view different fields and can perform data filtering to get the desired packet 

data.  

 Wireshark uses built in filters and color codes to perform deep packet filtering and 

understanding. Wireshark was used on raspberry pi operating in mirror mode to capture network 

packets for in depth analysis to identify an event as intrusion. 

3.5. Weka 

Weka is the software application that is used for training/testing in our proposed design 

for detecting intrusions using machine learning. It is not a single package, but somewhat a bunch 

of system tools grouped together by a joint user interface [24]. Weka is a workbench for machine 

Figure 10: Wireshark GUI 
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learning that is anticipated to help in the use of machine learning techniques to a variety of real 

world issues.  

Weka enables client to assemble applications utilizing both their historical information of 

data and the learning capacity required to fabricate intellectual information structures utilizing 

artificial intelligence and deep learning.  

Weka consists of almost all types of supervised and unsupervised machine learning 

algorithms. Weka was used in this work in order to perform data pre-processing using logistic 

regression to select the combination of features that can be used to get the best possible 

characteristics of detection system using machine. 

3.6. Spyder IDE 

Spyder IDE is the python development platform used by the coders to develop code using 

python. It also provides a code development and testing environment from where coder can 

check the errors and correct them. Python is simple and easy to acquire programming language. 

Figure 11: Weka user interface 
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It has proficient high-level data structures and an easy but effective method to object-oriented 

programming [25]. Python has many built in library functions that can be used to embed machine 

learning algorithms. Spyder IDE provides python based developing environment that is 

compatible with modern day computing platforms such as Windows and Linux etc.  

 

 This research is about developing intrusion detection prototype using raspberry pi 

computers against MITM attacks. This software has been used by the author in developing 

python code using logistic regression before implementing it on raspberry pi hardware. Outcome 

of both weka and spyder IDE against the given dataset has been compared and used as reference 

its implementation on raspberry pi. 

 

 

 

 

Figure 12: Spyder IDE interface 
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CHAPTER 4: RESEARCH METHOLOGY 

4.1. Research Process 

This section contains the mapping of our research process according to our problem 

statement and proposed solution. Depending upon the objective of this research work, our 

research methodology consists of (i) Data set generation (ii) Feature Selection (iii) Feature 

Evaluation (iv) Raspberry Pi Implementation and (v) Design Evaluation as shown 

 

  

 

 

 

 

 

 

 

 

 

 

 

4.1.1 Dataset Generation 

The first step in our research was dataset generation. In order to implement 

machine learning in any system, the most important thing is the dataset which is required 

for train and test purposes. Dataset is the collection of data on which machine learning 

algorithms are trained so that they will be able to predict the outcome on the basis of train 

data. Many datasets are available for use in research work in the field of cyber security 

Figure 13: Research Methodology 
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e.g UGR'16 [26] and NETRESEC [27] etc. No dataset with respect to Arp spoofing, Mac 

flooding and Port stealing was available, therefore dataset was generated in the first step.  

4.1.2 Feature Selection 

Selection of features is the important part of machine learning because 

performance of system depends upon the selected features. Feature collection is an 

essential practice for data mining [28]. It helps us to identify the parameters or variables 

that will be helpful in predicting the outcome. In the second step, captured datasets were 

labeled and analyzed to select the subset of independent features having high impact on 

predicting the outcome. Different feature selection techniques are available which were 

used in this step. Feature selection methods provide us a great comprehension of the 

information in AI or example acknowledgment applications [29]. 

4.1.3 Feature Evaluation 

After the selection of features done in previous step, next step was to assess the 

impact of features selected on predicting the output. The requirement was to evaluate 

system performance using selected features before implementing them on raspberry pi. 

System performance in predicting the output on the basis of train dataset is evaluated 

using different parameters i.e Confusion Matrix, ROC curve, Precision and Recall. 

Evaluation of selected features was carried out on the basis of results generated by Weka 

using logistic regression in terms of machine learning metrics [30]. Similar evaluation in 

terms of metrics [30] was carried out by means of python based code using spyder.  

4.1.4 Raspberry Pi Implementation 

Evaluating the outcome of Weka and python using machine learning in terms of 

evaluation metrics in the previous step resulted in fine tuning of features and training of 

system to differentiate between benign and suspicious traffic. After performing offline 

training and testing, next step was to implement it on raspberry pi for online testing and 

results. Code was written in python for raspberry pi to extract the features as selected in 
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the last step from incoming network traffic and perform logistic regression on captured 

values to  log the packet as malicious. 

4.1.5 Design Evaluation 

In the last step of research, analysis and evaluation of proposed security design for 

small and medium networks was carried out. Design evaluation was carried out by 

comparing the results of offline and online training and testing in terms of confusion 

matrix, ROC curve, precision and recall. Performance of raspberry pi hardware was also 

evaluated in terms of CPU and memory utilization. 
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CHAPTER 5: SYSTEM DESIGN AND INTEGRATION 

 This chapter discusses system design, experiments and its integration into small and 

medium LAN to detect intrusions.  

5.1. System Architecture 

 The computer network in our lab consists of 10 workstations sharing a common LAN. 

Connectivity between these workstations was provided through cisco switch i.e 3isys 5500. This 

switch was chosen due to fact that it is managed Ethernet switch and is easy to use and 

configure. It supports comprehensive QoS, enhanced VLAN functions [31] and can easily be 

afforded by organizations as compared to other network switches. Switch was configured by 

making the workstations to obtain IP address automatically via Dynamic Host Configuration 

Protocol (DHCP). Layer 2 VLAN was configured on switch to segregate the workstations into 

single shared domain. 

 Raspberry Pi was configured with the code of detecting the intrusion on the basis of 

selected features. Raspberry pi was connected to switch port operating in promiscuous mode to 

monitor all incoming and outgoing traffic from LAN. As a result, raspberry pi was able to view 

all type of traffic entering and leaving the network. The port set in promiscuous mode acts as 

gateway and communicates with all VLAN ports [32]. Wireshark was installed on raspberry pi to 

capture incoming packets. Workstation used for analysis and central logging was also connected 

to same switch to work as central repository for log collection as generated by raspberry pi 

computer. 

 Complete network workstations were provided internet facility through Ethernet cable 

connected to DSL router. Attacker machine was also part of this network by making use of Kali 

Linux installed using VM ware on it. Attacker machine was used to simulate man in middle 

attacks on LAN to generate datasets and to check the capabilities of solution in detecting any 

suspicious activity or intrusion. System architecture is shown  
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Figure 14: System Design 

 

 Our proposed solution is the development of security solution for small and medium 

enterprise networks using raspberry pi that can ensure the data security. It should be able to not 

only detect intrusion using machine learning but also ensure logging of such event. Detail of 

process performed in order to build up required product is given as follows. 

5.2. Data set Generation  

 Since we have used concept of machine learning in this research, most valuable thing for 

any of machine learning algorithm is input data set. Data set is the collection of historical data 

examples used to train machine learning algorithms before testing them. Data sets are the 



28 
 
  

 

 

  

important part in the dynamics of machine learning. Machine learning algorithms use data sets to 

train themselves to predict the future outcome.  

 Many datasets related to various fields of information technology are publically available 

over the internet for use by researchers and developers using machine learning. In the similar 

way reference repository of public data sets related to cyber security is also available online for 

usage in information security research [33]. These datasets have been divided into different 

categories depending upon the data samples they have. Few of these categories are namely 

malware, systems, threat feeds and third party networks. These datasets were collected in 

different working scenarios by their developers either in form of some competition or task. These 

data sets have labeled data samples for both normal and malicious traffic collected over span of 

hours or weeks during their research. One such example is KDD data set [34] containing 

standard set of data including extensive variation of intrusions. 

 In our research, we had focused on infrastructure based MITM attacks such as ARP 

spoofing, Port stealing and MAC flooding etc. Different repositories having datasets related to 

cyber security attacks are available for public use. Data sets related to MITM attacks were not 

found for use. Keeping this in view, a new data set related to LAN based MITM attacks was 

generated for use during the course of this research.  

5.2.1 Lab setup for Data Set Generation 

In order to generate data set, lab setup was used having 10 x workstations. These 

work stations were connected via managed Ethernet switch. One of the workstations was 

tasked to monitor and collect data samples by connecting it onto the switch port 

configured in promiscuous mode. Software application used to collect data on this 

workstation was Wireshark. Wireshark is a magnificent tool with examination and 

estimation of system traffic observing [35]. 

In order to capture related to samples of malicious traffic related to MITM 

attacks, there was need to simulate these attacks onto the network that was used for data 

set generation. For this purpose Kali Linux [21] used. Kali Linux is ethical hacking and 

penetration testing operating system containing almost 600 tools which can be helpful 

towards developers and security experts in accomplishing goals in the field of 
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information security tasks. Lab network was also provided with the internet connectivity 

to setup network that is normally used in IT organizations.  

Data sets were generated for both benign and malicious traffic by monitoring and 

capturing the traffic using wireshark over duration of 2 days and time span of 2 hours. 

First day data contained only normal traffic and second day data samples were the 

combination of both benign and malicious packets. Lab setup and specifications related 

to workstations used are as shown in figure and table respectively. 

 

Figure 5.2 : Lab setup for Data set 

 

 

Table 1: System Hardware Configurations 

Ser Type OS RAM IP 

1.      Core i 5 Window 7 4 GB 172.17.77.49 

2.      Core i 5 Window 7 4 GB 172.17.77.51 

3.      Core i 3 Window 7 4 GB 172.17.77.55 

4.      Dual Core Window 10 2 GB 172.17.77.73 

5.      Dual Core Window 10 2 GB 172.17.77.74 

6.      Dual Core Window 10 2 GB 172.17.77.76 

7.      Dual Core Window 10 2 GB 172.17.77.152 

8.      Dual Core Window 10 2 GB 172.17.77.153 

9.      Dual Core Window 10 2 GB 172.17.77.154 

10.   Attacker Machine Kali Linux 4 GB 172.17.77.56 

 

 

Figure 15: Lab setup for Data set 
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Table 1 shows workstations along with their processor type, Operating system, 

RAM and IP address assigned through DHCP running on switch. Raw data files for normal 

traffic were collected by Wireshark during the course of experiment. Captured pcap files 

contained variety of browsing and file sharing traffic including TCP, FTP and HTTP 

protocols. Sample view of captured pcap file is shown. 

 

 Raw data collected for normal traffic using wireshark in pacp format as shown in figure 

16 indicates source address, destination address, payload length, protocol and time stamp on 

which packet was collected. 10 GB of data files containing normal traffic was collected over the 

time span of 2 hours from workstations used in lab. 

 For the generation of malicious traffic, kali linux was installed as virtual machine on one 

of the workstation used in lab. 

 

 

Captured packets 

along with fields 

Figure 16: Sample Wireshark Pcap 
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5.2.2 ARP Spoofing  

ARP spoofing is the type of MITM attack in which attacker poisons the mac table 

of victim by sending fake gratuitous ARP replies indicating herself as a gateway. In kali 

linux it was launched using command line utility. 

arpspoof -i [Interface] -t [Router ip address] [Target ip address] [36] 

Network interface name is the interface through which attack is launched, router IP is 

the gateway IP and victim IP indicates IP address of target. 

 

Figure 17 indicates the fake ARP replies generated to spoof the communications between 

the gateway and victim machine. ARP spoof attack was launched at different intervals during 

capture. 

 

Figure 17: ARP spoof  Attack 
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5.2.3 Port Stealing Attack 

This technique is worthwhile to snort in a layer 2 atmosphere when ARP 

poisoning is not in effect [36]. It is the form of attack which attacks CAM table of layer 2 

switch by targeting the mapping between MAC address and its associated port number. In 

kali linux it was launched using ettercap facility. It is basically a suite of tools to simplify 

MITM attacks [37]. 

Graphical interface of Ettercap was launched in kali linux using “ettercap –G” 

command. After launch of ettercap, host scan was done on network to see the active hosts 

on network, port steal attack was launched selecting port stealing option from MITM tab 

as shown 

 

Before the launch of attack, CAM table of switch was checked mentioning the MAC 

addresses with their associated switch port. After the attack was launched, mapping between 

MAC addresses and their ports was changed with the port of attacker’s machine as shown 

Figure 18: Port Steal Attack using ettercap 
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Port Steal attack was launched at different intervals during capture. 

5.2.4 MAC Flooding Attack 

Every switch has CAM table with limited entries depending upon the hardware. 

In this type of attack, attacker floods fake ARP packets each with different source and 

destination mac addresses to fill the CAM table so that switch starts behaving like a hub 

for any incoming packet afterwards. Attack was launched using Macof tool in kali linux.  

Figure 19: Switch CAM table 
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Macof is a hacker’s utility that can overflow a layer 2 LAN with fake irregular 

harware addresses [38]. Thousands of packets with fake mac addresses are sent in few 

seconds which completely utilizes the handling capacity of table. Mac flooding was 

launched using kali linux terminal through “Macof –I [interface]” command [38] where 

interface is the port through with attack was launched on switch. Ethernet switch used 

had capacity to handle only 16384 entries. Once this limit was reached switch started to 

behave like hub as shown. 

Impact of attack on CAM table is shown in figure 20. Attack was launched on 

different intervals. 

5 GB of data files containing malicious traffic at different intervals was collected 

over the time span of 2 hours from workstations used in lab. Raw pcap files that were 

collected using wireshark for both normal and malicious traffic had entries indicating 

source IP, destination IP, protocol type, payload and timestamps. Since these captured 

fields are network dependent, we needed dataset with network independent features due 

Figure 20: Macflooding Attack 
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to the fact that machine learning algorithms always takes independent features as input to 

predict the dependent variable as output.  

In order to extract independent features, deep packet analysis of pcap files for 

both normal and malicious files using various wireshark display filters was carried out. 

Display filters enable you to focus on the packets you are keen on while concealing the 

uninteresting ones [39]. Packet analysis of packet metadata and use of filters on both 

types of traffic resulted in generation of data set with independent nine features as shown 

in table 2. 

Table 2: Features with description 

Ser Feature Description 

1. Packets Complete number of packets during session 

2. Bytes Complete number of bytes during session 

3. Packets A to B Packets sent by source address to destination address 

4. Bytes A to B Bytes sent by source address to destination address 

5. Packets B to A Packets received by source Mac 

6. Bytes B to A Bytes received by source Mac 

7. Bits/s A to B Bits per second from source Mac to destination Mac 

8. Bits/s B to A Bits per second received by source Mac 

9. Duration Communication duration in seconds 

 

 Extraction of features as shown in table 2 resulted in labeled data set containing 

traces both normal and attack traffic. Dataset used for train and test purpose consisted of 

4110 instances with 9 features having each type of traffic identified by its respective 

label. Dataset instances were then saved as comma separated values (CSV) in excel as 

shown in figure 21. 
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Labels were used in order to differentiate between benign and malicious packets. 

Since we were using supervised version of machine learning algorithms which requires 

labeled data as input for training and testing purpose. Multiclass labels were used to label 

data set which are shown in table 3. 

Table 3: Data Packets with Label 

Ser Packet Label 

1. Normal 0 

2. Arp spoof 1 

3. Port Steal 2 

4. Mac Flood 3 

 

Figure 21: Data set CSV file 
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5.3. Feature Selection 

After the generation of dataset with extracted features, feature selection was performed to 

select the subset of features that resulted in best possible performance by proposed IDS. 

Different techniques for feature selection are available in the field of machine learning. Feature 

selection techniques help you in your main goal to make a precise prescient model [40]. In 

machine learning feature selection techniques falls under two types which are 

Filter Method: - In this type of method, features are assigned with score and are further 

ranked with respect to their scores. Scores are given depending upon the impact of each 

independent feature on predicting the dependent variable. Depending upon their ranking, feature 

is either kept or removed. Filter techniques for feature selection used in this research coefficient 

ranking, gain ratio feature evaluator and information gain ranking methods.  

 

Wrapper Method:- In this method, combination of different features is selected, evaluated and 

compared with respect to model accuracy in predicting the output. It also uses backward or 

forward selection method to either remove or add features. Wrapper method used in this research 

was Best effort method. 

Figure 22: Filter Method for Selection of Features [41] 

Figure 23: Wrapper Method for Feature Selection [41] 
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Software application used for performing feature selection was Weka. Weka has built in 

attribute selection tool that uses feature collection methods to select the finest subset of features. 

 

  

 

 

 

 

 

 

 

 

 

 

Four different methods for feature selection were used which were then compared to 

select the best combination of features as shown in figures 25 – 28 

 

 

 

 

 

 

 

 

 

Selection Method 

Feature Selection technique 

Figure 24: Weka GUI 

Figure 25: Information Gain Ranking Filter Output 
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Output of feature selection using information gain filter for supervised learning on the 

whole dataset is shown in figure 25. Information gain evaluates the worth of the feature by 

calculating information weight of each feature, considering the class features [42]. Features ranked 

higher in predicting the labeled output out of nine extracted features were Bytes, Packets and 

session duration. 

 

Figure 26: Correlation Ranking Filter 
 

 Output of feature selection using correlation ranking filter for supervised learning on the 

whole dataset is shown in figure 26. This filter estimates the value of an attribute by calculating 

the connection between it and the class. Features ranked higher in predicting the labeled output 

out of nine extracted features were session duration, number of bits per second exchanged 

between source and destination mac addresses. 
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Figure 27: Gain Ratio Feature Evaluator 

 

Output of feature selection using gain ratio feature evaluator for supervised learning on 

the whole dataset is shown in figure 27. Gain Ratio increases the information achievement by 

taking fundamental information from every attribute [43]. Features ranked higher were session 

duration, bytes and number of bits per second received by source mac address. 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 28: Best First Feature Selection 
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Output of feature selection using best first selection method for supervised learning on 

the complete dataset is shown in figure 28. This method selects combination of different may use 

backward or forward selection method to either remove or add features during selection process. 

Subset of features which were selected as result of this method were bytes, session duration and 

bits per second sent from source to destination mac. 

Summary of different feature selection methods used is shown in table 4. 

Table 4: Summary - Feature Selection Methods 

Ser Filter Method Features Ranking 

1. Information Gain 

Ranking  

Bytes, Packets, Duration, Bytes B to A,            

Packets B to A, Bytes A to B, Packets A to B, Bits/s 

B to A, Bits/s A to B 

2. Correlation Ranking Duration, Bits/s B to A, Bits/s A to B,             

Packets B to A, Packets, Packets A to B, Bytes, 

Bytes A to B, Bytes B to A             

3. Gain Ratio Feature 

Evaluator 

Duration, Bytes, Bits/s B to A, Bits/s A to B, 

Packets, Bytes B to A, Packets B to A, Bytes A to B, 

Packets A to B 

4. Best First Bytes, Duration, Bits/s A to B 

 

Summary of feature selection method with their output is shown in table 4. Features are 

shown in descending order with respect to their ranking. After studying and analyzing the results 

of chosen feature selection methods in detail, features selected for the proposed design were 

Bytes, Total packets exchanged between two workstations in LAN, Session duration and Packets 

sent from source to destination mac address.  

These selected features can be extracted fast from the traffic and thus simplify detection 

of malicious packets. Data set after the selection of these four features is shown 
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Figure 29: Data set with selected features 

  

 Four independent features were selected which are: 

 Total number of packets and bytes exchanged during session between source 

and destination mac in order to differentiate between normal and malicious traffic 

as each packet sent consists of 60 bytes. No of packets and bytes exchanged 

between two mac addresses differs between normal and malicious traffic as 

normal exchange can have any number depending upon the size of data sent and 

received whereas in case of attacks such as mac flooding thousands of new 

packets were usually sent between different mac addresses each time making it 

differentiating feature and is as clear from the results produced by feature 

selection methods. 

 No Packets were sent from source mac to destination mac in case of port 

stealing attack as compared to normal communication as thus selected. 
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 In case of mac flooding attack, thousands of unidirectional packets/ frames were 

sent from source to destination mac within seconds without establishing any 

session resulting in session duration of 0 seconds which is not the case in normal 

communication session between two layer 2 addresses and thus Session Duration 

was selected as differentiating feature. 

5.4. Feature Evaluation 

 After the selection of features, next step was to evaluate them in terms of model 

evaluation metrics. Metrics in terms of which model performance was evaluated were Confusion 

matrix, ROC curve, Precision and Recall [44]. Before choosing appropriate machine learning 

algorithm in this research work, brief comparison was carried out among three different machine 

learning algorithms i.e J48, Naïve Bayes and Logistic Regression. Comparative study was 

performed on data set with selected independent features: 

 Logistic Regression:- Out of test data set of 1027 instances, 1023 instances are 

correctly identified and 4 are incorrectly identified depending on trained dataset. 

177 normal instances were correctly identified giving True Positive rate of 0.983 

and False Positive rate of 0.12 ARP instances were correctly identified giving 

True Positive rate of 1 and False Positive rate of 0.48 Port steal instances were 

correctly identified giving True Positive rate of 1 and False Positive rate of 

0.001. 785 Mac flood instances were correctly identified giving True Positive rate 

of 0.999 and False Positive rate of 0.012. 

 Naïve Bayes:- Out of test data set of 1027 instances, 859 instances were correctly 

identified and 168 were incorrectly identified depending on trained dataset. 13 

normal instances were correctly identified giving True Positive rate of 0.072 and 

False Positive rate of 0.001.12 ARP instances were correctly identified giving 

True Positive rate of 1 and False Positive rate of 0. 49 Port steal instances were 

correctly identified giving True Positive rate of 1 and False Positive rate of 

0.009. 785 Mac flood instances were correctly identified giving True Positive rate 

of 0.999 and False Positive rate of 0.386. 
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 J48:- Out of test data set of 1027 instances, 1023 instances were correctly 

identified and 4 were incorrectly identified depending on trained dataset.177 

normal instances were correctly identified giving True Positive rate of 0.983 and 

False Positive rate of 0.001.12 ARP instances were correctly identified giving 

True Positive rate of 1 and False Positive rate of 0. 49 Port steal instances were 

correctly identified giving True Positive rate of 1 and False Positive rate of 

0.003. 785 Mac flood instances were correctly identified giving True Positive rate 

of 0.999 and False Positive rate of 0. 

Results produced by both logistic regression and J48 algorithms were better depending 

upon the selected independent features. Supervised version of machine learning algorithm which 

was used for evaluation in this work was Logistic Regression. 

5.4.1 Logistic Regression 

Logistic regression in the field of statistics is the method that determines the 

dependent output on the basis of one or more independent variables. It is the method 

based on binary outputs i.e 1 or 0. All the output values in logistic regressions are scaled 

between 0 and 1 depending upon the threshold value (normally taken as 0.5). If the 

value of variable dependent is greater than threshold, it is classified as 1 and if value of 

dependent variable is less than threshold value it is classified as 0. 

It is also acknowledged as sigmoid function. It’s an S-shaped curve that takes any 

real valued number and maps it between 0 and 1 [45]. Sigmoid function is shown by 

following expression 

y = exp(b0 + bx1) / (1 + exp(b0 + bx1)) [45] 

where y  is the output, b0 is bias, e is base of natural logarithmic function and b1  

is coefficient of independent variable x. 
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Figure 30: Logistic Regression Graph [46] 

 

Feature evaluation was carried by Weka and Python. Evaluation was compared in 

terms of evaluation metrics [44]. 

5.4.2 Feature Evaluation in Weka 

Weka is the software application having hundreds of built in machine learning 

tools that are helpful in data mining projects. Keeping these capabilities in view, it was 

used in this research work. First, data set finalized on the basis of selected features was 

uploaded in weka as shown in figure 31. 
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Figure 31: Data set preprocessing using Weka 

   

  Since Weka works on output with nominal values, there outcomes were classified 

 as normal, arp, port steal and mac flood as shown in figure 31. After preprocessing of 

 data set, logistic regression was applied under Classify tab in Weka. Classifier was set to 

 the desired machine learning model i.e Logistic Regression in our case and test option 

 was set to Percentage Split. Weka gives different test options from where desired one can 

 be chosen which are  

 Use Training Set:- This option uses complete given data set for training 

purpose. 

 Supply Test Set:- Separate unknown data set can be given for test 

purpose using this option. 

 Cross Validation:- This option divides the given data set into given 

number of folds using first set from each fold for testing and rest for 

training purpose. 

Selected Features Labeled Output 
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 Percentage Split:- This option trains the model on splitting the dataset 

on the basis of given split ratio and testing the model on rest of the 

dataset. 

  In this research, percentage split with split window of 75% was used which works 

by training model on 75% of train data and testing the model on remaining 25% of 

supplied dataset as shown in figure 32. 

 

 Figure 32 shows weka results on given dataset with logistic regression. Evaluation 

 was done in terms of following 

 Confusion Matrix:- It defines performance of model in terms of n x n 

matrix between actual and predicted values. It simply gives us the number 

of values or outcomes predicted correctly and incorrectly against the actual 

values or outcomes. Performance of any system model is evaluated using 

Split of 

75% used 

Logistic 

Regression  

Evaluation 

Metrics 

Figure 32: Logistic Regression using Weka 
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this matrix between actual and predicted values. It consists of four 

important attributes 

o True Positive    - Real positive value identified correctly 

o True Negative   - Real negative value identified correctly 

o False Positive    - Real negative value identified incorrectly 

o False Negative   - Real positive value identified incorrectly 

 Precision:- It is defined in terms of model performance evaluation as 

number of correctly predicted values i.e TP values out of actual values. It 

defines the model accuracy in terms that how precisely model predicts the 

outcome correctly. It may also be defined as ratio between the TP values to 

combination of TP and FP values or ratio between the TP values to the 

actual results. Higher precision value means that model has low false 

positive outcomes. 

 Recall:- It is defined in terms of model performance evaluation as number 

of correctly predicted values i.e TP values out of total predicted values. It 

gives us the number indicating how many values are predicted correctly by 

the system model configured algorithms. It may also be defined as ratio 

between TP values to combination of TP and FN values or ratio of TP 

values to total predicted values. Higher recall value means that model has 

low false negative outcomes. 

 Receiver Operating Characteristics (ROC) curve:- This parameter is 

very important in evaluating system performance. It is graphical plot 

between TP rate and FP rate with False Positive rate plotted on horizontal 

axis and True Positive rate plotted on vertical axis. Greater the area under 

the curve higher will be the system accuracy meaning model will be able to 

predict values correctly i.e 0s as 0s and 1s as 1s. It demonstrates the 

tradeoff between sensitivity (TP rate) and FP rate (1 – specificity) [44]. 
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Summary of evaluation metrics calculated by Weka is shown in table 5. 

Table 5: Weka Results 

Label Confusion Matrix Precision Recall ROC 

Normal [847        0 

        3            177] 

1.0 0.983 0.999 

Arp [1014        1 

        0            12] 

0.923 1.0 1.0 

Port Steal [977        1 

        1           48] 

0.980 0.980 0.998 

Mac Flood [238       3 

        1           785] 

0.996 0.998 0.999 

5.4.3 Feature Evaluation in Spyder IDE 

Spyder IDE is python based development environment used by the developers to 

write python code. Evaluation was also done using python code. Python is simple and 

easy to use language having built in library functions to perform different tasks. Library 

function used in this research was scikit learn. Scikit learn is the python collection for 

machine learning that contain tools for data mining and analysis [47]. Results of python 

evaluation is shown in table 6. 

Table 6: Spyder IDE Results 

Label Confusion Matrix Precision Recall ROC 

Normal [832        0 

       22            174] 

1.0 0.887 0.94 

Arp [1017        2 

        2            7] 

0.778 0.778 0.89 

Port Steal [989        0 

        0           39] 

1.0 1.0 1.0 

Mac 

Flood 

[230       14 

        0           784] 

0.982 1.0 0.97 
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Python code used for implementing logistic regression using extracted features is 

shown in figure 33.  

5.4.4 Implementation on Raspberry Pi 

After the selection and evaluation of features using weka and python, next step 

was to implement our hardware to detect on the basis of learned parameters. Hardware in 

our design was raspberry pi model 2B having RAM of 1GB as shown in figure 14.  

In the figure 5.1, raspberry pi was connected in LAN on the port operating in 

promiscuous mode. Purpose of enabling promiscuous mode was to mirror incoming 

traffic towards raspberry pi which would extract the features as selected in section 5.3 as 

shown in figure 34. 

 



51 
 
  

 

 

  

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 33: Python Code for Multiclass label Using Logistic regression 
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Figure 34: Raspberry Pi in promiscuous mode 

   

Packets capture was done on raspberry pi in form of wireshark pcap files and 

feature extraction was done using tshark. Tshark is a terminal arranged adaptation of 

Wireshark intended for capturing and showing packets [48]. It provides user the 

command line facility to capture and filter network packets using different types of built 

in flags.  

After capturing and extraction of features by raspberry pi, logistic regression 

model was applied on new captured data to predict and further classify the traffic on the 

basis of probabilities calculated by regression function as shown in figure 35.  
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Since model was trained on more than one class, logistic regression was implemented as 

One vs Rest classifier on raspberry pi.  

Location to save 

captured pcap files  

Auto save time 

Figure 35: Intrusion Detection Flow 

Figure 36: Enabling auto capture in Wireshark 
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Since we had to implement raspberry pi as passive NIDS, raspberry pi was 

configured to capture packets in form of pcap files using wireshark as shown in figure 36.  

This was done using capture option before starting capturing of packets on 

raspberry pi. After the capture of pcap files, extraction of selected features was done 

using following tshark command on command prompt. 

tshark –r < input pcap/pcapng file> -q –z conv,eth 

Execution of command along with the output in form of extracted features is 

shown in figure 37. 

 

Figure 37: tshark command to extract features 

 

Tshark command was used to filter out the layer 2 conversations from captured 

pcap file in form of session duration, packets number in total along with bytes sent from 

source mac to destination mac and vice versa as shown in figure 37. Features were further 

saved in .csv file format which was used as input to logistic regression function on 

raspberry pi. Since raspberry pi is small size computer with limited RAM and storage, 

capturing and extraction could also be done on separate machine for preprocessing of 

incoming data to avoid load on raspberry pi. 

Logistic regression algorithm was then applied and tested on new set of unlabeled 

data to predict the output on the basis of calculated probabilities. Since, training was done 
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on selected features using multilabel data, predicted of outcome was done by comparing 

probabilities calculated by logistic regression on each instance and selecting event with 

high probability. Python code implemented on raspberry pi for this purpose is shown in 

figure 38. 

 

Figure 38: Python code on Raspberry Pi 

 

 

 

CSV file using 

tshark command 

New test set to perform predictions 
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CHAPTER 6: RESULTS AND DISCUSSION 

 The implementation of proposed design to detect infrastructure based MITM attacks 

using machine learning model was carried out in two phases. In the first phase, results were 

generated on the basis of selected set of features using our own generated dataset on data mining 

application and java based python development environment i.e Weka and Spyder IDE 

respectively. In the second phase, trained logistic regression model was implemented on 

raspberry pi hardware to identify packets on the basis of trained labels. Comparison of results in 

terms of model metrics and perceptions of both the stages were noted and are elaborated in the 

consequent sections. 

6.1. Weka Evaluation Results 

  In this section, model evaluation by Weka in terms of metrics are presented and 

discussed. After the selection of features from the dataset using feature selection methods, 

evaluation of features was carried out using logistic regression as discussed in section 5.4.2. 

Evaluation of model was carried out in terms of evaluation metrics i.e confusion matrix, 

precision, recall and ROC curves as shown in table 5.  

 Training and testing was performed in weka using percentage split of 75%. Training of 

model was carried out on 3083 instances and test was carried out on remaining 1027 instances 

from the given data set of 4110 instances. Weighted average of model evaluation in terms of TP 

and FP rate were 0.995 and 0.010 respectively. Test results in terms of evaluation metrics with 

selected features against each type of traffic is shown in table 7. Impact of precision, recall and 

ROC curve have already been mentioned in section 5.4.2. 

Table 7: Weka Evaluation Metrics 

Ser Class TP rate FP rate Precision Recall ROC curve 

1. Normal 0.983 0.000 1.000 0.983 0.999 

2. ARP Spoof 1.000 0.001 0.923 1.000 1.000 

3. Port Steal 0.980 0.001 0.980 0.980 0.999 

4. Mac Flood 0.999 0.012 0.996 0.999 0.998 
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 Confusion matrix is defined as the matrix of n x n order between actual and predicted 

values. Generated confusion matrix by Weka on test set of 1027 instances is shown in table 8. It 

shows matrix of 4 x 4 order between actual against the predicted class labels. Class labels for 

traffic have been classified into four different categories i.e Normal, Arp Spoof, Port steal and 

Mac Flood. Confusion matrix evaluates the system performance in terms of attributes which are 

TP, TN, FP and FN values.  

These attributes of confusion matrix gives the model performance in terms of the fact that 

how accurately model predicts the correct class labels against actual class labels. Values in 

confusion matrix shows that actual 177 instances of normal class label were predicted correctly 

with 3 instances predicted incorrectly, actual 12 instances of arp spoof class label were predicted 

correctly, actual 48 instances with port steal class label were predicted correctly with 1 instance 

predicted incorrectly and actual 785 instances with mac flood class label were predicted correctly 

with 1 instance predicted incorrectly.  

Table 8: Confusion Matrix - Weka 
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   Class 

Predicted 

Normal ARP spoof Port Steal Mac Flood 

Normal 177 0 0 3 

ARP Spoof 0 12 0 0 

Port Steal 0 1 48 0 

Mac Flood 0 0 1 785 

   

 Since the test set given to machine learning model was labeled consisting of 1027 

instances with 180 normal, 12 ARP spoof, 49 port steal and 786 Mac flood instances. On the 

basis of values shown in table 8, important attributes of confusion matrix inferred against each 

class label is shown in table 9. 
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Table 9: Confusion Matrix Attributes - Weka 

Ser Class TP FP TN FN 

1. Normal 177 0 847 3 

2. ARP Spoof 12 1 1004 0 

3. Port Steal 48 1 967 1 

4. Mac Flood 785 3 238 1 

 

 Table 9 shows the attributes of confusion matrix for each class label concluded from the 

values shown in table 8 indicating the impact of confusion matrix on system performance. From 

the attribute values shown against different class labels, following results were concluded: 

 For normal class label, model gives confusion matrix attributes with TP value of 

177, FP value of 0, TN value of 847 and FN value of 3 for test set of 1027 

instances. It shows that our model predicted 177 instances correctly out of total 

180 actual normal instances in test set with overall TP rate of 0.983.  

 For arp spoof class label, model gives confusion matrix attributes with TP value 

of 12, FP estimation of 1, TN estimation of 1004 and FN estimation of 0 for test 

set of 1027 instances. It shows that our model predicted 12 instances correctly out 

of total 12 actual arp spoof instances in test set with overall TP rate of 1.00.  

 For port steal class label, model gives confusion matrix attributes with TP value 

of 48, FP estimation of 1, TN estimation of 967 and FN estimation of 1 for test set 

of 1027 instances. It shows that our model predicted 48 instances correctly out of 

total 49 actual port steal instances in test set with overall TP rate of 0.980.  

 For mac flood class label, model gives confusion matrix attributes with TP value 

of 785, FP value of 3, TN value of 238 and FN value of 1 for test set of 1027 

instances. It shows that our model predicted 785 instances correctly out of total 

786 actual port steal instances in test set with overall TP rate of 0.999.  

Graphical plot of these values for each class label is also shown in figure 39. 
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Figure 39: Graphical Plot of Weka Results 

6.2. Python Evaluation and Results 

 In this section, model evaluation using python in terms of metrics are presented and 

discussed. Evaluation of features was carried out using sklearn library of machine learning as 

discussed in section 5.4.3. One vs Rest classifier of logistic regression was implemented on data 

set with the test size of 0.25. Model evaluation was carried out in terms of evaluation metrics i.e 

confusion matrix, precision, recall and ROC curves as shown in table 6.  

 Logistic regression was applied on data set with label values to predict the output against 

the test set. Weights against each column of feature was calculated and used in logistic 

regression sigmoid function to calculate the probability for each instance.  

 Model evaluation using python code shown in figure 33 in terms of precision, recall and 

accuracy against each type of traffic is shown in table 10.  

Table 10: Python Evaluation Metrics 

Ser Label Precision Recall Accuracy 

1. Normal (Label 0) 1.000 0.887 0.978 

2. ARP Spoof (Label 1) 0.778 0.778 0.996 

3. Port Steal (Label 2) 1.0 1.0 1.0 

4. Mac Flood (Label 3) 0.982 1.0 0.986 
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Table 10 shows model performance in terms of accuracy of prediction for label 0, 1, 2 

and 3 respectively. Precision evaluates system performance in terms of fact that how much of 

model positive predictions are correct. Precision values for each class label in table 10 show that 

our model predicted class label 0 correctly every time, class label 1 correctly 77.8% of the time, 

class label 2 correctly every time and class label 3 correctly 98.2% of the time. Recall evaluates 

system performance in terms of fact that what proportion of all actual positive values is predicted 

by model correctly. Recall values for each class label in table 10 show that our model predicted 

88.7% of all class label 0 correctly with 97% accuracy, 77.8% of all class label 1 correctly with 

99% accuracy, 100% of all class label 2 correctly with 100% accuracy and 100% of all class 

label 3 correctly with 98% accuracy.  

Another factor used for evaluation was ROC curve. ROC curve as explained in section 

5.4.2 evaluates the model performance by calculating the area under the curve by means of graph 

plotted between True Positive rate and False Positive rate. Greater area covered under graph for 

each of class label, it tells the model accuracy for the prediction of that respective class label. 

ROC curves indicating the area under the curve values for each of class label is shown in figure 

40. 

Figure 40 shows that model predicted ROC curve value of 0.94 for class label 0 

indicating 94% accuracy in correctly predicting class label 0, ROC curve value of 0.89 for class 

label 1 indicating 89% accuracy in correctly predicting class label 1, ROC curve value of 1.0 for 

class label 2 indicating 100% accuracy in correctly predicting class label 2 and ROC curve value 

of 0.97 for class label 3 indicating 97% accuracy in correctly predicting class label 3 

respectively. 
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Figure 40: ROC curves for each class label 

 

Performance of logistic regression model in terms of confusion matrix by python on test 

set having multi label traffic is shown in table 11.  

Table 11: Confusion Matrix – Python 
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Class Label 

Predicted 

0 1 2 3 

0 174 0 0 6 

1 0 7 0 8 

2 0 1 39 0 

3 0 1 0 784 

   

 Confusion matrix indicates the actual values in test set and their corresponding predicted 

values against each class. On the basis of results shown in table 11, TP and FP were inferred 

against each class label as shown in table 12. 
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Table 12: Calculated TP and FP values - Python 

Ser Class Label TP FP 

1. 0 174 0 

2. 1 7 2 

3. 2 39 0 

4. 3 784 14 

 

 Table 12 shows that python code using machine learning on the basis of extracted 

features correctly identifies 174 instances of class label 0, 7 instances of class label 1, 39 

instances of class label 2 and 784 instances of class label 3 respectively. Graphical plot of these 

values for each class is also shown in figure 41. 

 

Figure 41: Graphical Plot of Python Results 

 

 Comparison in form summary of results generated by Weka and Python is shown in  

table 13. 

 

 

TP

FP

TN

FN

0 200 400 600 800 1000 1200

3

2

1

0



63 
 
  

 

 

  

 

 

Table 13: Summary of Results 

 

Metrics 

Weka Python 

Normal ARP Port 

Steal 

Mac 

Flood 

Label 0 

(Normal) 

Label 1 

(ARP) 

Label 2 

(Port 

Steal) 

Label 3 

(Mac 

Flood) 

TP 177 12 48 785 174 7 39 784 

FP 0 1 1 3 0 2 0 14 

Precision  1.00 0.923 0.980 0.996 1.00 0.778 1.00 0.982 

Recall 0.983 1.00 0.980 0.999 0.887 0.778 1.00 1.00 

ROC 0.999 1.00 0.999 0.998 0.94 0.89 1.00 0.97 

 

Graphical plot of results generated by Weka and Python is also shown in figure 42. 

 

Figure 42: Graphical Plot of Summary 

6.3. Raspberry Pi Implementation Results 

In this section, results generated by implementing the trained and tested model of 

machine learning using logistic regression algorithm on raspberry pi computer were discussed. 

After the training and testing of model using weka and python, model was implemented on 
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raspberry pi in order to determine whether the trained model predicts class or labels. Raspberry 

pi was configured to monitor the network traffic in promiscuous mode capturing packets in form 

of pcap files after every 2 minutes. Selected features as discussed in section 5.4 were then 

extracted using tools such as tshark and logistic regression model was tested against the new set 

of features on which model was trained previously as shown in figure 5.28.  New set of features 

given as input to model was unlabeled. 

Probability against each instance in new test set using weights for each feature was 

calculated to predict the corresponding class label. On the basis of packets captured 

automatically after 2 minute and feature extraction, raspberry pi predicts the labels as shown in 

figure 43.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 43 shows the output of implementation of trained model on raspberry pi. Once 

trained, raspberry pi predicted labels on the basis of learned features and trained data set. Model 

evaluation is only possible when we have set of known actual values so that metrics could be 

inferred by comparing actual and predicted labels.  

Figure 43: Raspberry Pi Output 
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In order to check performance of hardware on new data set depending upon model 

training, data set in controlled environment was collected over the same network having traces of 

both benign and attack packets with total of 300 instances. Testing was performed on raspberry 

pi and when predicted values of instances depending upon the selected features were compared 

with actual values, it was seen that 79 out of 91 instances of normal traffic were predicted 

correctly, 19 out of 23 instances of arp spoof traffic were predicted correctly, 24 out of 26 

instances of port steal traffic were predicted correctly and 157 out of 159 instances of mac flood 

traffic were predicted correctly. Performance of raspberry pi in form of evaluation metrics 

discussed previously in this research work is shown in table 14.  

Table 14: Raspberry Pi Implementation Results 

Ser Class Label 

Confusion 

Matrix 

Attributes 
Precision Recall 

TP FP 

1. Normal 79 1 0.987 0.877 

2. Arp Spoof 19 2 0.904 0.826 

3. Port Steal 24 0 1.00 0.923 

4. Mac Flood 157 12 0.928 0.987 

 

Raspberry Pi implementation results in table 14 indicate hardware performance in a form 

of precision and recall for multiple class labels of traffic discussed in this research work. Since 

precision evaluates system performance in terms of proportion of positive predictions done 

correctly, values in table 14 shows that raspberry pi predicted normal traffic 98.7% of time 

correctly, arp spoof traffic 90.4% of time correctly, port steal traffic every time correctly and 

mac flood traffic 92.8% of time correctly. Since recall evaluates system performance in terms of 

proportion of actual positive predictions done correctly, its values in table 14 shows that 

raspberry pi predicted 87.7% of normal traffic correctly, 82.6% arp spoof traffic correctly, 92.3% 

of port steal traffic correctly and 98.7% of mac flood correctly. Overall performance of hardware 

depending on training set and testing on new set with selected features was 93 %. Graphical plot 

of this discussion is shown in figure 44. 
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Figure 44: Graphical Plot - Raspberry Pi Results 
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CHAPTER 7: Conclusion  

 With the advancements in the arena of information technology, need for sharing and 

protecting information has increased. Organizations are giving due importance to protect their 

data against the unauthorized access by spending huge amounts on security solutions available in 

market. Goal of organizations using expensive security solution is to protect their most important 

asset which is data from variety of cyber-attacks. Commercially available solutions for intrusion 

detection and prevention are a sort of financial burden on small and medium IT setups due to 

their infrastructure constraints and financial limitations as these solutions demand high cost in 

terms of their installation and maintenance. 

 Keeping the limitations and requirements of small scale IT setups in view, scalable and 

inexpensive secure solution was required to protect eavesdropping of data. With the passage of 

time, many methods, models and procedures using raspberry pi computer have been proposed. 

Models proposed or developed in this regard either used open source intrusion detection and 

prevention tools or integrated algorithms against specific threat. Some of these proposed models 

and solutions have been critically reviewed in previous chapters and their flaws points are 

identified. Raspberry pi computer as discussed during the course of this research is a low cost 

plug and play hardware that operates on low power with no requirement of installation 

infrastructure setup and maintenance. Such hardware can easily be scaled up in size on need of 

user in form of multiple nodes at different locations when size of network increases. Since in the 

light of flaws identified in the previously presented security solutions using raspberry pi and its 

advantages, a solution is proposed that offers better protection with low scalability, maintenance 

and infrastructure cost.   

 The proposed solution using raspberry pi computer is effective, feasible and affordable 

by every organization with constraints and limitations. It provides not only protection against 

unauthorized data access but also a secure solution that can be scaled up depending upon the size 

of network due to its scalability. We developed a tool using machine learning for detection 

extracting network independent features without setting any threshold as a proof of concept with 
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against some flavors of MITM attacks to evaluate our proposed solution. After the evaluation of 

the prototype tool and comparison with proposed solutions using raspberry pi computers and 

techniques used by detection tools such as Xarp for arp spoof, port steal and mac flood, it can be 

concluded that our approach suits well to small and medium IT setups.  

7.1. Future Directions 

Since the tool is developed as proof of concept and it is a prototype tool, it has its 

limitations. Our prototype tool is developed using logistic regression algorithm to detect MITM 

attacks automatically irrespective of network size. Training and testing of model before 

implementing it on raspberry pi is carried out using self-generated data set having traces of 

attacks as no public data set was available having traces of MITM attacks. Our solution provides 

detection against ARP spoof, Port steal and Mac Flood attacks. An industrial standard intrusion 

detection tool can be developed based on our proposed solution. It may add following features 

and improvements to provide  

 Support for protection against other MITM attacks i.e DHCP and DNS spoofing. 

 Support for more composite and large networks by growing the resources and 

adding multiple raspberry pi computers as intrusion detection nodes. 

 Integrating cameras to monitor motion detection to prevent physical intrusions to 

critical infrastructure. 
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