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Abstract

We are living in the time of data innovation, where every IT setup, office, home and
client needs to impart and share data. This requirement for correspondence and sharing of data
has resulted in an exponential increase in number and size of computer systems. These systems
are utilized to share data both inside and outside the IT setup. With the noteworthy increment in
number of cyber assaults, there are various protective applications accessible in the market to
identify and deal with these assaults. These incorporate Firewalls, IDS and IPS. These
frameworks suits well to financially stable setups but they are pricy and beyond the access for
financially constraint enterprise IT setups. The installation, maintenance and power costs of these
security systems are beyond the capacity of a small and medium sized organization as they are
facing difficulties in detecting and managing ever increasing network attacks.

To address this problem, this research proposes a cost and power efficient security
incident and event management system for small and medium organizations using Raspberry pi
computers. Raspberry pi is cheap microcomputer and has low cost and power consumption and
have no installation, infrastructure and maintenance requirements. Such hardware can easily be
afforded by the user sitting at home or in small and medium size IT setups.

Once installed on local area network, solution will be able to capture and analyze
network traffic against commonly known man in middle attacks to log any malicious activity for
better understanding of network administrator with minimum cost in terms of power and

maintenance.

Key Words: Raspberry Pi, Machine Learning, MITM attacks, Weka, Python, Wireshark &

LogisticRegression.
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CHAPTER 1: INTRODUCTION

1.1. Motivation

Organizations dealing with resource sharing are subjected towards cyber attacks. Data is
the most important asset for any organization whether they are handling small or large data
networks. Data security is of prime importance for all organizations. Information security
insinuates the path toward protecting data from unapproved access and data defilement all
through its lifecycle [1]. Variety of cyber attacks are present which results in unauthorized access
of user data. Out of these attacks one of their kind are Man in Middle attacks. The Man-In-The-
Middle (MITM) attack is a standout amongst the most notable assaults in cyber security,
speaking to one of the greatest worries for security experts [2]. Man in Middle attack allows the
attacker to get hold of information being shared between users over the network. Different types
of these attacks are present including ARP poisoning, port stealing and mac flooding etc.

In order to protect data from these variety of cyber attacks, organizations used to spend
lot of money on different protective solutions available in the market in form of firewalls,
Intrusion detection (IDS) and prevention systems (IPS). Large organizations having no financial
issues can afford these costly solutions but these can act as Killing source for small and medium
organizations. Such kind of network solution is needed that these financial constraint
organizations can easily afford. Raspberry Pi base security solutions suits these small
organizations well in terms of standalone or multiple tapping nodes deployment in network if

needed due to its modularity, low maintenance and infrastructure as well as low cost.

1.2. Background

We are living in the time of data innovation, where pretty much every association, office,
home and client needs to impart and share data. This requirement for correspondence and sharing
of data has gotten an exponential development number and size of networks. Systems in these

networks are utilized to share data both inside and outside the association. Security, privacy and



trustworthiness of these systems and the data they share has the highest priority for every IT
setup.

With the critical increment in number of system assaults, there are various business
applications accessible in the market to distinguish and deal with these assaults. These
incorporate Firewalls, IDS and IPS. These frameworks suits well to financially stable
organizations however they are expensive and pricy for minor and medium IT setups. The
installation, maintenance and power costs of these security systems are beyond the capacity of a
small and medium sized organization as they are facing difficulties in detecting and managing
ever increasing network attacks. Raspberry Pi based security solutions suits well to these
organizations. Raspberry Pi is a microcomputer with low cost and power consumption. Due to its
modularity, flexibility, no infrastructure and maintenance requirements such computers once

configured can proof to be protective source to these small and medium IT setups.

1.3. Objective

Once installed on local area network, solution will be able to capture and analyze
network traffic against commonly known MITM attacks to log any malicious activity for better
understanding of network administrator with minimum cost in terms of power and maintenance.

Brief description of MITM and its types is as follows.

1.3.1 MITM attacks

In the modern world, attacks on local area network (LAN) are numerous. Basic
goal of all these attacks by the attacker is to get hold of information being shared over the
network between systems. Out of these attacks one of their kind are MITM attacks. In
this case, the attacker often decisively captures messages between the client and the
server [5]. MITM attacks can be launched on network in different ways but the
commonly known infrastructure based LAN attacks are as under.

o Address Resolution Protocol (ARP) spoofing:- ARP is protocol used for

mapping between system IP and Mac address. ARP spoofing is the process
of faking ARP packets to be able to mimic another user on the system [6].

IP address is the logical entity assigned to host machine whereas mac
2



address is the physical or hardware address of host machine in any
network. In order to implement arp spoofing, attacker tends to poison the
ARP table on host machine with fake entry by mapping the IP address of
gateway router with mac address of her machine. Consequently, all
communications between victim machine and gateway router moves
through the attacker. End systems have no idea that there communications
is being listened by the third unauthorized party.

User B User A
8 “"k‘\

User A uses this 4 . . B uses thi:s
(Attacker MAC) (Attacker MAC)
MAC address

MAC address

Broadcasting
spoofed MAC
address

Astacker
Man in the midde

Figure 1: ARP Spoofing Attack
Port stealing:- Port stealing is another version of MITM attack. Port steal

attacks are focused on switch ports on which host machines are connected
in the network. These attacks don’t target host machines directly as was in
the case of ARP spoofing attack. Every switch maintains Content Address
Memory (CAM) table. CAM table consisting of mac addresses of machines
along with the switch port numbers on which machines are connected.
Each entry indicates that the particular machine is connected on the
particular switch port. This allows the switch to forward traffic to the

correct machine when a particular MAC address is requested [7]. Goal of
3



attacker in this type of attack is to flood the CAM table with wrong entries.
Port stealing is executed by the attacker by sending storm of fake ARP
packets having her machine address as source mac address and mac address
of victim machine as destination mac address. As a result, traffic destined
for victim machine tends to get routed through attacker machine which in
turn sends ARP request requiring original mac address of victim.
Consequently, when attacker gets the legitimate mac address of victim
machine packets are sent towards their original destination.

Mac Flooding:- Mac flooding is the attack that targets CAM table of
switch. It is also known as CAM flooding attack. Entries in the switch
CAM table are limited meaning that there is a limit on entries depending
upon the hardware of switch that a switch can hold. CAM table stores data
which includes MAC addresses accessible on physical ports with their
associated VLAN characteristics [8]. Goal of the attack is to eavesdrop the
shared information by choking the memory of CAM table. In this attack,
attacker floods the CAM table with fake source and mac addresses in each
frame to utilize holding capacity of CAM table completely. As a result,
CAM table of switch gets filled with the fake frames and consequently
cannot handle any further entry. Once the CAM table gets full, all the data
frames coming to the switch are then broadcasted over the network to all
users as in the case of network hub. Consequently, attacker gets data

destined for victim machine.



—Sourca MAC: XX0CX000 00
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Figure 2: MAC Flooding Attack
1.4. Components

Proposed solution will consists of following components.
e Raspberry Pi - Intrusion detection node

e Security incident and event management

Other
PCs

Other
PCs
Other
PCs

— e

Admin View

\ Other
PCs
Other
PCs

Rpi based IDS

Figure 3: Proposed Design Architecture
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1.4.1 Raspberry Pi— Intrusion detection node

Raspberry pi computer will be configured and installed to work as intrusion
detection node in the network to sniff and perform traffic analysis to detect any security
incident with respect to the security algorithms implemented on it. Basic concepts related
to intrusion detection and its types are as follows.

1.4.2 Intrusion Detection System (IDS)

Intrusion detection is a arrangement that screens and checks the network for any
intrusion. Intrusion refers to any malicious activity carried out by attacker or
unauthorized person. Main functionality of an IDS to alert the network administrator by
monitor the network traffic for any malicious pattern. Intrusion activities are logged for
troubleshooting of administrator. IDS are of following types depending upon their
functions.

e Active Intrusion Detection System: - An active IDS is a framework that is
designed to naturally block alleged assaults in progress with no intercession
required by an administrator [3]. They come with the advantage of
providing real time detection as well as prevention of malicious activity
detected over the network. Active IDS functions as inline IDS for incoming
traffic and further prevents the flow of malicious traffic to systems on
network.

o Passive Intrusion Detection System:- A passive intrusion detection
system is type of method that extracts the portion of incoming traffic,
perform analyses on the basis of detection rules defined and then alerts the
network administrator regarding any intrusion into the network. Passive
IDS doesn’t provide any auto protective or corrective capability to the
network as provided in the case of active IDS.

e Network based Intrusion Detection System (NIDS):- In this type of IDS,
the detection is done at the network level. NIDS is designed and positioned

at a point where it can screen all the traffic that enters or leaves the system.

6



It monitors system traffic on network for particular system fragments or
devices and examines network and application protocol activity to detect
uncertain network activity [4]. It mainly consist of sensor, network
interface card (NIC) in promiscuous mode and managing interface.

o Host based Intrusion Detection System (HIDS):- In this type of system,
IDS is installed at the host end for capturing and analyzing traffic
originating as well as destined for respective host machine. HIDS displays
the features of a particular host and the events happening within that host
for distrustful event [4]. Intrusion detection needs to be installed at each
host over the network.

1.4.3 Security incident and event management:-

Centralized logging and monitoring of any malicious pattern detected by raspberry pi will
be done on separate server or host machine on same network to prompt network
administrator for better understanding and management. Through centralized server,
network administrator will be able to monitor the LAN status and configure raspberry pi
node. Generally, any security incident and event management technology consists of
following.

e Security Event Management (SEM):- The main function of SEM is to
perform analysis on captured logs and events in real time to provide risk
monitoring, event association and response.

e Security Information Management (SIM):- This process corresponds the
collection of logs from different devices over the network to centralized
location. Reports are generated on the basis of collected log files which acts as
a key for network administrator to troubleshoot the reported suspicious

activity.

1.5. Thesis Layout

This research is prepared and enlightened in seven chapters. First chapter explains the

upbringing problem and incentive behind this research. This chapter also debates the
7



introduction and diverse components of the suggested security scheme which is the end result of
this research.

Second chapter describes review of the correlated work already carried out. In this
chapter, different cyber security procedures implemented on Raspberry Pi for intrusion detection
have been analyzed and compared with our proposed solution for small and medium
organizations.

Chapter three illustrates brief introduction to tools and methods incorporated in this
research work. Chapter four gives research methodology followed. Chapter five gives the detail
procedures and methods carried out in designing of proposed security solution and its
integration.

In chapter six, output and results have been discussed in detail in order to validate the
solution output. Chapter seven gives conclusion and future direction with respect to its practical

implementation.



CHAPTER 2: L ITERATURE REVIEW

The process of identifying malicious activity as well as detecting unauthorized access
into the local network is called protecting a network or in simple words network security. In the
previous chapter, agenda of our research along with the related concepts was explained keeping
in view the limited resources of small and medium IT setups. Plenty of work in this regard have
already been carried out by researchers. Our goal is to come up with the solution to detect
intrusion against more sophisticated MITM attacks using easily affordable raspberry pi
computers. In this chapter, we will carry out the review of solutions given by the researchers and

engineers using raspberry pi for network security. Literature review is as follows.

2.1. SQL Injection Detection and Prevention System with Raspberry Pi Honeypot
Cluster for Trapping Attacker [9]

This paper suggests a solution against sequel (SQL) injection attack using raspberry pi
computers in cluster formation. The proposed solution tends to enhance the system proficiency to
identify and avoid SQL injection outbreaks against database. SQL injection is kind of occurrence
that targets the database of server. Invader executes malicious SQL statements that can control
the web based database servers. The paper uses raspberry pi computers in cluster as a honey pot
cluster. Honeypots are the systems which are the replica of actual servers with limited services to
track the suspicious activity of attacker. Honeypots are accessible to the attackers without any
restriction. It functions as electronic bait claiming to be an ordinary framework however sitting
tight to follow saltine exercises [9].

The proposed solution uses raspberry pi computers in cluster to hide the identity as well
as access of actual web servers present. Proposed design consists of web server for handling web
requests from clients, proxy server for deciding whether to forward incoming requests to server
or honeypot and load balancer for distributing incoming load of requests between raspberry pi

computers in cluster as shown



-
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Raspberry Pi server
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Figure 4: Suggested Design to identify and avoid SQL injection [9]

Proxy server in the design acts as detector for SQL injection attack by checking the
incoming requests from client. Proxy server checks the incoming requests from client, if the
request method is not POST they are forwarded towards web server. Requests having POST are
passed through the SQL query deletion method, if succeeds they are forwarded to server
otherwise they are sent towards honeypot cluster for logging the request as attack.

Suggested solution [9] lacks implementation of any rule forming capability as data
collected by Raspberry Pi honey pot was not used to generate any prevention rule for blocking
any such activity in future. On the other hand, proposed solution only focuses on SQL injection

attack leaving network vulnerable against other sophisticated attacks.

2.2. Intrusion Detection System Using Raspberry Pl Honeypot in Network Security [10]

The author of the paper suggest a security model for protecting network devices using
combination of Raspberry Pi as honeypot and open source IDS available. A distraction based
framework, Honeypot alongside Raspberry Pi makes system safety cost effective and simple to

appliance [10]. Suggested design uses honeypot for capturing attacker’s activity. Honeypot
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displays the attack type after data analysis but plays a vital role in improving network security.
Suggested architecture uses Snort IDS on raspberry pi for detection of any suspicious activity.
Snort is the well known open source IDS with millions of detection rules implemented in its
signature database for detecting cyber attacks. Snort IDS is a protective tool of network safety. It
has been broadly used for shielding the network of IT based enterprise setups [11].

Detection mechanism works on the basis of client server architecture. It uses central main

server interacting with requests from multiple clients on network. Proposed layout is as shown

Figure 5: Raspberry Pi - Honeypot deployment [10]

The author proposes use of raspberry pi honeypot as a part of client architecture for
capturing malicious activity. Workstation on client side serves to collect the attacker’s activity
either records it or simply passes it on to the server side for further analysis. Server side
architecture serves to analyze the received data from client end and depending upon the rules
defined decides whether to generate or not generate intrusion detection warning and display it to
the administrator.

Suggested design [10] only theoretically focuses on implementing Raspberry Pi

Honeypot for improving network security but lacks any practical testing and experimentation.
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2.3. Design and Analysis of Real-time Network Intrusion Detection and Prevention
System using Open Source Tools [12]

This paper proposes the design for providing network security to small and medium IT
organisations. Keeping in view the limitations of small IT setups, paper proposes security design
by making use of open source tools. Comparison of different open source tools available for
intrusion detection and prevention was carried out and solutions suiting the hardware available to
author were selected. The paper focuses on the use of open source tools easily compatible with
Juniper devices available to author. Design layout is as shown

Snort NIDS

LAN Devices

Figure 6: Network Connectivity Diagram [12]

Proposed design consists of detection, prevention and analysis components. The paper
uses combination of juniper switch Ex 3200 for hosts connectivity and netscreen firewall
SSG 20 at the entry point for perimeter defence. Design describes use of Snort both as IDS
for detection as well as IPS for prevention of any unauthorized access. Snort IDS is a
protective tool of network safety. It has been broadly used for shielding the network of IT
based enterprise setups [11].

The author uses Snort IDS with built in Snort rules as NIDS for detecting intrusion
12



using one of the switch port in mirror mode. IPS is implemented using SnortSam agent on
firewall for further preventing the intrusion into the network. SnortSam entails two parts: an
agent that runs on the entry device and takes directions, and an output plugin for Snort that
refers instructions created on activated procedures. [13].

Suggested design only focuses on network with static IP configuration and tests the
solution against only one kind of attack i.e ICMP ping. Blocking time span for SnortSam
deployed on firewall for prevention of particular IP address is set to 5 minutes only.

2.4.  Afirewall for SOHO networks using Raspberry Pi and Snort [14]

This paper puts forward the idea of using raspberry pi for intrusion detection for small
and medium organizations. The suggested solution targets the IT setups which cannot afford
expensive IDS and IPS solutions available in the market. In the proposed design, author of the
paper uses raspberry pi as network monitoring terminal with open source IDS tool Snort for
capturing and checking the traffic for any suspicious activity. Solution uses built in Snort
signature rules for detecting intrusion into the network.

Author tests the proposed solution against ICMP ping and TCP SYN flood attacks with
the corresponding snort rules installed.

o Internet Control Message Protocol (ICMP) ping:- This attack pursues to

overcome the server's capability to answer, therefore stalling valid demands [15].
Attacker directs huge amount of ping request to the server such that server cannot
handle legitimate requests anymore which results in denial of service (DoS) to
client.

o Transmission Control Protocol (TCN) SYN Flood:- Attacker flood series of

TCP SYN packets for connection to server consuming the server resources
completely such that it cannot handle legal SYN requests resulting in DoS.

Suggested design includes testing against few of network attacks on static networks. The

paper [14] doesn’t describe the testing of proposed solution against MITM attacks.
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2.5. Pi-IDS: Evaluation of Open-Source Intrusion Detection Systems on Raspberry Pi

2[16]

This paper presents assessment of open source IDS tools available on raspberry pi 2
model B. The author compares the performance of open source IDS on raspberry pi hardware.
Two of the open source IDS tools that are used in this evaluation are Snort and Bro IDS
solutions. Snort is the most commonly used IDS with millions of built in detection rules. Snort is
supported on a quantity of hardware platforms and compute platforms [17]. Bro IDS is NIDS
which passively detects for suspicious signature pattern in the captured traffic. Bro has the
aptitude to perform multi-layer investigation, Behavior observing, Strategy implementation,
Policy-based invasion discovery and Recording network activity [17]. Layout used for
comparison is shown

DCO1 LOGSRV02
FWD (ADDC) (Syslog server)  Logclient01 Ubuntu

(Analyses server) (Radius server) (Monitor server) (Web server) (Attacking Client)
(172.16.50.2)  (172.16.50.1) (172.16.50.12) (172.16.50.5) (172.16.50.10)

W =1

(NN
~N

Cisco Switch Catalyst 2950

Raspberry Pi
(IDS)
(172.16.50.21)

Figure 7: System Architecture for Experiment [16]

The paper compares Pi performance in terms of CPU and memory usage in terms of data
collection and processing ability against attacks such as SYN flood and ARP spoofing. Between
the two, performance of Snort comes better. The author of paper also recommends use of results

for small organizations but lacks practical evaluation.
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2.6. Conclusion

In this chapter research in the field of cyber security using Raspberry Pi hardware is
reviewed. Raspberry Pi hardware has been utilized for network security for intrusion detection
against various attacks. Design have been suggested by the researchers against SQL injection,
ICMP and TCP flood attacks considering static LAN environments. Suggested solutions using
raspberry pi are not tested against MITM attacks in the dynamically configured LAN

environments where our hardware tends to learn the network parameters automatically.
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CHAPTER 3: TOOLS AND METHODOLOGY

This chapter mentions hardware and software tools along with methodology used during
the course of research. Combinations of different software products and hardware have been

used. Brief description of the hardware and software products used is given below.

3.1. Raspberry Pi

Raspberry Pi is a card-sized minicomputer that can either work on mains or battery
control [17]. It is a small size computer that was basically design for experimentation purposes.
It is a low cost hardware consisting its own RAM and CPU for data processing. Due to its low
cost with almost no installation and maintenance requirement, it is an easily affordable hardware
for small and medium organizations. Raspberry Pi was intended for the Linux working
framework, and numerous Linux circulations currently have an adaptation enhanced for the

Raspberry Pi [18]. Separate debian based operating system designed for raspberry pi is Raspbian.

Figure 8: Raspberry Pi Model 2B
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There are many generations of raspberry pi that have evolved over a period of time.
Different versions of this hardware varies from Raspberry Pi zero to Raspberry Pi model 3B.
These different versions of hardware differs it term of their hardware and specifications. Since
goal of our research is to design a prototype for intrusion detection using this hardware, version
of this hardware used for this purpose is raspberry pi model 2B. The generic specifications of
this model [19] are.

. RAM - 1GB

o CPU - 900MHz Quad-core ARM
o HDMI interface - 1

o USB ports - 4

o Ethernet 10/100Mbps’Interface 1

Raspberry Pi hardware possess many advantages including low power requirements, no

installation, infrastructure and maintenance requirements, no noise, modularity and low cost.
Due to these major advantages of this small size portable computer hardware, it was used in this

research work.

3.2. Kali Linux

Kali Linux is the open source penetration testing and hacking operating system that has
been used in this work. Kali Linux is one of the best open-source security bundles of an ethical
hacker, comprising a set of tools separated by classifications [21]. Purpose of using this
operating system is to launch and study the pattern of MITM attacks on the network. Using this

methodology, packets can be captured and analyzed to develop signature pattern or selecting
network features of intrusion detection.

The architecture of this ethical hacking operating system has been divided into many
categories. Attacks have been divided into separate categories in Kali Linux. Some of these

categories are information gathering, social engineering, forensics, stress, sniffing and spoofing

tools.
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Figure 9: Kali Linux

Kali Linux is developed with almost 600 tools which can be helpful towards developers
and security experts in accomplishing goals in the field of information security tasks such as
Penetration Testing, Security study, Computer Forensics and Reverse Engineering etc. Kali
Linux was used in this research work to simulate attacks on LAN in order to identify the features

that were used to detect the respective attacks.

3.3. Machine Learning

Machine learning is the application program that can be used by systems to learn from
the data sets given and train them. Machine learning is the concept that makes the hardware or
application to learn from past experience in order to predict the future possibility. It has been talk
of modern era because in today’s world main goal is to let our systems automatically predict the
output on the basis of past data given using machine learning concepts. It is the best strategy
utilized in the field of information investigation so as to anticipate something by formulating a

few models and calculations [22].
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Machine learning is the concept that uses built in algorithms to design a training model
for our devices so that they can be trained to predict the outcomes. Machine learning algorithms
are divided into two main categories which are

e  Supervised Learning:- In this category of machine learning algorithms, systems
are trained and tested on data sets given them as input. Data sets are given in
supervised learning with labeled outcomes. On the basis of given datasets with
labeled outcomes systems get trained and used for predicting the future. Examples
of supervised machine learning algorithms are linear and logistic regression, naive
Bayes, random forests, decision trees and neural networks etc.

e  Unsupervised Learning:- In this category of machine learning algorithms
machines are given datasets without any labeled outputs. Basic purpose of
unsupervised learning is to find hidden patterns that can be used for futuristic
prediction in unlabeled input dataset. In other words we can say that learning from
unlabeled dataset to differentiate the given input data [23] is unsupervised learning.
Examples of unsupervised learning are K-mean clustering, hierarchal clustering and
hidden markov models etc.

Machine Learning was incorporated in this research in order to identify the features from
the captured packets. Machine learning was used to propose a solution that can be implemented
on any network so that it would be able to extract the features automatically irrespective of any
threshold and infrastructure. Different versions of supervised machine learning algorithms were
available. Before choosing a particular algorithm for this research purpose, detailed comparative
analysis was carried out among multiple machine learning algorithms i.e Naive Bayes, J4 and
Logistic regression on dataset with set of selected independent features as mentioned in section
5.4. On the basis of comparative analysis and output results, Logistic Regression was chosen to

be used in this research to implement machine learning.

3.4. Wireshark

Wireshark is an open source network analyzer that can be used to capture and perform

packet analysis. It is the software application that can be used for network troubleshooting in
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case of any unwanted access into secure network. Wireshark provides GUI based interface to
user for packet capture and analysis.

Wireshark is a packet capturing software that understands structure of various networking
protocols. It gives user layer by layer understanding of all fields in the captured packets.
Wireshark uses pcap libraries to capture network packets only supported by pcap format. Once
captured user can view different fields and can perform data filtering to get the desired packet
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Figure 10: Wireshark GUI

Wireshark uses built in filters and color codes to perform deep packet filtering and
understanding. Wireshark was used on raspberry pi operating in mirror mode to capture network

packets for in depth analysis to identify an event as intrusion.

3.5. Weka

Weka is the software application that is used for training/testing in our proposed design
for detecting intrusions using machine learning. It is not a single package, but somewhat a bunch

of system tools grouped together by a joint user interface [24]. Weka is a workbench for machine
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learning that is anticipated to help in the use of machine learning techniques to a variety of real

world issues.
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Figure 11: Weka user interface

Weka enables client to assemble applications utilizing both their historical information of
data and the learning capacity required to fabricate intellectual information structures utilizing
artificial intelligence and deep learning.

Weka consists of almost all types of supervised and unsupervised machine learning
algorithms. Weka was used in this work in order to perform data pre-processing using logistic
regression to select the combination of features that can be used to get the best possible

characteristics of detection system using machine.

3.6. Spyder IDE

Spyder IDE is the python development platform used by the coders to develop code using
python. It also provides a code development and testing environment from where coder can

check the errors and correct them. Python is simple and easy to acquire programming language.
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It has proficient high-level data structures and an easy but effective method to object-oriented
programming [25]. Python has many built in library functions that can be used to embed machine
learning algorithms. Spyder IDE provides python based developing environment that is

compatible with modern day computing platforms such as Windows and Linux etc.
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Figure 12: Spyder IDE interface

This research is about developing intrusion detection prototype using raspberry pi
computers against MITM attacks. This software has been used by the author in developing
python code using logistic regression before implementing it on raspberry pi hardware. Outcome
of both weka and spyder IDE against the given dataset has been compared and used as reference

its implementation on raspberry pi.
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CHAPTER 4: RESEARCH METHOLOGY

4.1. Research Process

This section contains the mapping of our research process according to our problem
statement and proposed solution. Depending upon the objective of this research work, our
research methodology consists of (i) Data set generation (ii) Feature Selection (iii) Feature
Evaluation (iv) Raspberry Pi Implementation and (v) Design Evaluation as shown

Design
. Raspberry Pi Evaluation
. Implementation
Feature
Evaluation
. Feature

Selection

U Dataset
Generation

Figure 13: Research Methodology

4.1.1 Dataset Generation

The first step in our research was dataset generation. In order to implement
machine learning in any system, the most important thing is the dataset which is required
for train and test purposes. Dataset is the collection of data on which machine learning
algorithms are trained so that they will be able to predict the outcome on the basis of train

data. Many datasets are available for use in research work in the field of cyber security
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e.g UGR'16 [26] and NETRESEC [27] etc. No dataset with respect to Arp spoofing, Mac
flooding and Port stealing was available, therefore dataset was generated in the first step.

4.1.2 Feature Selection

Selection of features is the important part of machine learning because
performance of system depends upon the selected features. Feature collection is an
essential practice for data mining [28]. It helps us to identify the parameters or variables
that will be helpful in predicting the outcome. In the second step, captured datasets were
labeled and analyzed to select the subset of independent features having high impact on
predicting the outcome. Different feature selection techniques are available which were
used in this step. Feature selection methods provide us a great comprehension of the

information in Al or example acknowledgment applications [29].

4.1.3 Feature Evaluation

After the selection of features done in previous step, next step was to assess the
impact of features selected on predicting the output. The requirement was to evaluate
system performance using selected features before implementing them on raspberry pi.
System performance in predicting the output on the basis of train dataset is evaluated
using different parameters i.e Confusion Matrix, ROC curve, Precision and Recall.
Evaluation of selected features was carried out on the basis of results generated by Weka
using logistic regression in terms of machine learning metrics [30]. Similar evaluation in

terms of metrics [30] was carried out by means of python based code using spyder.

4.1.4 Raspberry Pi Implementation

Evaluating the outcome of Weka and python using machine learning in terms of
evaluation metrics in the previous step resulted in fine tuning of features and training of
system to differentiate between benign and suspicious traffic. After performing offline
training and testing, next step was to implement it on raspberry pi for online testing and

results. Code was written in python for raspberry pi to extract the features as selected in
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the last step from incoming network traffic and perform logistic regression on captured
values to log the packet as malicious.

4.1.5 Design Evaluation

In the last step of research, analysis and evaluation of proposed security design for
small and medium networks was carried out. Design evaluation was carried out by
comparing the results of offline and online training and testing in terms of confusion
matrix, ROC curve, precision and recall. Performance of raspberry pi hardware was also

evaluated in terms of CPU and memory utilization.
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CHAPTER5: SYSTEM DESIGN AND INTEGRATION

This chapter discusses system design, experiments and its integration into small and

medium LAN to detect intrusions.

5.1.  System Architecture

The computer network in our lab consists of 10 workstations sharing a common LAN.
Connectivity between these workstations was provided through cisco switch i.e 3isys 5500. This
switch was chosen due to fact that it is managed Ethernet switch and is easy to use and
configure. It supports comprehensive QoS, enhanced VLAN functions [31] and can easily be
afforded by organizations as compared to other network switches. Switch was configured by
making the workstations to obtain IP address automatically via Dynamic Host Configuration
Protocol (DHCP). Layer 2 VLAN was configured on switch to segregate the workstations into
single shared domain.

Raspberry Pi was configured with the code of detecting the intrusion on the basis of
selected features. Raspberry pi was connected to switch port operating in promiscuous mode to
monitor all incoming and outgoing traffic from LAN. As a result, raspberry pi was able to view
all type of traffic entering and leaving the network. The port set in promiscuous mode acts as
gateway and communicates with all VLAN ports [32]. Wireshark was installed on raspberry pi to
capture incoming packets. Workstation used for analysis and central logging was also connected
to same switch to work as central repository for log collection as generated by raspberry pi
computer.

Complete network workstations were provided internet facility through Ethernet cable
connected to DSL router. Attacker machine was also part of this network by making use of Kali
Linux installed using VM ware on it. Attacker machine was used to simulate man in middle
attacks on LAN to generate datasets and to check the capabilities of solution in detecting any

suspicious activity or intrusion. System architecture is shown
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Figure 14: System Design

Our proposed solution is the development of security solution for small and medium

enterprise networks using raspberry pi that can ensure the data security. It should be able to not
only detect intrusion using machine learning but also ensure logging of such event. Detail of

process performed in order to build up required product is given as follows.

5.2. Data set Generation

Since we have used concept of machine learning in this research, most valuable thing for
any of machine learning algorithm is input data set. Data set is the collection of historical data

examples used to train machine learning algorithms before testing them. Data sets are the
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important part in the dynamics of machine learning. Machine learning algorithms use data sets to
train themselves to predict the future outcome.

Many datasets related to various fields of information technology are publically available
over the internet for use by researchers and developers using machine learning. In the similar
way reference repository of public data sets related to cyber security is also available online for
usage in information security research [33]. These datasets have been divided into different
categories depending upon the data samples they have. Few of these categories are namely
malware, systems, threat feeds and third party networks. These datasets were collected in
different working scenarios by their developers either in form of some competition or task. These
data sets have labeled data samples for both normal and malicious traffic collected over span of
hours or weeks during their research. One such example is KDD data set [34] containing
standard set of data including extensive variation of intrusions.

In our research, we had focused on infrastructure based MITM attacks such as ARP
spoofing, Port stealing and MAC flooding etc. Different repositories having datasets related to
cyber security attacks are available for public use. Data sets related to MITM attacks were not
found for use. Keeping this in view, a new data set related to LAN based MITM attacks was

generated for use during the course of this research.

5.2.1 Lab setup for Data Set Generation

In order to generate data set, lab setup was used having 10 x workstations. These
work stations were connected via managed Ethernet switch. One of the workstations was
tasked to monitor and collect data samples by connecting it onto the switch port
configured in promiscuous mode. Software application used to collect data on this
workstation was Wireshark. Wireshark is a magnificent tool with examination and
estimation of system traffic observing [35].

In order to capture related to samples of malicious traffic related to MITM
attacks, there was need to simulate these attacks onto the network that was used for data
set generation. For this purpose Kali Linux [21] used. Kali Linux is ethical hacking and
penetration testing operating system containing almost 600 tools which can be helpful

towards developers and security experts in accomplishing goals in the field of
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information security tasks. Lab network was also provided with the internet connectivity
to setup network that is normally used in IT organizations.

Data sets were generated for both benign and malicious traffic by monitoring and
capturing the traffic using wireshark over duration of 2 days and time span of 2 hours.
First day data contained only normal traffic and second day data samples were the
combination of both benign and malicious packets. Lab setup and specifications related
to workstations used are as shown in figure and table respectively.

o [ )

Figure 15: Lab setup for Data set

Table 1: System Hardware Configurations

Ser | Type OS RAM IP

1. Coreib Window 7 4 GB 172.17.77.49
2. Coreib Window 7 4 GB 172.17.77.51
3. Corei3 Window 7 4 GB 172.17.77.55
4, Dual Core Window 10 2 GB 172.17.77.73
5. Dual Core Window 10 2 GB 172.17.77.74
6. Dual Core Window 10 2 GB 172.17.77.76
7. Dual Core Window 10 2 GB 172.17.77.152
8. Dual Core Window 10 2 GB 172.17.77.153
9. Dual Core Window 10 2GB 172.17.77.154
10. Attacker Machine Kali Linux 4 GB 172.17.77.56
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Table 1 shows workstations along with their processor type, Operating system,

RAM and IP address assigned through DHCP running on switch. Raw data files for normal

traffic were collected by Wireshark during the course of experiment. Captured pcap files

contained variety of browsing and file sharing traffic including TCP, FTP and HTTP

protocols. Sample view of captured pcap file is shown.

Fi capture?_split_00014_20180329113514 pcap
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools  Help

du:0 IERBes=FiEEQaan

|-.:_‘.é:515-,‘;5 .20

'1 Expression...

No. Time: Source Destination Length Protocol  Info
14.. 2018-85-29 11:35:14.917715 13.107.4.50 172.17.77.153 1514 HTTP Continuation
14.. 2018-85-29 11:35:14.917733 172.17.77.153 13.107.4.58 6@ TCP 68617 + BB [ACK] Seq=1 Ack=64241 Win=855 Len=@
14.. 2015-@5-29 11:35:14.917794 13.107.4.50 172.17.77.153 1514 HTTP Continuation
14.. 2018-@5-29 11:35:14.917943 13.107.4.50 172.17.77.153 1514 HTTP Continuation
14.. 2018-85-29 11:35:14.917991 172.17.77.153 13.107.4.58 6@ TCP 68617 + 88 [ACK] Seq=l Ack=67161 Win=855 Len=@
14.. 2018-@5-29 11:35:14.918851 13.107.4.5@ 172.17.77.153 1514 HTTP Continuation
14.. 2018-@5-29 11:35:14.918188 13.107.4.50 172.17.77.153 1514 HTTP Continuation
14.. 2018-85-29 11:35:14.918239 172.17.77.153 13.107.4.58 6@ TCP 68617 + 88 [ACK] Seq=l Ack=78@81 Win=855 Len=@

14.. 2018-85-29 11:35:14.918312 13.107.4.50 172.17.77.153 1514 HTTP Continuation

1514 HTTP [TCP Previo

14.. 2018-85-29 11:35:14.918495

14.. 2018-85-29 11:35:14.918559 13.167.4.50 172.17.77.153 1514 HTTP Continuation
14. 594 172. .153 13.107.4.58 66 TCP [TCP Dup ACK 1427#1] 68617 + 8@ [ACK] Se
14.. 2018-85-29 11:35:14.918681 13.187.4.50 172.17.77.153 1514 HTTP Continuation

66 TCP [TCP Dup AC

14. 1514 HTTP Continuation
14, 4 3 .50 66 TCP [TCP Dup ACK 1
14.. 2018-85-29 11:35:14.918917 13.187.4.5@ 172.17.77.153 1514 HTTP Continuation
14. 979 172. .153 13.10 5 66 TCP [TCP Dup ACK 1427#4] 60617 -+ 8@
14.. 2018-@5-29 11:35:14.919839 13.107.4.50 172.17.77.153 1514 HTTP Continuation
14. @76 172 3 13.167.4.58 66 TCP [TCP Dup ACK 1427#5] 60617 =+ 80 eq \
14.. 2018-@5-29 11:35:14.92073@ 185.191.76.46 172.17.77.146 1514 TCP 88 + 53516 [ACK] Seq=17521 Ack=1 Win=237 Len=146@
14.. 2018-@5-29 11:35:14.920982 185.191.76.46 172.17.77.146 1514 TCP 88 + 53516 [ACK] Seq=18981 Ack=1 Win=237 Len=1460
14.. 2018-85-29 11:35:14.920975 172.17.77.146 185.191.76.46 6@ TCP 53516 + 8@ [ACK] Seq=l Ack=20441 Win=644 Len=8
14.. 2015-@5-29 11:35:14.926446 185.191.76.46 172.17.77.146 1514 TCP 38 + 53514 [ACK] Seq=23361 Ack=1 Win=237 Len=146@
14.. 2018-@5-29 11:35:14.92656@ 185.191.76.46 172.17.77.146 1514 TCP 88 + 53514 [ACK] Seq=24821 Ack=1 Win=237 Len=1460
14.. 2018-85-29 11:35:14.926682 185.191.76.46 172.17.77.146 1514 TCP 88 + 53514 [ACK] Sea=26281 Ack=1 Win=237 Len=1468

Captured packets
along with fields

segment not captured] Continuation

172.17.77.153 13.107.4.50 66 TCP 68617 + 88 [ACK] Seq=1 Ack=71541 Win=855 Len=@ SLE=75921 SRE=77381

Frame 1: 6@ bytes on wire (48@ bits), 6@ bytes captured (488 bits) on interface @

Ethernet II, Src: Dell_f2:c3:6e (fe:4d:a2:f2:c3:6e), Dst: HewlettP_af:e6:0@ (58:20:bl:af:e6:0@)
Internet Protocol Version 4, Src: 172.17.77.146, Dst: 192.229.221.214

Transmission Control Protocol, Src Port: 58353, Dst Port: 443, Seq: 1, Ack: 1, Len: @

Figure 16: Sample Wireshark Pcap

Raw data collected for normal traffic using wireshark in pacp format as shown in figure

16 indicates source address, destination address, payload length, protocol and time stamp on

which packet was collected. 10 GB of data files containing normal traffic was collected over the

time span of 2 hours from workstations used in lab.

For the generation of malicious traffic, kali linux was installed as virtual machine on one

of the workstation used in lab.

30



5.2.2 ARP Spoofing

ARP spoofing is the type of MITM attack in which attacker poisons the mac table
of victim by sending fake gratuitous ARP replies indicating herself as a gateway. In kali
linux it was launched using command line utility.

arpspoof -i [Interface] -t [Router ip address] [Target ip address] [36]
Network interface name is the interface through which attack is launched, router IP is

the gateway IP and victim IP indicates IP address of target.

¢ !
dynani
dynanic
dynanic

|| reply 172.17.77.254 is-at 0:¢:29:39:41:6/8

eply 77.98 is-at 8:c:
reply 172.17.77.254 is-at

eply 172.17.77.98 is-at 8:c:29
reply 172.17.77.254 is-at

eply 172.17,77.98 is-at @
p reply 172.17.77.254 is-at

6:0 0306 42: arp reply
8:40 8806 42: arp

0806 42: arp reply 172.17.77.98 is-at @:c:
0 0806 42: arp reply 172.17.77.254 is-at

fi:e6:0 0886 42: arp reply 172.17.77.98 is-at 8:c:29:
:aB:4b 6806 42: arp reply JAT7.77.254 is-at

6:0 6806 42: arp reply 172 77.98 is-at @6:
8:40 8806 42: arp reply 172.17.77.254 is-at
: 26 42: arp reply 172.17.77.98 is-at @ C
: arp reply 172.17.77.254 is-at 39:41:6

2
52:

cc:

+66 58:20:b1:af:e6:0 8806 42: arp reply 172.17.77.98 is-at 8:c:29:39:41:66

Figure 17: ARP spoof Attack

Figure 17 indicates the fake ARP replies generated to spoof the communications between
the gateway and victim machine. ARP spoof attack was launched at different intervals during

capture.
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5.2.3 Port Stealing Attack

This technique is worthwhile to snort in a layer 2 atmosphere when ARP
poisoning is not in effect [36]. It is the form of attack which attacks CAM table of layer 2
switch by targeting the mapping between MAC address and its associated port number. In
kali linux it was launched using ettercap facility. It is basically a suite of tools to simplify
MITM attacks [37].

Graphical interface of Ettercap was launched in kali linux using “ettercap —G”
command. After launch of ettercap, host scan was done on network to see the active hosts
on network, port steal attack was launched selecting port stealing option from MITM tab

as shown

Home Ly kali
Applications v+ Places v @ Ettercap « Thu 13:48
ettercap 0.8.2

Start Targets Hosts View Mitm Filters Logging Plugins Info

ARP poisoning...
ICMP redirect...
Port stealing...
DHCP spoofing...
NDP poisoning...

Stop mitm attack(s)

20388 mac vendor fingerprint

1766 tcp OS fingerprint

2182 known services

Lua: no scripts were specified, not starting up!
Starting Unified sniffing...

Figure 18: Port Steal Attack using ettercap

Before the launch of attack, CAM table of switch was checked mentioning the MAC
addresses with their associated switch port. After the attack was launched, mapping between
MAC addresses and their ports was changed with the port of attacker’s machine as shown
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Switch CAM table
before attack

LOO P - S—bf

_192.168.10.1 - PuTiyY . =

Switch CAM table after
attack launch

Figure 19: Switch CAM table

Port Steal attack was launched at different intervals during capture.

5.2.4 MAC Flooding Attack

Every switch has CAM table with limited entries depending upon the hardware.
In this type of attack, attacker floods fake ARP packets each with different source and
destination mac addresses to fill the CAM table so that switch starts behaving like a hub

for any incoming packet afterwards. Attack was launched using Macof tool in kali linux.
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CAM
table

flooded

Switch CAM table limit
exceeds

Figure 20: Macflooding Attack

Macof is a hacker’s utility that can overflow a layer 2 LAN with fake irregular
harware addresses [38]. Thousands of packets with fake mac addresses are sent in few
seconds which completely utilizes the handling capacity of table. Mac flooding was
launched using kali linux terminal through “Macof —I [interface]” command [38] where
interface is the port through with attack was launched on switch. Ethernet switch used
had capacity to handle only 16384 entries. Once this limit was reached switch started to
behave like hub as shown.

Impact of attack on CAM table is shown in figure 20. Attack was launched on
different intervals.

5 GB of data files containing malicious traffic at different intervals was collected
over the time span of 2 hours from workstations used in lab. Raw pcap files that were
collected using wireshark for both normal and malicious traffic had entries indicating
source IP, destination IP, protocol type, payload and timestamps. Since these captured

fields are network dependent, we needed dataset with network independent features due

34



to the fact that machine learning algorithms always takes independent features as input to
predict the dependent variable as output.

In order to extract independent features, deep packet analysis of pcap files for
both normal and malicious files using various wireshark display filters was carried out.
Display filters enable you to focus on the packets you are keen on while concealing the
uninteresting ones [39]. Packet analysis of packet metadata and use of filters on both
types of traffic resulted in generation of data set with independent nine features as shown
in table 2.

Table 2: Features with description

Ser Feature Description
1. Packets Complete number of packets during session
2. Bytes Complete number of bytes during session
3. Packets Ato B Packets sent by source address to destination address
4. Bytes Ato B Bytes sent by source address to destination address
5. Packets B to A Packets received by source Mac
6. Bytes B to A Bytes received by source Mac
7. Bits/s Ato B Bits per second from source Mac to destination Mac
8. Bits/sBto A Bits per second received by source Mac
9. Duration Communication duration in seconds

Extraction of features as shown in table 2 resulted in labeled data set containing
traces both normal and attack traffic. Dataset used for train and test purpose consisted of
4110 instances with 9 features having each type of traffic identified by its respective
label. Dataset instances were then saved as comma separated values (CSV) in excel as

shown in figure 21.
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ul

J

I
Packets| Bytes | Packets AtoB | Bytes AtoB | Packets Bto A | Bytes B to A | Duration | Bits/s Ato B | Bits/sBto A | Label
2228 146352 2228 146352 0 0 3169 369 0 MNarmal
20 3874 20 3874 0 1] 28 1090 1] Normal
14 B68 B 480 & 388 1 3820 3087 MNarmal
42 10100 28 Bo08 14 1192 0 2269121 303636 MNarmal
28 5646 14 4454 14 1192 0 1176129 314761 Narmal
28 5646 14 4454 14 1192 0 640909 171523 MNarmal
28 5646 14 4454 14 1182 0 220851 59116 Normal
28 5646 14 4454 14 1192 0 142151 38043 Narmal
28 5646 14 4454 14 1192 0 S6842 25917 MNarmal
40 2456 28 1680 12 776 2 6657 3075 Normal
B 580 0 0 B 580 0 0 0 Narmal
4 240 4 240 0 0 0 0 0 MNarmal
552 52260 552 62260 0 1] 1416 352 1] Normal
240 51840 240 51840 0 0 1083 383 0 MNarmal
112 16576 112 16576 0 0 917 145 0 MNarmal
8 588 8 688 0 1] 0 0 1] Normal
32 2848 32 2848 0 0 117 195 0 MNarmal
32 2208 32 2208 0 0 117 151 0 MNarmal
4 240 4 240 0 1] 0 0 1] Normal
B GEE B GEE 0 0 0 0 0 MNarmal
B ] B GBE 0 0 0 0 0 MNarmal
8 480 B 480 0 1] 0 25982 1] Normal
B 720 B 720 0 0 0 38976 0 MNarmal
96 13656 96 13656 0 1] 2544 37 1] Normal
184 20254 B2 2040 102 11214 126 576 715 Narmal
548 58118 288 33464 260 24654 1324 202 145 MNarmal
28 2068 0 0 28 2068 54 0 304 Normal
4 1524 0 0 4 1524 0 0 0 Narmal
1214 115252 1214 115252 0 0 3126 295 0 MNarmal
156 21038 88 5436 108 11602 62 1217 1456 Normal
274 SE030 107 10237 127 151408 5l 210 73131 Llormal

Figure 21: Data set CSV file

Labels were used in order to differentiate between benign and malicious packets.

Since we were using supervised version of machine learning algorithms which requires

labeled data as input for training and testing purpose. Multiclass labels were used to label

data set which are shown in table 3.

Table 3: Data Packets with Label

Ser Packet Label
1. Normal 0
2. Arp spoof 1
3. Port Steal 2
4. Mac Flood 3
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5.3. Feature Selection

After the generation of dataset with extracted features, feature selection was performed to
select the subset of features that resulted in best possible performance by proposed IDS.
Different techniques for feature selection are available in the field of machine learning. Feature
selection techniques help you in your main goal to make a precise prescient model [40]. In
machine learning feature selection techniques falls under two types which are

Filter Method: - In this type of method, features are assigned with score and are further
ranked with respect to their scores. Scores are given depending upon the impact of each
independent feature on predicting the dependent variable. Depending upon their ranking, feature
is either kept or removed. Filter techniques for feature selection used in this research coefficient

ranking, gain ratio feature evaluator and information gain ranking methods.
Set of all ' Selecting the ' Learning '
Features Best Subset Algorithm Feriermance
Figure 22: Filter Method for Selection of Features [41]

Wrapper Method:- In this method, combination of different features is selected, evaluated and
compared with respect to model accuracy in predicting the output. It also uses backward or
forward selection method to either remove or add features. Wrapper method used in this research

was Best effort method.

Selecting the Best Subset

.4

Set of all . Generate a > Learning » Performance

Features Subset Algorithm

-—

Figure 23: Wrapper Method for Feature Selection [41]
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Software application used for performing feature selection was Weka. Weka has built in
attribute selection tool that uses feature collection methods to select the finest subset of features.

&3 Weka Explorer

[ Preprocess I Classify T Cluster IAssociate TSeIed aftributes I Visualize IAuto—WEKA ]

Attribute Evaluator

Choose  [infoGainAttributeEval \1_ Feature Selection technique

Search Method
T
Choose |Ranker -T-1.7976931348623157E308 -N -1 _ Selection Method
~J
Attribute Selection Mode _ Attribute selection output
(®) Use full training set - Run informscion ——-
) Cross~validation
Evaluator: weka.attributeSelection.Cfs5ubsetEval -F 1 -E 1
Search: weka.attributeSelection.BestFirst -D 1 -N 5
Relation: data set_1
" | | Instances: 35102
| LU LG r Attributes: 10
Packets

Start Stop Bytes

Result ist (right.click for options) Facketa & o B

r Bytes A to B
Packets B to 4
Bytes B to A
Duration
Bits/s A to B
Bits/s B to B
Label

Evaluation mode: 10-fold cross-validation

11:01:54 - BestFirst + CfsSubsetEval

Figure 24: Weka GUI

Four different methods for feature selection were used which were then compared to

select the best combination of features as shown in figures 25 — 28

== Attrilute Selecticn ocmn a&ll input data =

Search Method:
ArrTcrilbucte ranking.

ABttcribute Ewvaluatcor (supervissed, CTClass (mor-  mal) = 10 Lal=1) =
ITnformation Gain Ranking Filter

EFanked attrilbutes:
0.0403 2 Bytces

0.03835 1 Facketrts

0.035354 T Duration

O.029% & Bytces B to A

[ = S FPackets B ©To I

O.0254 4 Bytces A to B

0.0274 3 Packets A Tto B

O.0274 S BitssSs B Tto A

0.0255 & BitssSs B to B

Selected atctributces: 2,1,.,7,8,.,5,4,3,.9,.3 : O

Figure 25: Information Gain Ranking Filter Output
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Output of feature selection using information gain filter for supervised learning on the
whole dataset is shown in figure 25. Information gain evaluates the worth of the feature by
calculating information weight of each feature, considering the class features [42]. Features ranked
higher in predicting the labeled output out of nine extracted features were Bytes, Packets and

session duration.

Search Method:
Attribute ranking.

Attribute Evaluator (supervised, Clas=s (nominal): 10 Lakbel):

Correlation Ranking Filter _

Ranked attributes:
0.5553 7 Dnuration

0.1044 4 Bitsys/s B to A

0.0827 g Bitayss A to B

0.as72 5 Packets B to A

0.0562 1 Packets

0.0553 3 Packets & to B

0.0544 2 Bvytes

0.0523 4 Bytes A to B

0.0452 & Bytes B to A

Selected attributes: 7,%,85,5,1,3,2,4,6 @ 9

Figure 26: Correlation Ranking Filter

Output of feature selection using correlation ranking filter for supervised learning on the
whole dataset is shown in figure 26. This filter estimates the value of an attribute by calculating
the connection between it and the class. Features ranked higher in predicting the labeled output
out of nine extracted features were session duration, number of bits per second exchanged

between source and destination mac addresses.
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Search Method:
Attribute ranking.

Attribute Ewvaluatcor (supervised, Class (pominal): 10 Lakel):

Gaim Ratico feature evaluator —

Ranked attrikbutes:

0.7001 7 Duration

0,.6492 2 Bytes

0.6333 9 Bitssfs B to A

0.6256 & Bitsss A to B

0.036%9 1l Fackets

0.019%5 & Bytes B to 4

o.01ls% 5 Packets B to A

0.0185 4 Bytes L to B

0.017%9 3 Packets & to B

Selected attributes: 7,2,%,8,1,6,5,4,3 = 9

Figure 27: Gain Ratio Feature Evaluator

Output of feature selection using gain ratio feature evaluator for supervised learning on
the whole dataset is shown in figure 27. Gain Ratio increases the information achievement by
taking fundamental information from every attribute [43]. Features ranked higher were session

duration, bytes and number of bits per second received by source mac address.

=== Attribute Selection on all input data ===

Search Method:
Best first. - <
Start set: no attributes
Search direction: forward
Stale search after 5 node expansions
Total numbker of subssts evaluated: 44
Merit of best subset found: 0.88%9

Lttrikbute Subkset Evaluator (superwvised, Class (nominal): 10 Lakel):
CF5 Subxset Evaluator
Including locally predictiwve attrikbutes

Selected attributes: 2,7,8 : 3
Bytes
Curation
Bitss/s A to B

Figure 28: Best First Feature Selection
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Output of feature selection using best first selection method for supervised learning on

the complete dataset is shown in figure 28. This method selects combination of different may use

backward or forward selection method to either remove or add features during selection process.

Subset of features which were selected as result of this method were bytes, session duration and

bits per second sent from source to destination mac.

Summary of different feature selection methods used is shown in table 4.

Table 4: Summary - Feature Selection Methods

Ser Filter Method Features Ranking
1. Information Gain Bytes, Packets, Duration, Bytes B to A,
Ranking Packets B to A, Bytes A to B, Packets A to B, Bits/s
B to A Bits/sAto B
2. Correlation Ranking Duration, Bits/s B to A, Bits/ls A to B,
Packets B to A, Packets, Packets A to B, Bytes,
Bytes A to B, Bytes B to A
3. Gain Ratio Feature Duration, Bytes, Bits/s B to A, Bits/s A to B,
Evaluator Packets, Bytes B to A, Packets B to A, Bytes A to B,
Packets Ato B
4. Best First Bytes, Duration, Bits/s A to B

Summary of feature selection method with their output is shown in table 4. Features are

shown in descending order with respect to their ranking. After studying and analyzing the results

of chosen feature selection methods in detail, features selected for the proposed design were

Bytes, Total packets exchanged between two workstations in LAN, Session duration and Packets

sent from source to destination mac address.

These selected features can be extracted fast from the traffic and thus simplify detection

of malicious packets. Data set after the selection of these four features is shown
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Packets Bytes Packets A to B | Duratiomn Label
2225 1365352 2228 3169 Formal
2 3873 2 25 Formal
11 258 = ul MMormal
a2 e e ] 2B ) Flormal
28 SE35 13 ) Frormal
25 S5-35 13 O rMormal
25 S5-35 13 O rMormal
22 S65965 1= ] MMormal
22 S65965 1= ] MMormal
s 249565 2B 2 Flormal
= 580 ] O rMormal
= 22300 s ] MMormal
552 &2 2 a0 552 1416 Flormal
2 51 840 2«0 13 Flormal
112 16575 112 o1 T Formal
= &85 = O rMormal
32 2848 32 117 Flormal
32 2208 32 117 Flormal
<1 2 =3 ) Frormal
= &85 = O rMormal
= &E55 = O rMMormal
= 12 = ] MMormal
= 20 = ] MMormal
DG 13656 O 2000 Formal
1823 20253 B2 125 Formal
SAag SEI11E 2B= 1352« Flormal
28 2068 ] 541 Flormal
<1 1524 ] ] MMormal
1213 115252 12143 3126 Formal
156 21058 BB 22 Formal
=l LA T I = Tor] =1 Pl rve = 1l

Figure 29: Data set with selected features

Four independent features were selected which are:

e Total number of packets and bytes exchanged during session between source
and destination mac in order to differentiate between normal and malicious traffic
as each packet sent consists of 60 bytes. No of packets and bytes exchanged
between two mac addresses differs between normal and malicious traffic as
normal exchange can have any number depending upon the size of data sent and
received whereas in case of attacks such as mac flooding thousands of new
packets were usually sent between different mac addresses each time making it
differentiating feature and is as clear from the results produced by feature
selection methods.

e No Packets were sent from source mac to destination mac in case of port

stealing attack as compared to normal communication as thus selected.
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In case of mac flooding attack, thousands of unidirectional packets/ frames were
sent from source to destination mac within seconds without establishing any
session resulting in session duration of 0 seconds which is not the case in normal
communication session between two layer 2 addresses and thus Session Duration

was selected as differentiating feature.

5.4. Feature Evaluation

After the selection of features, next step was to evaluate them in terms of model

evaluation metrics. Metrics in terms of which model performance was evaluated were Confusion

matrix, ROC curve, Precision and Recall [44]. Before choosing appropriate machine learning

algorithm in this research work, brief comparison was carried out among three different machine

learning algorithms i.e J48, Naive Bayes and Logistic Regression. Comparative study was

performed on data set with selected independent features:

Logistic Regression:- Out of test data set of 1027 instances, 1023 instances are
correctly identified and 4 are incorrectly identified depending on trained dataset.
177 normal instances were correctly identified giving True Positive rate of 0.983
and False Positive rate of 0.12 ARP instances were correctly identified giving
True Positive rate of 1 and False Positive rate of 0.48 Port steal instances were
correctly identified giving True Positive rate of 1 and False Positive rate of
0.001. 785 Mac flood instances were correctly identified giving True Positive rate
of 0.999 and False Positive rate of 0.012.

Naive Bayes:- Out of test data set of 1027 instances, 859 instances were correctly
identified and 168 were incorrectly identified depending on trained dataset. 13
normal instances were correctly identified giving True Positive rate of 0.072 and
False Positive rate of 0.001.12 ARP instances were correctly identified giving
True Positive rate of 1 and False Positive rate of 0. 49 Port steal instances were
correctly identified giving True Positive rate of 1 and False Positive rate of
0.009. 785 Mac flood instances were correctly identified giving True Positive rate
of 0.999 and False Positive rate of 0.386.
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e J48:- Out of test data set of 1027 instances, 1023 instances were correctly
identified and 4 were incorrectly identified depending on trained dataset.177
normal instances were correctly identified giving True Positive rate of 0.983 and
False Positive rate of 0.001.12 ARP instances were correctly identified giving
True Positive rate of 1 and False Positive rate of 0. 49 Port steal instances were
correctly identified giving True Positive rate of 1 and False Positive rate of
0.003. 785 Mac flood instances were correctly identified giving True Positive rate
of 0.999 and False Positive rate of 0.

Results produced by both logistic regression and J48 algorithms were better depending
upon the selected independent features. Supervised version of machine learning algorithm which

was used for evaluation in this work was Logistic Regression.

5.4.1 Logistic Regression

Logistic regression in the field of statistics is the method that determines the
dependent output on the basis of one or more independent variables. It is the method
based on binary outputs i.e 1 or 0. All the output values in logistic regressions are scaled
between 0 and 1 depending upon the threshold value (normally taken as 0.5). If the
value of variable dependent is greater than threshold, it is classified as 1 and if value of
dependent variable is less than threshold value it is classified as 0.

It is also acknowledged as sigmoid function. It’s an S-shaped curve that takes any
real valued number and maps it between 0 and 1 [45]. Sigmoid function is shown by
following expression

y = exp®0+bxD) / (1 + exp(®0 +bxD) [45]
where y is the output, b° is bias, e is base of natural logarithmic function and b!

is coefficient of independent variable x.
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Figure 30: Logistic Regression Graph [46]

Feature evaluation was carried by Weka and Python. Evaluation was compared in

terms of evaluation metrics [44].

5.4.2 Feature Evaluation in Weka

Weka is the software application having hundreds of built in machine learning
tools that are helpful in data mining projects. Keeping these capabilities in view, it was
used in this research work. First, data set finalized on the basis of selected features was

uploaded in weka as shown in figure 31.
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Figure 31: Data set preprocessing using Weka

Since Weka works on output with nominal values, there outcomes were classified

as normal, arp, port steal and mac flood as shown in figure 31. After preprocessing of

data set, logistic regression was applied under Classify tab in Weka. Classifier was set to

the desired machine learning model i.e Logistic Regression in our case and test option

was set to Percentage Split. Weka gives different test options from where desired one can

be chosen which are

o Use Training Set:- This option uses complete given data set for training
purpose.
o Supply Test Set:- Separate unknown data set can be given for test

purpose using this option.

o Cross Validation:- This option divides the given data set into given

number of folds using first set from each fold for testing and rest for

training purpose.
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o Percentage Split:- This option trains the model on splitting the dataset
on the basis of given split ratio and testing the model on rest of the
dataset.

In this research, percentage split with split window of 75% was used which works

by training model on 75% of train data and testing the model on remaining 25% of
supplied dataset as shown in figure 32.

b ‘Weka Explorer

[ Preprocess [ ciassify | cluster | Associate | Select attributes | visualize | Auto-wEKa |

Classifier
Choose |Logistic -R 1.0E-2-M -1 -nurm-decimal-places 4 LOgIStIC_
Rearession

Test options ~ Classifier output

() Use training set R

; Sp“t Of === Evaluation on test split ===
(_J) Supplied test set
75% used . ) e

() cro validation Time taken to test model on test split: 0.01 seconds

(® Percentage split % |75 —== Summary ===

L RAKELepteR . J Correctly Classified Instances 1022 99.5131 %

Incorrectly Classified Instances 5 0.42869 %
[ Happa statistic 0.9372
(Nom} Label r Total Number of Instances 1027
Start | === Detailed RAccuracy By Class ===
_ResurlIlst{nghtcllckforoptlons} TP Rate FP Rate Precision Recall F-Measure ROC Area Class
N o 0.983 0.000 1.000 0.5983 0.9%2 0.999 normal
21.53.55—func:l0ns.L0gstc 1.000 0.001 0.923 1.000 0.960 1.000 arp
22:07:36 - functions Logistic 0.980 0.001 0.980 0.980 0.980 0.995 port steal
0.959%9 0.012 0.996 0.5959% 0.997 0.998 mac flood
Weighted Avg. 0.58585 0.010 0.5585 0.5355 0.58585 0.5953%

=== Confusion Matrix ===

a b c d <-- classified as EVaIuatIOﬂ
177 o o 3 a = normal H

e Metrics

o 1 48 o1 c = port steal

o o 1 785 | d = mac flood

Figure 32: Logistic Regression using Weka

Figure 32 shows weka results on given dataset with logistic regression. Evaluation
was done in terms of following
o Confusion Matrix:- It defines performance of model in terms of n x n
matrix between actual and predicted values. It simply gives us the humber
of values or outcomes predicted correctly and incorrectly against the actual

values or outcomes. Performance of any system model is evaluated using
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this matrix between actual and predicted values. It consists of four
important attributes

o True Positive - Real positive value identified correctly
o True Negative - Real negative value identified correctly
o False Positive - Real negative value identified incorrectly
o False Negative -  Real positive value identified incorrectly

Precision:- It is defined in terms of model performance evaluation as
number of correctly predicted values i.e TP values out of actual values. It
defines the model accuracy in terms that how precisely model predicts the
outcome correctly. It may also be defined as ratio between the TP values to
combination of TP and FP values or ratio between the TP values to the
actual results. Higher precision value means that model has low false
positive outcomes.

Recall:- It is defined in terms of model performance evaluation as number
of correctly predicted values i.e TP values out of total predicted values. It
gives us the number indicating how many values are predicted correctly by
the system model configured algorithms. It may also be defined as ratio
between TP values to combination of TP and FN values or ratio of TP
values to total predicted values. Higher recall value means that model has
low false negative outcomes.

Receiver Operating Characteristics (ROC) curve:- This parameter is
very important in evaluating system performance. It is graphical plot
between TP rate and FP rate with False Positive rate plotted on horizontal
axis and True Positive rate plotted on vertical axis. Greater the area under
the curve higher will be the system accuracy meaning model will be able to
predict values correctly i.e Os as Os and 1s as 1s. It demonstrates the

tradeoff between sensitivity (TP rate) and FP rate (1 — specificity) [44].
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Summary of evaluation metrics calculated by Weka is shown in table 5.
Table 5: Weka Results

Label Confusion Matrix Precision Recall ROC

Normal [847 0 1.0 0.983 0.999
3 177]

Arp [1014 1 0.923 1.0 1.0
0 12]

Port Steal [977 1 0.980 0.980 0.998
1 48]

Mac Flood [238 3 0.996 0.998 0.999
1 785]

5.4.3 Feature Evaluation in Spyder IDE

Spyder IDE is python based development environment used by the developers to
write python code. Evaluation was also done using python code. Python is simple and
easy to use language having built in library functions to perform different tasks. Library
function used in this research was scikit learn. Scikit learn is the python collection for
machine learning that contain tools for data mining and analysis [47]. Results of python
evaluation is shown in table 6.

Table 6: Spyder IDE Results

Label Confusion Matrix Precision Recall ROC
Normal [832 0 1.0 0.887 0.94
22 174]

Arp [1017 2 0.778 0.778 0.89
2 7]

Port Steal [989 0 1.0 1.0 1.0
0 39]

Mac [230 14 0.982 1.0 0.97

Flood 0 784]
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Python code used for implementing logistic regression using extracted features is

shown in figure 33.

5.4.4 Implementation on Raspberry Pi

After the selection and evaluation of features using weka and python, next step
was to implement our hardware to detect on the basis of learned parameters. Hardware in
our design was raspberry pi model 2B having RAM of 1GB as shown in figure 14.

In the figure 5.1, raspberry pi was connected in LAN on the port operating in
promiscuous mode. Purpose of enabling promiscuous mode was to mirror incoming
traffic towards raspberry pi which would extract the features as selected in section 5.3 as

shown in figure 34.
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TOr - ot JJSers fauiran e P ne-py-Mmaster Ne-py -Mmaster rimage unoedo. py

1 temp.py untitedd.py untiied3.py example.py Kitsune.py FeatureExtractor.py

import numpy as np

import matplotlib.pyplot as plt

from itertools import cycle

import pandas as pd

from sklearn.linear_model import LogisticRegression
from sklearn.metrics import roc_curwve, auc

from sklearn.cross_walidation import train_test split
from sklearn.preprocessing import label_bdinarize

from sklearn.multiclass import OneWsRestClassifier
from sklearn.metrics import recall_score

from sklearn.metrics import precision_score

from sklearn.metrics import confusion_matrix

import random

dataset = pd.read_csv('C:\Users\Gufran\Desktophdata_set- spyder.csv")
dataset.head()

¥ = dataset.iloc[:, [©,1,2,3]].values

yw = dataset.iloc[:, 4].values

WO Wk

el ol el el el =)
® 0o

=AWk

18 yv = label_binarize(y, classes=[&, 1, 2, 3])

2 n_classes = y.shape[1]

2 ¥ _train, X _test, y_train, y_test = train_test_split(X, y, test_size=.25,random_state=8)
1 classifier = OneVsRestClassifier(lLogisticRegression (random_state=08)).Ffit (X, )
2y score = classifier.fit(X_train, y_train).decision_function(X_test)

Sy pred = classifier.fit(X _train, y_ train).predict(X test)

4 fpr = dict()

S tpr = dict()

& roc_auc = dict()

7 for 4 dn range(n_classes):

= fpr[i], tpr[i], _ = roc_curwve(y test[:, 4i], y_pred[:, 1i])

= roc_auc[i] = auc(fpr[i], tpr[i])

2 plt.figure()

11w = 2

2 plt.plot(fpr[3], tpr[3], color="darkorange',

3 Iw=1w, label="ROC curve (area = #28.2T)" ¥ roc_auc[3])

4 plt.plet([e, 1], [@, 1], color="navy', lw=lw, linestyle="--")

S plt.xlim([@.2, 1.2])

& plt.ylim([@.2, 1.85])

plt.xlabel('False Positiwve Rate')
plt.ylabel( ' True Positiwve Rate')
plt.title( 'Receiver operating characteris
plt.legend(loc="1lower right™)
plt.show()
colors = cycle([ "blue’, 'red', "green’','ocrange’])
for i, color in zip(range(n_classes), colors):
plt.plot(fpr[i], tpr[i], color=color, lw=1lw,
label="ROC curwve of class {8} (area = {1:8.2F})"
"t.format(i, roc_auc[i]))
plt.plot{[®, 1], [@, 1], "k--", lw=lw)
5 plt.xlim{[@.&, 1.8])
ylim([@.a, 1.85])
plt.xlabel( "False Positiwve Rate')
plt.ylabel( ' True Positiwve Rate')
plt.title( ' Some extension of Receiwver coperating characteristic to multi-class')
plt.legend(loc="1lower right™)
show()
precision = dict()
recall = dict()
for i in range(n_classes):

Ic example "}
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8 precision[i]= precision_score(y test[:, i], vy _pred[:, i])

Q recall[i]= recall score(y test[:, i], y pred[:, i])

2 conf_matrix = dict()

1 for i in range(n_classes):

2 conf_matrix = confusion_matrix(y_test[:, i], w_pred[:, 1i])
63 print (conf_matrix)

Figure 33: Python Code for Multiclass label Using Logistic regression
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Figure 34: Raspberry Pi in promiscuous mode

Packets capture was done on raspberry pi in form of wireshark pcap files and
feature extraction was done using tshark. Tshark is a terminal arranged adaptation of
Wireshark intended for capturing and showing packets [48]. It provides user the
command line facility to capture and filter network packets using different types of built
in flags.

After capturing and extraction of features by raspberry pi, logistic regression
model was applied on new captured data to predict and further classify the traffic on the

basis of probabilities calculated by regression function as shown in figure 35.
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Figure 35: Intrusion Detection Flow

Since model was trained on more than one class, logistic regression was implemented as

One vs Rest classifier on raspberry pi.

Wireshark - Capture Interfaces ? >
P

Input Output Options
Capture to a permanent file

Location to save
captured pcap files

File: |E:/bjb/123_00030_20180929104300.pcapng | Browse.. |

Output format: ® peapng O peap
A Create a new file automatically after ...

O :
Oz 2] [minutes

2 Use aring buffer with 2 T3] fles — Auto save time

| [kilobytes =

Figure 36: Enabling auto capture in Wireshark
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Since we had to implement raspberry pi as passive NIDS, raspberry pi was
configured to capture packets in form of pcap files using wireshark as shown in figure 36.
This was done using capture option before starting capturing of packets on
raspberry pi. After the capture of pcap files, extraction of selected features was done
using following tshark command on command prompt.
tshark —r < input pcap/pcapng file> -q —z conv,eth
Execution of command along with the output in form of extracted features is

shown in figure 37.

Duration

Figure 37: tshark command to extract features

Tshark command was used to filter out the layer 2 conversations from captured
pcap file in form of session duration, packets number in total along with bytes sent from
source mac to destination mac and vice versa as shown in figure 37. Features were further
saved in .csv file format which was used as input to logistic regression function on
raspberry pi. Since raspberry pi is small size computer with limited RAM and storage,
capturing and extraction could also be done on separate machine for preprocessing of
incoming data to avoid load on raspberry pi.

Logistic regression algorithm was then applied and tested on new set of unlabeled

data to predict the output on the basis of calculated probabilities. Since, training was done

54



on selected features using multilabel data, predicted of outcome was done by comparing
probabilities calculated by logistic regression on each instance and selecting event with
high probability. Python code implemented on raspberry pi for this purpose is shown in

figure 38.

import pandas as pd

from sklearn.linear_model import LogisticRegression - -
from sklearn.cross_wvalidation import train_test_split CSV file using
from sklearn.multiclass import OneVsRestClassifier tshark command
dataset = pd.read_csv('C:\Users\Gufran\Desktop\data_set- spyder.csv')
dataset.head()

dataset_2 = pd.read_csv("E:/desktop/progress/train test datasets/test_set - spyder.csv')
dataset_2.head()

dataset.iloc[:, [®,1,2,6]].values
dataset.iloc[:, 9].values

X_testl = dataset_2.iloc[:, [@,1,2,3]].values €| New test set to perform predictions

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=.25,random_state=8)

classifier = OneVsRestClassifier(LogisticRegression (random_state=8)).fit(X, v)
y_score = classifier.fit(X train, y train).decision function(X test)

y_pred = classifier.fit(X_train, y_train).predict{X_testl)

y_prob = classifier.fit(X_train, y_train).predict_proba(X_testl)

print classifier.score(X,y)
print('intercept:', classifier.intercept_)
y_coef= classifier.coef_

Figure 38: Python code on Raspberry Pi
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CHAPTER 6: RESULTS AND DISCUSSION

The implementation of proposed design to detect infrastructure based MITM attacks
using machine learning model was carried out in two phases. In the first phase, results were
generated on the basis of selected set of features using our own generated dataset on data mining
application and java based python development environment i.e Weka and Spyder IDE
respectively. In the second phase, trained logistic regression model was implemented on
raspberry pi hardware to identify packets on the basis of trained labels. Comparison of results in
terms of model metrics and perceptions of both the stages were noted and are elaborated in the

consequent sections.

6.1. Weka Evaluation Results

In this section, model evaluation by Weka in terms of metrics are presented and
discussed. After the selection of features from the dataset using feature selection methods,
evaluation of features was carried out using logistic regression as discussed in section 5.4.2.
Evaluation of model was carried out in terms of evaluation metrics i.e confusion matrix,
precision, recall and ROC curves as shown in table 5.

Training and testing was performed in weka using percentage split of 75%. Training of
model was carried out on 3083 instances and test was carried out on remaining 1027 instances
from the given data set of 4110 instances. Weighted average of model evaluation in terms of TP
and FP rate were 0.995 and 0.010 respectively. Test results in terms of evaluation metrics with
selected features against each type of traffic is shown in table 7. Impact of precision, recall and
ROC curve have already been mentioned in section 5.4.2.

Table 7: Weka Evaluation Metrics

Ser | Class TP rate | FP rate | Precision | Recall ROC curve
1 Normal 0.983 0.000 1.000 0.983 0.999
2 ARP Spoof 1.000 0.001 0.923 1.000 1.000
3. Port Steal 0.980 0.001 0.980 0.980 0.999
4 Mac Flood 0.999 0.012 0.996 0.999 0.998
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Confusion matrix is defined as the matrix of n x n order between actual and predicted
values. Generated confusion matrix by Weka on test set of 1027 instances is shown in table 8. It
shows matrix of 4 x 4 order between actual against the predicted class labels. Class labels for
traffic have been classified into four different categories i.e Normal, Arp Spoof, Port steal and
Mac Flood. Confusion matrix evaluates the system performance in terms of attributes which are
TP, TN, FP and FN values.

These attributes of confusion matrix gives the model performance in terms of the fact that
how accurately model predicts the correct class labels against actual class labels. Values in
confusion matrix shows that actual 177 instances of normal class label were predicted correctly
with 3 instances predicted incorrectly, actual 12 instances of arp spoof class label were predicted
correctly, actual 48 instances with port steal class label were predicted correctly with 1 instance
predicted incorrectly and actual 785 instances with mac flood class label were predicted correctly
with 1 instance predicted incorrectly.

Table 8: Confusion Matrix - Weka

Predicted
Class Normal ARP spoof Port Steal Mac Flood
_ Normal 177 0 0 3
g ARP Spoof 0 12 0 0
< ["Port Steal 0 1 48 0
Mac Flood 0 0 1 785

Since the test set given to machine learning model was labeled consisting of 1027
instances with 180 normal, 12 ARP spoof, 49 port steal and 786 Mac flood instances. On the
basis of values shown in table 8, important attributes of confusion matrix inferred against each

class label is shown in table 9.
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Table 9: Confusion Matrix Attributes - Weka

Ser | Class TP FP TN FN
1. Normal 177 0 847 3
2. ARP Spoof 12 1 1004 0
3. Port Steal 48 1 967 1
4. Mac Flood 785 3 238 1

Table 9 shows the attributes of confusion matrix for each class label concluded from the

values shown in table 8 indicating the impact of confusion matrix on system performance. From

the attribute values shown against different class labels, following results were concluded:

For normal class label, model gives confusion matrix attributes with TP value of
177, FP value of O, TN value of 847 and FN value of 3 for test set of 1027
instances. It shows that our model predicted 177 instances correctly out of total
180 actual normal instances in test set with overall TP rate of 0.983.

For arp spoof class label, model gives confusion matrix attributes with TP value
of 12, FP estimation of 1, TN estimation of 1004 and FN estimation of O for test
set of 1027 instances. It shows that our model predicted 12 instances correctly out
of total 12 actual arp spoof instances in test set with overall TP rate of 1.00.

For port steal class label, model gives confusion matrix attributes with TP value
of 48, FP estimation of 1, TN estimation of 967 and FN estimation of 1 for test set
of 1027 instances. It shows that our model predicted 48 instances correctly out of
total 49 actual port steal instances in test set with overall TP rate of 0.980.

For mac flood class label, model gives confusion matrix attributes with TP value
of 785, FP value of 3, TN value of 238 and FN value of 1 for test set of 1027
instances. It shows that our model predicted 785 instances correctly out of total

786 actual port steal instances in test set with overall TP rate of 0.999.

Graphical plot of these values for each class label is also shown in figure 39.
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Figure 39: Graphical Plot of Weka Results
6.2. Python Evaluation and Results

In this section, model evaluation using python in terms of metrics are presented and
discussed. Evaluation of features was carried out using sklearn library of machine learning as
discussed in section 5.4.3. One vs Rest classifier of logistic regression was implemented on data
set with the test size of 0.25. Model evaluation was carried out in terms of evaluation metrics i.e
confusion matrix, precision, recall and ROC curves as shown in table 6.

Logistic regression was applied on data set with label values to predict the output against
the test set. Weights against each column of feature was calculated and used in logistic
regression sigmoid function to calculate the probability for each instance.

Model evaluation using python code shown in figure 33 in terms of precision, recall and
accuracy against each type of traffic is shown in table 10.

Table 10: Python Evaluation Metrics

Ser | Label Precision Recall Accuracy
1 Normal (Label 0) 1.000 0.887 0.978

2 ARP Spoof (Label 1) 0.778 0.778 0.996
3. Port Steal (Label 2) 1.0 1.0 1.0

4 Mac Flood (Label 3) 0.982 1.0 0.986
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Table 10 shows model performance in terms of accuracy of prediction for label 0, 1, 2
and 3 respectively. Precision evaluates system performance in terms of fact that how much of
model positive predictions are correct. Precision values for each class label in table 10 show that
our model predicted class label O correctly every time, class label 1 correctly 77.8% of the time,
class label 2 correctly every time and class label 3 correctly 98.2% of the time. Recall evaluates
system performance in terms of fact that what proportion of all actual positive values is predicted
by model correctly. Recall values for each class label in table 10 show that our model predicted
88.7% of all class label 0 correctly with 97% accuracy, 77.8% of all class label 1 correctly with
99% accuracy, 100% of all class label 2 correctly with 100% accuracy and 100% of all class
label 3 correctly with 98% accuracy.

Another factor used for evaluation was ROC curve. ROC curve as explained in section
5.4.2 evaluates the model performance by calculating the area under the curve by means of graph
plotted between True Positive rate and False Positive rate. Greater area covered under graph for
each of class label, it tells the model accuracy for the prediction of that respective class label.
ROC curves indicating the area under the curve values for each of class label is shown in figure
40.

Figure 40 shows that model predicted ROC curve value of 0.94 for class label O
indicating 94% accuracy in correctly predicting class label 0, ROC curve value of 0.89 for class
label 1 indicating 89% accuracy in correctly predicting class label 1, ROC curve value of 1.0 for
class label 2 indicating 100% accuracy in correctly predicting class label 2 and ROC curve value
of 0.97 for class label 3 indicating 97% accuracy in correctly predicting class label 3

respectively.
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Figure 40: ROC curves for each class label
Performance of logistic regression model in terms of confusion matrix by python on test

set having multi label traffic is shown in table 11.
Table 11: Confusion Matrix — Python

Predicted
Class Label 0 1 2 3
0 174 0 0 6
I
= 1 0 7 0 8
(&)
< 2 0 1 39 0
3 0 1 0 784

Confusion matrix indicates the actual values in test set and their corresponding predicted
values against each class. On the basis of results shown in table 11, TP and FP were inferred

against each class label as shown in table 12.
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Table 12: Calculated TP and FP values - Python

Ser Class Label TP FP
1. 0 174 0
2. 1 7 2
3. 2 39 0
4, 3 784 14

Table 12 shows that python code using machine learning on the basis of extracted
features correctly identifies 174 instances of class label 0, 7 instances of class label 1, 39
instances of class label 2 and 784 instances of class label 3 respectively. Graphical plot of these

values for each class is also shown in figure 41.
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Figure 41: Graphical Plot of Python Results

Comparison in form summary of results generated by Weka and Python is shown in
table 13.
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Table 13: Summary of Results
Weka Python

Metrics | Normal | ARP Port Mac Label0 | Labell | Label2 | Label 3
Steal | Flood | (Normal) | (ARP) | (Port (Mac
Steal) Flood)

TP 177 12 48 785 174 7 39 784
FP 0 1 1 3 0 2 0 14

Precision | 1.00 0.923 | 0.980 | 0.996 1.00 0.778 1.00 0.982
Recall 0.983 1.00 | 0.980 | 0.999 0.887 0.778 1.00 1.00
ROC 0.999 1.00 | 0.999 | 0.998 0.94 0.89 1.00 0.97

Graphical plot of results generated by Weka and Python is also shown in figure 42.
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Figure 42: Graphical Plot of Summary
6.3. Raspberry Pi Implementation Results

In this section, results generated by implementing the trained and tested model of
machine learning using logistic regression algorithm on raspberry pi computer were discussed.
After the training and testing of model using weka and python, model was implemented on
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raspberry pi in order to determine whether the trained model predicts class or labels. Raspberry
pi was configured to monitor the network traffic in promiscuous mode capturing packets in form
of pcap files after every 2 minutes. Selected features as discussed in section 5.4 were then
extracted using tools such as tshark and logistic regression model was tested against the new set
of features on which model was trained previously as shown in figure 5.28. New set of features
given as input to model was unlabeled.

Probability against each instance in new test set using weights for each feature was
calculated to predict the corresponding class label. On the basis of packets captured
automatically after 2 minute and feature extraction, raspberry pi predicts the labels as shown in

figure 43.

Figure 43: Raspberry Pi Output

Figure 43 shows the output of implementation of trained model on raspberry pi. Once
trained, raspberry pi predicted labels on the basis of learned features and trained data set. Model
evaluation is only possible when we have set of known actual values so that metrics could be
inferred by comparing actual and predicted labels.
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In order to check performance of hardware on new data set depending upon model
training, data set in controlled environment was collected over the same network having traces of
both benign and attack packets with total of 300 instances. Testing was performed on raspberry
pi and when predicted values of instances depending upon the selected features were compared
with actual values, it was seen that 79 out of 91 instances of normal traffic were predicted
correctly, 19 out of 23 instances of arp spoof traffic were predicted correctly, 24 out of 26
instances of port steal traffic were predicted correctly and 157 out of 159 instances of mac flood
traffic were predicted correctly. Performance of raspberry pi in form of evaluation metrics
discussed previously in this research work is shown in table 14.

Table 14: Raspberry Pi Implementation Results

Confusion
Ser Class Label M?trix Precision Recall
Attributes
TP FP
1. Normal 79 1 0.987 0.877
2. Arp Spoof 19 2 0.904 0.826
3. Port Steal 24 0 1.00 0.923
4. Mac Flood 157 12 0.928 0.987

Raspberry Pi implementation results in table 14 indicate hardware performance in a form
of precision and recall for multiple class labels of traffic discussed in this research work. Since
precision evaluates system performance in terms of proportion of positive predictions done
correctly, values in table 14 shows that raspberry pi predicted normal traffic 98.7% of time
correctly, arp spoof traffic 90.4% of time correctly, port steal traffic every time correctly and
mac flood traffic 92.8% of time correctly. Since recall evaluates system performance in terms of
proportion of actual positive predictions done correctly, its values in table 14 shows that
raspberry pi predicted 87.7% of normal traffic correctly, 82.6% arp spoof traffic correctly, 92.3%
of port steal traffic correctly and 98.7% of mac flood correctly. Overall performance of hardware
depending on training set and testing on new set with selected features was 93 %. Graphical plot

of this discussion is shown in figure 44.
65




1.2

1
0.8
0.6
0.4
0.2

0

Normal

Arp Spoof

Port Steal

Mac Flood

M Precision

0.987

0.904

1

0.928

M Recall

0.877

0.826

0.923

0.987

66

Figure 44: Graphical Plot - Raspberry Pi Results




CHAPTER 7: Conclusion

With the advancements in the arena of information technology, need for sharing and
protecting information has increased. Organizations are giving due importance to protect their
data against the unauthorized access by spending huge amounts on security solutions available in
market. Goal of organizations using expensive security solution is to protect their most important
asset which is data from variety of cyber-attacks. Commercially available solutions for intrusion
detection and prevention are a sort of financial burden on small and medium IT setups due to
their infrastructure constraints and financial limitations as these solutions demand high cost in
terms of their installation and maintenance.

Keeping the limitations and requirements of small scale IT setups in view, scalable and
inexpensive secure solution was required to protect eavesdropping of data. With the passage of
time, many methods, models and procedures using raspberry pi computer have been proposed.
Models proposed or developed in this regard either used open source intrusion detection and
prevention tools or integrated algorithms against specific threat. Some of these proposed models
and solutions have been critically reviewed in previous chapters and their flaws points are
identified. Raspberry pi computer as discussed during the course of this research is a low cost
plug and play hardware that operates on low power with no requirement of installation
infrastructure setup and maintenance. Such hardware can easily be scaled up in size on need of
user in form of multiple nodes at different locations when size of network increases. Since in the
light of flaws identified in the previously presented security solutions using raspberry pi and its
advantages, a solution is proposed that offers better protection with low scalability, maintenance
and infrastructure cost.

The proposed solution using raspberry pi computer is effective, feasible and affordable
by every organization with constraints and limitations. It provides not only protection against
unauthorized data access but also a secure solution that can be scaled up depending upon the size
of network due to its scalability. We developed a tool using machine learning for detection

extracting network independent features without setting any threshold as a proof of concept with

67



against some flavors of MITM attacks to evaluate our proposed solution. After the evaluation of

the prototype tool and comparison with proposed solutions using raspberry pi computers and
techniques used by detection tools such as Xarp for arp spoof, port steal and mac flood, it can be

concluded that our approach suits well to small and medium IT setups.

7.1. Future Directions

Since the tool is developed as proof of concept and it is a prototype tool, it has its
limitations. Our prototype tool is developed using logistic regression algorithm to detect MITM
attacks automatically irrespective of network size. Training and testing of model before
implementing it on raspberry pi is carried out using self-generated data set having traces of

attacks as no public data set was available having traces of MITM attacks. Our solution provides
detection against ARP spoof, Port steal and Mac Flood attacks. An industrial standard intrusion

detection tool can be developed based on our proposed solution. It may add following features

and improvements to provide
o Support for protection against other MITM attacks i.e DHCP and DNS spoofing.
o Support for more composite and large networks by growing the resources and
adding multiple raspberry pi computers as intrusion detection nodes.
o Integrating cameras to monitor motion detection to prevent physical intrusions to

critical infrastructure.
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