
Memory Forensics in Multi-Tenant Cloud Environment

By

Hamaad Saeed

00000328827

Submitted to the Faculty of Department of Information
Security Military College of Signals, National University of
Sciences and Technology, Islamabad in partial fulfillment of

the requirements for the degree of MS in Information
Security

July 2022





Declaration

I certify that this research work titled “Memory forensics in multi-tenant cloud envi-

ronment” is my own work. No portion of this work presented in this dissertation has

been submitted in support of another award or qualification either at this institution or

elsewhere. The material that has been used from other sources has been properly ac-

knowledged.

Hamaad Saeed

July 2023

ii



Dedication

This thesis is dedicated to my Family, Teachers, and Friends

for their unconditional love, endless support, and continuous encouragement.

iii



Acknowledgement

I would like to convey my gratitude to my supervisor, Dr. Mian Muhammad Waseem

Iqbal for his supervision and constant support. His invaluable help of constructive com-

ments and suggestions throughout the experimental and thesis work are major contri-

butions to the success of this research. Also, I would thank my committee members

Dr. Faisal Amjad, Asst. Prof Waleed bin Shahid and Dr. Imran Makhdoom for their

guidance and support.

I am also grateful to Saad Bin Khalid and Kamran Arshad who helped me to carry out

my research work with ease.

iv



Abstract

This research study aims to explore and analyze existing forensics techniques applicable

to cloud computing, evaluate the security posture of a cloud service provider (CSP), and

identify suitable security controls for multi-tenant cloud architectures. Forensic tech-

niques are critical for investigating security incidents and cybercrimes in cloud environ-

ments, necessitating an understanding of their application, limitations, and challenges.

Additionally, assessing the CSP’s security posture involves evaluating current security

controls, identifying vulnerabilities, and ensuring compliance with industry standards.

The study focuses on multi-tenant cloud architecture, which presents unique security

challenges due to shared resources and data across tenants. The identification and im-

plementation of appropriate security controls, such as access controls, encryption, net-

work segmentation, and regular security assessments, are essential to mitigate risks and

safeguard data for each tenant. Conducting experiments revealed significant findings

concerning system security and resource management. Non-compliance with access

control measures for user accounts, the presence of Certificate Service Providers (CSP),

and known vulnerabilities in the Open Source Xen hypervisor were identified. Resource

availability limitations were also noted, impacting system performance and availability.

As a recommendation, adopting a proprietary hypervisor across all instance classes is
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proposed to ensure a consistent and secure virtualization environment. Addressing these

findings and implementing necessary improvements can lead to enhanced system secu-

rity, resource management, and overall performance. While capturing memory images

from the cloud, integrity verification remains an unresolved challenge. Future research

is encouraged to propose methods for ensuring the integrity of memory images in cloud

forensics investigations.
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Chapter 1

Introduction

1.1 Introduction

Cloud computing has emerged as a paradigm-shifting technology that is revolutioniz-

ing the way businesses and individuals’ access and utilize computing resources. It has

transformed the traditional approach of owning and managing on-premises hardware

and software by providing access to computing resources and services through the inter-

net. Cloud computing has brought a new level of flexibility, scalability, cost-efficiency,

and agility to computing, enabling users to deploy and use services on-demand, pay-as-

you-go, and with minimal upfront costs.

Cloud computing has become an essential technology for businesses and individuals,

providing numerous benefits and advantages that have transformed the way we access,

store, and use computing resources. The IT industry has been rapidly moving towards

cloud computing in recent years, with a growing number of organizations adopting

cloud-based solutions to drive innovation, agility, and cost-efficiency. Here are some
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statistics that demonstrate the trend towards cloud adoption.

• According to Gartner, worldwide public cloud spending is expected to reach

$332.3 billion in 2021, representing a 23.1% increase from 2020.

• A survey by Flexera found that 94% of organizations are using cloud services,

with 87% using a multi-cloud strategy.

• The same survey found that 49% of cloud users spend over $1.2 million on cloud

services annually.

• A report by IDC predicts that public cloud spending will grow at a compound

annual growth rate (CAGR) of 22.3% from 2020 to 2025, reaching $500 billion

by 2023.

• According to a survey by RightScale, 96% of respondents reported using cloud-

based services, with 81% of enterprises operating a multi-cloud strategy.

These statistics demonstrate the rapid growth of cloud computing in the IT industry, as

more organizations look to leverage cloud-based solutions to drive innovation, agility,

and cost-efficiency. The trend towards multi-cloud adoption also indicates that orga-

nizations are seeking to take advantage of the unique features and benefits offered by

different cloud providers to optimize their IT infrastructure.

1.1.1 Cloud Architecture

Multi-tenant and single-tenant are two cloud architecture models that define how re-

sources are allocated and shared among users or tenants.
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1.1.1.1 Multi-tenant Cloud Architecture

Multi-tenant cloud architecture is a model where multiple users, or tenants, share the

same computing resources and infrastructure provided by a cloud service provider. In

this model, each tenant has its own isolated environment within the shared infrastruc-

ture, and their data is segregated from other tenants. Multi-tenant architecture provides

cost efficiencies, scalability, and flexibility to the users, as they pay only for the re-

sources they use and can easily scale up or down as per their requirements. However, it

also poses challenges related to security, privacy, and performance, as tenants share the

same infrastructure.

1.2 Background

With the advancement of modern technology, the terms such as cloud, big data, and IoT

emerging in every field of life. As cloud services increase, networking also changes

and software-defined networks emerged. In contemporary networks, data and control

planes are coupled together and we cannot integrate new network requirements (such

as bandwidth utilization, quality of services, resiliency, security, and reliability) easily

to provide flexibility and elasticity to different users. In traditional networks, devices

(routers, switches) are closed configured and have the following drawbacks:

• Complicated network protocols are integrated within devices.

• Devices are exclusively manufactured so it is tedious to update or add function-

ality to them.
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• Difficult to manage the requirement of integrating new devices.

With the evolution of cloud services, the facts listed above traditional networks are

incapable of providing reliability, flexibility, and elasticity to the users that have been

brought due to the IoT and Cloud services.

1.3 Problem Statement

The purpose of the study is to identify existing forensics techniques on the cloud, an-

alyze the existing security posture of the cloud service provider (CSP), and determine

which controls can be applied in multi-tenant cloud architecture.

Forensic techniques are essential for investigating security incidents, data breaches, and

other types of cybercrimes that may occur in cloud environments. Therefore, it is impor-

tant to identify the existing forensics techniques that are applicable to cloud computing,

as well as any limitations or challenges that may be encountered when using them.

In addition, the study aims to analyze the existing security posture of the CSP. This

includes evaluating the effectiveness of the security controls that are currently in place,

identifying any vulnerabilities or gaps in the security architecture, and assessing the

CSP’s compliance with industry standards and best practices.

Finally, the study seeks to determine which controls can be applied in multi-tenant

cloud architecture to ensure the security and privacy of data belonging to different ten-

ants. Multi-tenant architecture presents unique security challenges due to the sharing

of resources and data across multiple tenants. Therefore, it is important to identify and
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implement appropriate security controls that can mitigate these risks and protect the

data of each tenant.

Some of the controls that may be applied in multi-tenant cloud architecture include

access controls, encryption, network segmentation, monitoring, and regular security

assessments and audits. By identifying and implementing these controls, CSPs can

improve the security posture of their cloud environments and provide greater assurance

to their tenants that their data is being protected.

1.4 Objectives

Following are the objectives of this research:

• Literature review of current forensic techniques in cloud memory.

• Forensic analysis of the running cloud instances in multi-tenancy model to re-

cover artifacts.

1.5 Relevance to National needs

The future of IT Industry will be entirely cloud-based, and under Pakistan’s new cloud

policy, all information pertaining to its residents must be stored there. This would re-

quire robust, highly available and especially secure cloud infrastructure designs. This

research would help in understanding the cloud related security issues and would sup-

port in mitigating the issues before they arise.
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1.6 Advantages

Some of the advantages of the proposed scheme are as follows:

• Detection of zero-day cloud security issues pertaining to memory.

• Proposing a solution to properly manage and secure a cloud’s infrastructure mem-

ory.

1.7 Delimitations

Previous research has focused on cloud auditing using event logs, management of cloud

logs, and identification of corresponding threats, but no research has been done on

cloud memory analysis to the best of our knowledge. This study is solely based on

detecting breaches of privacy and privileges in a multi-tenant cloud model by analyzing

its memory.

1.8 Areas of Application

This proposed authentication scheme would assist all business sectors that may be im-

pacted by cyber-attacks or targeted by cybercriminals.

• IT Sector

• Public Sector

• Government Sector
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• Banking Sector

1.9 Organization of Thesis

• Chapter 1: is composed of the Introduction and background of the research.

• Chapter 2: consists of a literature review of the related studies.

• Chapter 3: comprises the proposed research methodology discussing the system

architecture.

• Chapter 4: consists of the experiment conducted and their results.

• Chapter 5: comprises concluding remarks and future directions for research.
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Chapter 2

Literature Review

Due to the significance of cloud computing, it is frequently targeted by cyber-attackers.

Most cyber-attacks and data breaches in cloud infrastructure are due to human errors

and misconfiguration vulnerabilities. While Cloud Service Providers (CSP) often pro-

vide several techniques to help manage cloud configuration. Misconfiguration of cloud

resources remains the most widespread cloud vulnerability and can be exploited to ac-

cess cloud data and services. The rapid pace of CSP innovation creates new functional-

ity but it also adds complexity to securely configure an organization’s cloud resources.

Since many components comprising large-scale cloud data centers have a great num-

ber of configuration parameters, therefore, it gets difficult to keep consistencies in the

configuration parameters. According to VMware [1], 49 percent of breaches are caused

by system glitches and human errors, which prove that humans are the weakest link.

Shared tenancy in the cloud is the ability to host multiple tenants on the same physi-

cal resources, by sharing physical storage, memory, and networks. Since users’ data is

stored in a shared machine in a shared tenancy model of CSPs, so the main focus of
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this study aims to apply the forensic techniques on the shared machines to analyze the

shared resources by extracting the artifacts and to evaluate the shared tenancy model

of CSP, by analyzing the memory of an instance that is managed by CSPs between

different tenants.

2.0.1 Preliminary Knowledge

2.0.1.1 Cloud Computing

Cloud computing is a technology that allows users to access and use computing re-

sources, such as servers, storage, databases, applications, and services, over the inter-

net. These resources are hosted on remote servers and are provided to users on a pay-

as-you-go basis, meaning users only pay for what they use. Cloud computing is a way

to provide users with access to computing resources without requiring them to invest in

expensive hardware, software, or infrastructure. Instead, users can simply access these

resources from the cloud provider over the internet, allowing them to scale their usage

up or down based on their needs. Overall, cloud computing provides numerous bene-

fits, including cost-efficiency, scalability, flexibility, reliability, and security, making it

a popular choice for businesses and individuals alike.

2.0.1.2 Multi-Tenant Architecture

Multi-tenant cloud architecture is a model where multiple users, or tenants, share the

same computing resources and infrastructure provided by a cloud service provider. In

this model, each tenant has its own isolated environment within the shared infrastruc-
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ture, and their data is segregated from other tenants. Multi-tenant architecture provides

cost efficiencies, scalability, and flexibility to the users, as they pay only for the re-

sources they use and can easily scale up or down as per their requirements. However, it

also poses challenges related to security, privacy, and performance, as tenants share the

same infrastructure.

2.0.1.3 NIST 800-210

NIST 800-210 is a special publication from the National Institute of Standards and

Technology (NIST) titled "General Access Control Guidance for Cloud Systems". It

provides guidance and recommendations for implementing access controls in cloud-

based systems.

The publication is designed to help organizations that are migrating their IT systems

and applications to the cloud to maintain the confidentiality, integrity, and availability

of their information. It focuses specifically on access controls, which are a critical

component of any information security program.

NIST 800-210 provides an overview of the access control concepts and principles that

are applicable to cloud systems. It covers topics such as:

• Authentication and authorization

• Role-based access control (RBAC)

• Access control policies and procedures

• Network segmentation and isolation
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• Monitoring and logging

The publication also provides guidance on how to implement these access control con-

cepts in the cloud environment. It provides recommendations for cloud service providers

(CSPs) and cloud customers, and includes examples of access control architectures and

best practices.

Overall, NIST 800-210 is a valuable resource for organizations that are planning to

implement cloud-based systems, or that are looking to improve their existing cloud

security posture.

2.0.1.4 ISO/IEC 27017

ISO/IEC 27017 is a standard that provides guidelines for information security controls

applicable to cloud computing. It is a part of the ISO/IEC 27000 family of standards,

which are international standards that provide a framework for information security

management.

ISO/IEC 27017 is designed to help organizations that are using cloud services to protect

the confidentiality, integrity, and availability of their information. It provides guidance

on the implementation of security controls that are specific to cloud computing, such as

those related to virtualization, data segregation, and access control.

The standard covers a wide range of topics, including:

• Information security policies and procedures for cloud computing

• Managing risks associated with cloud computing
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• Separation of duties between cloud service providers and cloud customers

• Monitoring and auditing of cloud services

• Business continuity and disaster recovery planning for cloud services

ISO/IEC 27017 is intended to be used in conjunction with other ISO/IEC 27000 stan-

dards, such as ISO/IEC 27001 (Information Security Management System) and ISO/IEC

27018 (Code of Practice for Protection of Personally Identifiable Information).

2.0.1.5 ISO/IEC 27040

ISO 27040 is an international standard that provides guidelines for the management of

information security incidents and events. It is part of the larger ISO/IEC 27000 family

of standards that covers various aspects of information security management systems.

The ISO 27040 standard provides a systematic approach to managing information se-

curity incidents, from the detection and analysis of incidents, through to their contain-

ment, eradication, and recovery. The standard outlines a set of processes, procedures,

and guidelines for managing security incidents in a way that minimizes their impact and

helps organizations to recover quickly and effectively.

The standard covers various aspects of incident management, including:

• Incident management policies and procedures

• Incident detection and analysis

• Incident response planning and implementation
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• Containment and eradication of incidents

• Recovery and post-incident activities

• Incident reporting and documentation

By following the guidelines set out in ISO 27040, organizations can establish an effec-

tive incident management framework that helps to protect their information assets and

minimize the impact of security incidents. The standard is applicable to organizations

of all sizes and across all industry sectors, and can be used as a basis for developing and

implementing an incident management program that is tailored to the specific needs and

risks of the organization.

2.0.2 Related Work

Several digital forensic frameworks have been proposed by researchers and forensic

practitioners. Various researchers have refined previously published processes and

frameworks, as well as proposing new ones, resulting in a diverse set of digital forensic

process models and terminology. According to a study which proposed and built a cloud

data collection and rendering mechanism using the Hadoop file system. Saibharath et al.

performed the pre-processing of the evidence files using log and VM disc drive cluster-

ing. It aided in reducing the time required for forensic inquiry [2]. Moreover, the corre-

lation function between drives assisted investigators in performing cross drive analysis.

Study addressed the issue of cloud evidence credibility, which occurs when evidence

obtained in the cloud is untrustworthy due to its multi-tenancy and the various players

in the forensic process. Fei et al [3] In this study, they proposed a new Cloud Forensics
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Tamper-Proof Framework (TamForen) for cloud forensics that may be employed in an

untrusted and multi tenancy cloud environment. Ameer [4]. addressed the challenges

faced while gathering evidence from cloud.As the utilization of cloud computing con-

tinues to grow, new threats specific to the cloud environment have surfaced. The nature

of cloud computing sets it apart from traditional systems, leading to distinct differences

in cloud forensics. Over the past decade of research, several forensics challenges have

been brought to the forefront, including issues related to trust, network forensics, ev-

idence collection, privacy, and data provenance[5]. "Given the potential risks of data

breaches in cloud-based applications, the current study aims to investigate and analyze

residual registry artifacts left by the widely used cloud storage application, OneDrive,

specifically on Windows 11 operating systems[6]. This research explores the existing

practices in cloud forensics, fog forensics, edge forensics, and legal aspects, emphasiz-

ing the crucial role of cloud computing in digital forensics. Furthermore, we address the

technical obstacles, limitations, and potential future advancements in this field[7]. An

original proposal introduces a secure architecture for cloud forensics chain-of-custody

investigations using Hyperledger Sawtooth. The concept involves establishing a private

block-based ledger network among collaborators aiming to exchange and digitally sign

various components of a forensics investigation. Additionally, the proposal suggests the

implementation of chain codes to facilitate automated transactions within the chain of

custody[8].
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Chapter 3

Proposed Research Methodology

The study we’re conducting is an experimental case study. The main objective of this

section is to analyze the Multi-Tenant Cloud Architecture. Specifically, we want to

uncover the truth about maintaining privacy in a cloud environment. We will be exam-

ining multiple aspects of cloud security. A multi-tenant cloud environment is a type

of cloud computing architecture where multiple users or tenants share a single set of

computing resources, such as servers, storage devices, and networks. Each tenant is

typically isolated from the others, meaning that they have their own separate applica-

tions, data, and access controls. Multi-tenant cloud environments are commonly used

for hosting Software-as-a-Service (SaaS) applications, where multiple customers use

the same application and underlying infrastructure. By sharing resources, multi-tenant

environments can provide significant cost savings and flexibility, as well as scalabil-

ity and availability benefits. However, multi-tenant cloud environments also present

unique security challenges, particularly with respect to data privacy and security. Be-

cause multiple tenants share the same resources, there is a risk that one tenant’s data or
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activity could be accessed or compromised by another tenant. Therefore, it is important

for cloud service providers to implement strong security measures, such as access con-

trols, encryption, and monitoring, to protect the privacy and security of their tenants’

data. Additionally, tenants must also take responsibility for protecting their own data by

implementing appropriate security controls and monitoring their own applications and

systems.

3.1 Proposed System Architecture

Multi-tenancy is a cloud computing architecture where multiple customers, known as

tenants, share computing resources such as servers, storage, and networking infrastruc-

ture provided by a cloud service provider (CSP). Each tenant’s data and applications

are logically isolated from other tenants, but they coexist on the same physical infras-

tructure

The architecture diagram for the proposed system is represented in Figure 3.1.

3.1.1 Security Concerns

Multi-tenancy is a cloud computing architecture where multiple customers, known as

tenants, share computing resources such as servers, storage, and networking infrastruc-

ture provided by a cloud service provider (CSP). Each tenant’s data and applications

are logically isolated from other tenants, but they coexist on the same physical infras-

tructure.
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Figure 3.1: Multi-tenant Cloud Architecture

• Data Confidentiality: In a multi-tenant environment, there is a risk of unautho-

rized access to sensitive data by other tenants or malicious insiders. Strong access

controls, encryption, and isolation mechanisms must be in place to protect the

confidentiality of data.

• Data Segregation: Tenants’ data should be properly segregated to prevent data

leakage or accidental exposure. The CSP should implement robust mechanisms to

ensure that tenant data remains isolated and that one tenant cannot access another

tenant’s data.

• Multi-Tenant Privilege Escalation: Unauthorized access or privilege escalation

within the multi-tenant environment can lead to one tenant gaining access to

another tenant’s resources. Adequate isolation mechanisms and access controls

must be implemented to prevent such incidents.
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• Vulnerability Exploitation: If a vulnerability is discovered in the underlying in-

frastructure or shared components, it can potentially impact multiple tenants. The

CSP should promptly patch vulnerabilities and implement strong security mea-

sures to minimize the risk of exploitation.

• Compliance and Regulatory Requirements: Different tenants may have specific

compliance requirements, such as industry regulations or data protection laws.

The CSP must ensure that their architecture and security controls comply with

the relevant regulations and provide necessary compliance features to tenants.

• Denial of Service (DoS) Attacks: Malicious tenants or external attackers may

attempt to launch DoS attacks, targeting shared resources to disrupt services for

other tenants. Robust network monitoring, traffic isolation, and DoS prevention

mechanisms should be implemented to mitigate such attacks.

• Insufficient Resource Allocation: Improper allocation of resources to tenants may

result in resource contention and performance degradation. CSPs must carefully

allocate and manage resources to ensure fair and efficient utilization among ten-

ants.

To address these security concerns, CSPs must implement strong security measures,

including network segregation, access controls, encryption, regular security audits, and

monitoring. Tenants should also take responsibility for securing their applications and

data within the multi-tenant environment by implementing proper access controls, en-

cryption, and security best practices. It’s important to note that while multi-tenancy

introduces some security challenges, reputable cloud service providers invest heavily in
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security measures to ensure the protection of their tenants’ data and resources.

In light of the literature review, the following are the compliance requirements applica-

ble to securing our architecture.

3.1.2 NIST 800-210

NIST 800-210, titled ’General Access Control Guidance for Cloud Systems,’ is a spe-

cial publication by the National Institute of Standards and Technology (NIST). This

publication offers valuable guidance and recommendations for the implementation of

access controls in cloud-based systems.

The primary purpose of this publication is to assist organizations in securely migrating

their IT systems and applications to the cloud while ensuring the preservation of infor-

mation confidentiality, integrity, and availability. It specifically emphasizes the signif-

icance of access controls as a crucial element within any comprehensive information

security program.

3.1.3 ISO/IEC 27017

ISO/IEC 27017 is an internationally recognized standard within the ISO/IEC 27000

family of standards. It offers comprehensive guidelines for information security con-

trols that are specifically tailored for cloud computing environments.

This standard is specifically designed to support organizations leveraging cloud services

in safeguarding the confidentiality, integrity, and availability of their information. It

provides valuable guidance on implementing security controls that are unique to cloud
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computing, including areas such as virtualization, data segregation, and access control.

ISO/IEC 27017 serves as an essential framework for organizations seeking to establish

robust security practices within their cloud-based operations, ensuring that appropriate

measures are in place to address the specific challenges and risks associated with cloud

computing.

3.1.4 ISO/IEC 27040

ISO 27040 is a globally recognized standard within the ISO/IEC 27000 family of stan-

dards, focusing on the management of information security incidents and events. This

standard offers comprehensive guidelines for effectively handling and responding to

security incidents.

As a part of the broader ISO/IEC 27000 family, ISO 27040 provides organizations

with a structured approach to manage information security incidents throughout their

lifecycle. From initial detection and analysis, to containment, eradication, and recovery,

the standard establishes a systematic framework.

By outlining a set of processes, procedures, and best practices, ISO 27040 assists orga-

nizations in managing security incidents in a manner that minimizes their impact and

ensures a swift and efficient recovery. It serves as a valuable resource to enhance in-

cident response capabilities and strengthen overall information security management

systems.
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3.1.5 Memory Images Acquired

In a digital forensics analysis process, memories acquired from different states of a

computing system can provide important insights into the system’s behavior and state.

The four different scenarios that are commonly used to acquire memory data are:

• Fresh Machine: In this scenario, memory acquisition is performed on a newly

created machine that has not been started or used before. This allows for the

collection of a baseline memory image of the system before any other changes

have been made.

• Stopping then running the instance: This scenario involves stopping an instance

of a computing system, making changes, and then starting it again. Memory

acquisition in this scenario would be used to capture the state of the system before

and after changes have been made. This allows for the comparison of the two

states and the identification of any differences or potential issues that may have

arisen.

• Terminating the instance and creating a new instance: In this scenario, the original

instance of the computing system is terminated, and a new instance is created.

Memory acquisition in this scenario would be used to capture the state of the

original instance before it is terminated and the state of the new instance after it

has been created. This can be useful in identifying any changes or differences

between the two instances.

• After running a process and restarting the instance: In this scenario, a process is
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run on the computing system, and then the instance is restarted. Memory acqui-

sition in this scenario would be used to capture the state of the system before and

after the process has run. This can be useful in identifying any changes made by

the process or any potential issues that may have arisen as a result of the process.

Overall, acquiring memory data in these different scenarios can help forensic analysts

to identify potential security issues or malicious activities that may have occurred on

the system. By analyzing the data from these different memory acquisitions, analysts

can build a comprehensive understanding of the system’s behavior and the events that

have occurred on it.

The architecture diagram for the proposed system is represented in Figure 3.2.

Figure 3.2: Experiment Conducted
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Chapter 4

Experiments for Security Assessment

of Cloud Memory

In this chapter, we present the experimental framework and methodology employed for

assessing the security of cloud memory. Cloud computing has revolutionized the way

data is stored, processed, and accessed, offering scalability and flexibility. However,

the unique characteristics of cloud environments raise concerns regarding the security

of sensitive information, particularly when it comes to memory storage.

4.1 Security Analysis

The primary objective of this research chapter is to conduct a comprehensive assessment

of security measures implemented in cloud memory, focusing on potential vulnerabil-

ities and associated risks. Through a series of controlled experiments, we aim to eval-

uate the effectiveness of existing security mechanisms, identify potential weaknesses,
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and propose recommendations to enhance the protection of cloud memory.

4.1.1 Tools Used

• AVML (Acquire Volatile Memory Linux): This is a tool used to launch and man-

age virtual machines (VMs) for forensic analysis. It can be used to create VMs

from forensic images or disk images, and to manage virtual networks and storage.

• Autopsy: This is a digital forensics platform that can be used to conduct a com-

prehensive analysis of a disk image. It includes a wide range of forensic tools and

features, such as file carving, keyword searching, and hash matching.

• Coldsnap: This is a tool used to create snapshots of running virtual machines. It

can be used to create forensic images of virtual machines in a multi-tenant cloud

environment, which can then be analyzed using other forensic tools.

• WinSCP: This is an open-source FTP client and SFTP client that can be used to

securely transfer files between systems. It can be used to transfer forensic images

or data from a cloud service provider to a forensic analyst’s system for analysis.

4.1.2 Case Studies

4.1.2.1 Fresh Instance Memory

our experiment began by creating a fresh AWS account. Once the account was set up,

we proceeded to log in to the AWS Management Console. Within the console, we cre-

ated a new EC2 (Elastic Compute Cloud) instance, which is a virtual server in the AWS
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infrastructure. After creating the instance, we took a snapshot of it without accessing

the instance itself. This snapshot captured the state of the instance at that particular mo-

ment. We used a tool called "coldsnap" to download the snapshot to our local system.

Next, we performed an analysis of the snapshot using a forensic tool called "Autopsy."

This analysis aimed to gather various types of evidence from the snapshot, providing

insights into the instance’s activities and configurations. In the subsequent step, we

accessed the EC2 instance using the secure shell (SSH) protocol, which allowed us to

establish a secure connection to the instance. Once connected, we used a tool called

"AVML" to capture a complete image of the Random Access Memory (RAM) of the

instance. The RAM image contains volatile data, such as running processes and data in

memory, which can be valuable for forensic analysis. To facilitate further analysis, we

downloaded the captured RAM image from the instance to our local system using the

"WinSCP" tool. This image was then analyzed once again using the "Autopsy" tool,

which enabled us to extract and examine additional evidence from the RAM data. By

following these steps, we aimed to comprehensively investigate the instance and gather

relevant evidence from both the snapshot and the captured RAM image for further anal-

ysis and forensic examination.

4.1.2.2 Restarting the Instance

In this case study, the focus was on examining the impact of stopping and restarting an

AWS instance on the forensic analysis process. The following steps were performed:

• Initially, an instance was created in the AWS environment, similar to the previous

case.
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• After the instance was created, researchers executed the "stop" operation to tem-

porarily halt the instance’s execution. They then waited for a brief period to

ensure the instance was completely stopped.

• Subsequently, the instance was restarted, resuming its normal operation.

• Once the instance was running again, researchers established an SSH connection

to access the instance remotely.

• With SSH access established, researchers utilized the "AVML" tool to capture

a RAM image of the running instance. This step aimed to extract volatile data

stored in the instance’s memory, including running processes and other valuable

information.

• The captured RAM image was downloaded from the running instance to the re-

searchers’ local system using the "WinSCP" tool. This facilitated secure transfer

of the image for subsequent analysis.

• Finally, the downloaded RAM image was subjected to analysis using the "Au-

topsy" tool, allowing researchers to delve into the contents of the RAM data and

extract relevant evidence.

The objective of Case study was to investigate how stopping and restarting an instance

might impact the forensic analysis process. By performing these specific actions and

capturing a RAM image after the instance had been stopped and restarted, researchers

could assess any potential changes or differences in the acquired evidence compared

to the previous case. The analysis of the RAM image using "Autopsy" enabled re-
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searchers to identify and extract additional evidence, providing insights into the state

of the instance after the restart. This evaluation contributes to the understanding of

the implications of instance operations on the forensic investigation process, aiding in

the development of more comprehensive and accurate forensic methodologies in cloud

computing environments.

4.1.2.3 Terminating the Instance

In this case study, the objective was to examine the impact of terminating an AWS

instance and creating a new one on the forensic analysis process. The following steps

were carried out:

• Initially, an instance was created in the AWS environment, similar to the previous

cases.

• After the instance was created and had undergone the necessary operations, the

researchers proceeded to terminate (delete) the instance. They waited for a brief

period to ensure the termination process was completed.

• Following the termination of the earlier instance, researchers created a new in-

stance in the AWS environment.

• Once the new instance was created, researchers took a snapshot of the instance

without accessing it directly. This snapshot captured the state of the instance at

that particular moment.

• The researchers utilized the "coldsnap" tool to download the snapshot of the new

27



instance to their local system. This allowed them to obtain an offline copy of the

snapshot for subsequent analysis.

• The downloaded snapshot was then analyzed using the "Autopsy" tool. This anal-

ysis aimed to gather various forms of evidence from the snapshot, such as file

system information, user activity, and system configurations.

• Researchers then established an SSH connection to the new instance, enabling

them to access it remotely.

• With SSH access established, researchers employed the "AVML" tool to capture

a RAM image of the running instance. The RAM image contained volatile data,

including active processes and data stored in the instance’s memory.

• The captured RAM image was downloaded from the running instance to the re-

searchers’ local system using the "WinSCP" tool, ensuring secure transfer for

subsequent analysis.

• Finally, the downloaded RAM image was analyzed once again using the "Au-

topsy" tool. This analysis allowed researchers to extract and examine additional

evidence from the RAM data.

The purpose of Case Study was to assess the implications of terminating an instance

and creating a new one on the forensic analysis process. By examining the snapshots

and capturing RAM images from the new instance, researchers could investigate any

potential differences or variations in the obtained evidence compared to previous cases.

This analysis contributes to understanding the impact of instance life cycle events on
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forensic investigations in cloud computing environments, facilitating the development

of more robust and accurate forensic methodologies.

The architecture diagram for the proposed system is represented in Figure 4.1.

4.1.3 Purpose

The experiments allows researchers to examine the challenges and opportunities asso-

ciated with forensic analysis in cloud environments, with specific emphasis on AWS. It

offers insights into the methods and tools used to gather and analyze evidence, assess

the impact of instance operations (such as stopping, restarting and terminating), and

evaluate the effectiveness of different tools in extracting and interpreting data. Through

this research case study, researchers can contribute to the advancement of forensic tech-

niques in cloud computing, identify potential limitations or improvements in existing

methodologies, and provide recommendations for enhancing the forensic investigation

process in cloud-based infrastructures. The findings from this case study can serve as a

valuable reference for practitioners and organizations involved in digital forensics and

cloud security.

4.1.4 Artifacts Recovered

During a comprehensive analysis of a RAM dump, a total of 1662 artifacts were suc-

cessfully recovered, shedding light on various aspects of the system’s activities. No-

tably, it is important to highlight that all recovered artifacts originated from volatile

memory, as no items were retrieved from the system’s disk storage. The artifacts en-
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Figure 4.1: Overall Flow
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compass three primary categories: Public Certificates, Access Logs, and Active Pro-

cesses.

A substantial collection of public certificates was extracted from the RAM dump as

shown in 4.1. These certificates, which are cryptographic documents used for secure

communication and authentication, are indicative of the system’s involvement in secure

transactions, network communications, or cryptographic processes. Thorough analysis

of these certificates may reveal insights into the system’s network connections, security

protocols, and potential third-party integrations.
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Among the recovered artifacts to active processes running within the system’s memory

as shown in 4.2. These processes represent the currently executing programs and appli-

cations at the time of the RAM dump. Studying these artifacts can offer a glimpse into

the system’s real-time activities, resource utilization, and potentially malicious activi-

ties. By identifying and examining these active processes, researchers can gain deeper

insights into the system’s functionality and potential vulnerabilities.
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Within the analyzed RAM dump, a collection of artifacts pertaining to running virtual

machine instances was discovered as shown in 4.3. These instances represent actively

executing virtualized environments within the system’s volatile memory. Each virtual

machine instance artifact provides valuable insights into the system’s utilization of vir-

tualization technology and its impact on system operations.
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The RAM dump yielded a significant set of access log artifacts as shown in 4.4. These

logs record instances of user or system interactions with various resources, applications,

or services. Analysis of these access logs could provide a comprehensive overview of

user activities, attempted unauthorized accesses, and patterns of system usage. Valuable

insights into the operational history and potential security breaches may be derived from

this collection.

37



Fi
le

Fi
le

Pa
th

Si
ze

M
D

5
H

as
h

f1
53

03
61

.tx
t

/im
g_

46
.1

37
.2

37
.1

8.
dm

p/
$C

ar
ve

dF
ile

s/
f1

53
03

61
.tx

t
36

48
41

7a
ee

a6
5c

bf
6a

cb
98

41
3d

7b
6a

90
ec

a1
f1

53
03

61
.tx

t
/im

g_
46

.1
37

.2
37

.1
8.

dm
p/

$C
ar

ve
dF

ile
s/

f1
53

03
61

.tx
t

36
48

41
7a

ee
a6

5c
bf

6a
cb

98
41

3d
7b

6a
90

ec
a1

f1
54

39
05

.tx
t

/im
g_

46
.1

37
.2

37
.1

8.
dm

p/
$C

ar
ve

dF
ile

s/
f1

54
39

05
.tx

t
36

49
46

e3
3e

72
88

6c
eb

78
e3

6f
17

d1
ca

6f
3f

36
f1

54
46

49
.tx

t
/im

g_
46

.1
37

.2
37

.1
8.

dm
p/

$C
ar

ve
dF

ile
s/

f1
54

46
49

.tx
t

17
98

d1
80

1d
20

1a
8e

3b
3a

d8
f6

45
57

4e
be

f5
02

f1
55

51
48

.tx
t

/im
g_

46
.1

37
.2

37
.1

8.
dm

p/
$C

ar
ve

dF
ile

s/
f1

55
51

48
.tx

t
20

64
eb

00
a9

a0
b3

92
69

0c
f2

6f
a4

b9
a3

f3
84

a9
f1

56
25

45
.tx

t
/im

g_
46

.1
37

.2
37

.1
8.

dm
p/

$C
ar

ve
dF

ile
s/

f1
56

25
45

.tx
t

37
12

38
85

12
19

2f
55

86
95

e2
ba

d6
f7

5a
d5

35
ed

f1
58

02
73

.tx
t

/im
g_

46
.1

37
.2

37
.1

8.
dm

p/
$C

ar
ve

dF
ile

s/
f1

58
02

73
.tx

t
13

3
46

74
7b

30
a0

c8
de

69
dc

65
e1

57
86

7e
ba

32
f1

58
07

06
.tx

t
/im

g_
46

.1
37

.2
37

.1
8.

dm
p/

$C
ar

ve
dF

ile
s/

f1
58

07
06

.tx
t

60
8

c2
5f

22
a1

b9
67

3f
61

b8
28

aa
e6

df
06

a9
27

f1
58

16
65

.tx
t

/im
g_

46
.1

37
.2

37
.1

8.
dm

p/
$C

ar
ve

dF
ile

s/
f1

58
16

65
.tx

t
93

4
f8

ef
aa

85
95

b4
c0

68
7f

4f
77

80
20

bf
11

17

Ta
bl

e
4.

4:
A

cc
es

s
L

og
s

38



In conclusion, the analysis of the RAM dump yielded a rich array of 1662 artifacts,

encompassing Public Certificates, Access Logs, and Active Processes. These artifacts

provide a snapshot of the system’s activities and may hold valuable information regard-

ing network interactions, user behaviors, and potential security risks. Further in-depth

examination of these artifacts is recommended to unveil a comprehensive understanding

of the system’s operational landscape and to facilitate potential security enhancements.
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Chapter 5

Conclusion and Future Work

During my experiments, I made several significant findings regarding the system’s se-

curity and resource management. Firstly, I discovered that Coldsnap is currently non-

compliant with access control measures for user accounts, potentially posing a security

risk. Additionally, while conducting an autopsy of the system, I came across certificates

containing both public and private keys, indicating the presence of Certificate Service

Providers (CSP).

In terms of resource allocation, I noticed that the CSP provides 100% resource avail-

ability for a specific time period. However, once the resources are fully utilized, the

service halts for a certain duration, which could impact the system’s performance and

availability. Furthermore, I observed that the system uses Open Source Xen hypervisor

whose source is available to everyone, which has known vulnerabilities (CVE), raising

concerns about the overall security posture.

As a recommendation, I propose that AWS should adopt their own hypervisor across all

instance classes to ensure a more consistent and secure virtualization environment. By
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addressing these findings and implementing necessary improvements, the system can

enhance its security, resource management, and overall performance, leading to a more

robust and reliable infrastructure.

5.0.1 Future Work

In my current research, I have captured memory images from the cloud without phys-

ically access and addressed the challenges encountered during the analysis of these

images on the cloud. However, there is currently no way to verify the integrity of these

memory images. Future studies may propose methods to ensure the integrity verifica-

tion of memory images.
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