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Abstract 

Urdu is a complex language widely spoken in South East Asia. Since it is also the national 

language of Pakistan, Optical Character Recognition (OCR) finds much application of Urdu 

numerals in our country. In many areas, the Urdu numeral finds its application in Pakistani 

Currency Notes, Pakistani postage stamps, and automatic dictation. Due to the unavailability 

of the public datasets Urdu numerals, there isn‟t much research done in this domain. While 

there are many public datasets available for famous languages such as English, Chinese, 

Arabic, Japanese hence these languages excel in the latest research areas. In this thesis, we 

provide a novel dataset of Urdu numerals that have been collected keeping in view the 

dynamics of the real world as every person has a unique style of writing. Since the state-of-

the-art techniques in deep learning require bundles of data to train, we have employed the 

Deep Convolutional Generative Adversarial Networks (DCGAN) which have been rarely 

explored for this problem. The resulting augmented images have been visualized using t-

distributed Stochastic Neighbour Embedding (t-SNE) that further confirms the realness of the 

images. It is almost impossible to recognize the real and fake images in 2D space. Next, we 

have to build an Urdu numeral classifier to recognize the diversified Urdu digits. We have 

employed ResNet18, ResNet18 and Squeeze and Excitation block (SE), and ResNet18 and 

Convolution Block of Attention Module (CBAM). These modules are tested with and without 

DCGAN artificially produced augmented data. We conclude that our dataset achieved 100% 

accuracy on ResNet18 and CBAM model. To further validate this accuracy we have tested 

the performance of the model using a test set occupied from four sources namely another set 

of handwritten numerals on the same lines as the original dataset, Pakistani currency notes, 

numerals written on gadgets with touch and thin strokes using pointer. Our model was able to 

achieve 95% accuracy on these diversified test sets. Furthermore, this classifier is tested on 

numerals of Persian, Arabic, and English language. Our model achieved an accuracy of 

79.3% on numerals of the Persian language and 54.5% on numerals of the Arabic language. 

However, the lowest accuracy of 18.4% is achieved on numerals of the English language. 

These results make our model very reliable to be deployed in any practical application. Using 

this model can revive our national language and bring it up to speed with the research world.
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1 Introduction 

 

1.1. Background 

Urdu is one of the cursive languages that is widely spoken and written in the regions of South-

East Asia [1]. While it is a national language of Pakistan, it is also very popular in South Asian 

countries like India, Bangladesh, Bhutan, and Nepal according to the census held in 2001 [2] as 

well as in the Middle East, Europe, the United States, and Canada.  It is the first language of at 

least  60.5 million speakers, with another 40 million or more who speak it as a second language 

[3]. The Urdu language has up to 40 letters in the script and 10 numerals. It is an amalgam of 

many languages hence there are loanwords in the script. Also, Urdu is bidirectional while the 

script is written from right to left the numerals are written from left to right [1]. Figure 1.1 shows 

the similarities and differences between the numerals of Urdu language with Persian and Eastern 

Arabic language. 

 

 

Figure 1.1: Numerals of Urdu, Persian, and Eastern Arabic language 

With the rapid growth of multimedia news and documentation, new challenges are arising in 

machine learning and pattern recognition [4]. Character recognition is gaining much attention 

due to advancements in technology such as smartphones and devices for capturing handwriting 

[5]. Since handwriting is highly writer dependant and every writer has a different style of writing 

hence there is a need for a highly reliable recognition system that identifies the character input to 

the application. 

In this work problem of classifying Urdu numerals from 0 to 9 is considered which finds uses in 

various practical applications in finance and administration [6]. They require a remarkable rate of 

recognition with a minimum error rate. According to Census held in 2017 reports, while only 
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37.2% of the total population lives in urban areas [7], a system that can recognize Urdu numerals 

can help teach rural people our national language and thus revive the use of Urdu. 

Optical Character Recognition (OCR) is very important research is in character recognition and 

artificial intelligence [8]. Many applications have been developed using OCR such as automatic 

license plates, text information extraction, and verification code images [9]. Furthermore, 

developers working on OCR systems have taken into account a broad variety of features for 

handwriting digit recognition. Although the majority of features are common, a few of them, 

such as graph-theoretic methods, gradient-based characteristics, and shadow-based 

characteristics, use special attributes to boost the classifiers' performance [10]. 

Machine learning algorithms have revolutionized by providing remarkable results in automatic 

speech recognition [11], face detection [12], translating text between two languages [13]. They 

have also proven themselves in advanced applications such as medical diagnosis [14], 

autonomous driving [15]. Deep learning techniques that are progressing to provide state-of-the-

art methods have surpassed human performance [16]. But the need for the data is always there to 

produce results. Furthermore, most of the deep learning methods require a large amount of data 

to train even to solve a single task. 

The scarcity of data is the bottleneck for any machine learning algorithm and to get around the 

matter of scarce training data, data augmentation is most commonly used. Data augmentation is a 

technique that is used to regularize models. Synthetic images are created by applying numerous 

transformations to the original dataset [17]. It generates artificial data from the available data. 

Numerous photometric and geometric transformations are applied on original images such as 

rotation, translation, flipping, and addition of noise creates new images.  Because of the random 

aspect of data augmentation, it has the ability to produce „unlimited‟ data by supplementing 

existing data. While this is a viable solution to the problem of insufficient training data, it is not 

widely accepted since the form of data augmentation and its requirements must be tailored to the 

task at hand. Also, the type of transformations that are needed to be applied depends on the 

problem we are trying to solve. In certain cases, some transformations change the class of the 

image for example rotating „6‟ 180 degrees change 6 to 9 and thus cannot be assigned the same 

class.  Furthermore, the parameters for augmenting data introduce a new set of important 
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hyperparameters that have a significant effect on the error produced by the deep learning 

algorithms [17]. 

Although the most popular method of data augmentation is to randomly augment data using 

basic transformations, more complex methods for synthesizing extra training data have also been 

suggested. However, since the distributions of actual and synthetic data are usually different, this 

is a difficult challenge that necessitates further post-processing on the synthetic data. The non-

linearity in the real world is more complex to be modeled by mere rotation and translation of the 

images. As a result, using a generative model to augment data will boost the training required for 

deep learning approaches. This generative model is normally fine-tuned or matched to fit the 

actual data distribution for rendering-based approaches. 

Generative Adversarial Networks (GANs), recently proposed by Goodfellow et al. in 2014, 

provide an appealing way of automatically learning a generative model by simply training a 

typical deep neural network. A GAN is made up of two sub-networks that compete with each 

other: the generator and the discriminator. The generator creates data from a noise vector as 

input. The discriminator is a regular classification network that takes input data from the 

generator as well as real data. The discriminator's task is to correctly identify each image given 

input as real or synthetic, while the generator's goal is to generate images that look like real data 

in order to trick the discriminator. GANs have shown promising results in activities such as 

image generation [18][19], synthetic data generation [20], and domain transfer [21]. However, 

though GANs produce amazing results when trained on massive data, how GANs behave when 

trained on a small amount of data is still a subject of active research. 

One of the most common Deep Neural Network (DNN) learning algorithms that can perform 

classification tasks directly from images is the Convolutional Neural Network (CNN). It 

automatically generates features using convolution layers. And then the probabilities of each 

class are predicted by connecting a fully connected layer. However, this revolutionary method is 

prone to poor performance and overfitting because in classification some of the features at high 

frequencies are not useful. Inspired by how humans visualize scenes by focusing more on 

important details while suppressing unimportant attributes, attention mechanism is incorporated 

in CNNs. This method improves the representation ability of CNN and focuses on important 
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information. Convolutional layers extract important features by combining spatial and channel 

information. By applying attention modules each of the layers can learn not only „what‟ but also 

„where‟, to focus on spatial and channel axis. This helps in information flow in the model by 

learning which information to suppress and which to emphasize [22]. 

For this thesis, we will focus on data augmentation methods in the context of image classification 

of Urdu numerals. Image classification is the task of categorizing each image by assigning a 

label. Each numeral belongs to the class from 0 to 9. Figure 1.2 illustrates an Urdu numeral and 

its classes. 

 

Figure 1.2: Classification of Urdu numerals 

1.2. Motivation 

The motivation behind this topic is that several automatic systems are available in the market for 

offline handwriting recognition for few major world scripts, such as English, Chinese, Arabic, 

Japanese, etc due to the abundance of public data available for these languages. While Urdu 

which is very popular in South-Asian countries has been neglected for so long. One reason is the 

lack of public datasets available to bring the Urdu language to a competitive level as data is the 

essence of machine learning programs. So the main motivation behind developing a handwritten 

Urdu numeral classifier is that majority of the work has been done on English numerals so it is 

the need of the hour that techniques of deep learning are applied to our mother language „Urdu‟. 

In this way, the problems related to Urdu character recognition could be solved as efficiently as 

they are solved in other languages. 

1.3. Problem Statement 

Since Urdu numerals have a low technical exposure, the aim is to get Urdu up to par with other 

languages. Since the dataset contain only 9800 images so the proposed idea is to apply GAN on a 

novel dataset that is collected on lines of MNIST to increase the size and then see how the CNN 
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performs in terms of accuracy when augmented data is added. The aim is to add attention 

mechanisms in the standard ConvNet that are currently available. 

There are two main objectives in the execution of the idea. The first is to apply GAN to augment 

the data as every person has a different writing style and strokes, augmentation can help 

incorporating non-linearities or dynamics of the real world. This would be tested with different 

variations of GAN available. The second is applying CNN on the data to achieve the recognition 

task and see which of the network gives the best results in terms of accuracy. 

1.4. Contribution of the Thesis 

The contributions of this thesis are: 

1. DCGAN is applied to augment the Urdu numerals dataset. The results are further 

enhanced by rigorous experimentation by employing traditional ways of augmentation on 

the dataset, which has not been explored earlier on this problem.  

2. The outcome of the experiments is evaluated using: 1) PCA 2) t-SNE. It is observed that 

artificial images form tight clusters with original images in high dimensional space. 

3. The state-of-the-art Urdu numeral classifier is developed by training extended data using 

an attention mechanism in Convolutional Neural Network. The classifier achieved an 

accuracy of 100%. 

4. The results are further validated on four test sets and numerals of three languages. 

1.5. Organization of Thesis 

This thesis consists of seven chapters. It is organized as follows: 

1. Chapter 1 introduces Urdu Numeral and the role of OCR, motivation, problem statement, 

the contribution of thesis in the field of Urdu Numeral Recognition. 

2. Chapter 2 provides a literature review on digit classification of Urdu language and other 

different existing works and techniques available that has been implemented for similar 

problems. The focus is on the work done for recognition of Urdu numeral, GAN for data 

augmentation, and attention mechanism in CNN 
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3. Chapter 3 discusses the proposed method of implementation for the task at hand. Also, the 

discussion is provided for existing datasets and proposed dataset that is obtained to 

efficiently solve the problem at hand. An elaborated discussion of the Deep Convolutional 

generative Adversarial Networks (DCGAN) and attention mechanism in Convolutional 

Neural networks have also been provided in this chapter. 

4. Chapter 4 presents results and discussions. It explains evaluation metrics, results, and 

performance comparisons between all networks.  

5. Chapter 5 is the conclusion where a summary of the thesis is provided along with problems 

encountered and suggestions for future work. 
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2. Literature Review 

 

Numeral Recognition has been around in computer science for a few decades now. However, 

deep learning techniques have not been extensively used to solve this problem. This thesis 

focuses on applying the latest deep learning research to classify the images of digits. The 

literature review on Urdu Numeral Recognition is discussed in detail in this chapter. The work 

done is divided into three parts as (1) Urdu Numeral Recognition (2) Data Augmentation using 

GAN (3) Attention Mechanism in CNN. 

2.1 Urdu Numeral Recognition 

Due to the abundance of public data available for English, Arabic, Chinese, Japanese languages 

many offline systems for handwriting recognition are available. In [23] techniques of analysis-

by-synthesis origin are used for character recognition. Syntactic approaches to character 

recognition are built on this foundation. With the developments in the field of deep learning, 

Urdu handwriting recognition has advanced to a new level. Urdu text has been extensively 

analyzed from every perspective, from CNN's to BLSTMs, and ultimately to autoencoders. In 

[24] used stacked autoencoders to extract features from pixel values of 178570 ligatures. They 

achieved 96% accuracy using 3732 class images. [25] used CNN to test 18,000 Urdu ligatures 

from 98 different groups and achieved a classification rate of up to 95%. With 99.02% accuracy, 

SVM was used to correctly identify Urdu ligature components [26]. [27] address developments 

in preprocessing methods for input data ranging from plain handwritten documents to deformed 

images, as well as images of perspective variance and context clutter. They argue that using one 

preprocessing technique is not enough to achieve high accuracy; however, a combination of 

preprocessing techniques must be used to produce a good result. There are essentially two kinds 

of recognition systems: online and offline [28], [29]. When a person writes on a special writing 

pad or surface, the machine identifies it and translates it into codes. Offline recognition systems 

use images or documents as input and are then translated to digital form. Offline identification is 

done in stages, with images being segmented, cropped, resized, and features removed before 

being identified [30]. The dissertation on Urdu numerals using offline recognition is presented in 

this article [30]. A recognition method is suggested in [31] based on feature extraction by 
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segmentation and slant elimination by slant analysis and search dictionary for classification. 

After applying bidirectional long short-term memory (BLSTM) networks in 1-D to 700 text lines 

(including Urdu handwritten samples and Urdu numerals) in [32] obtained a 6.04–7.93% error 

rate. In [33] use Kohonen Self Organisation Maps on a total of 6000 Urdu numerals and achieve 

a 91% quality. A paper similar to this is in [34], in which Urdu text is combined with (MNIST) 

to learn similar trends. By pre-training the network on the Modified National Institute of 

Standards and Technology dataset (MNIST), they used CNN and multi-dimensional long short-

term memory (MDLSTM) on UNHD samples. 

Work done in other languages play a very important role to solve the task in our language. For 

instance [35] describes work done on Eastern Arabic numerals using OCR in 2015. [36] uses 

Arabic Handwritten Digits Database (ADBase) to equate the problems with Latin and Arabic 

handwritten numerals in [37]. [38] used a genetic algorithm to extract local features from a 

dataset of handwritten Bangla digits, which were then fed into an SVM. It yielded 96.7% 

promising results. Finally, MetaQNN [39], which was proposed in 2018, is a recent noteworthy 

technique. The creation of CNN architectures is focused on reinforcement learning, and it has 

origins in the neuro-evolution of CNN committees. When using an ensemble of the most 

effective discovered neural networks, it has an error rate of 0.44% and 0.3%, respectively. 

2.2 Data Augmentation using GAN 

Due to the unavailability of the public dataset, online or offline data augmentation has not been 

yet applied to the problem of Urdu digit classification. Also, there is no work cited to the best of 

our knowledge of the implementation of GAN in this area. Hence work done in other languages 

is presented that will help us solve the task which is very similar to the idea presented in this 

paper. [40] generated handwritten Arabic digits in the numeral script of Eastern Arabic. They 

used different variants of GAN such as deep convolution GAN (DCGAN), Bidirectional GANs, 

(BiGANs), VanillaGANs, and WassersteinGANs (WGANs). With accuracy values of 96.815% 

and 69.93%, respectively, DCGAN outperforms the other GANs in the native-Arabic human 

benchmark. DCGAN was applied on the three popular Bangla handwritten datasets Bangla 

Lekha-Isolated, CMATERdb, ISI, and their own dataset Ekush in [41]. They said that DCGAN 

produced Bangla digits successfully, making it a reliable model for generating Bangla 

handwritten digits from random noise. To improve the efficiency of the classifier, [42] used 
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GAN to increase the data. They researched how much artificial images can be produced before 

output begins to deteriorate. They tested the idea on four datasets of handwritten digits which 

were Latin, MNIST, Latin, Devanagri,  Bangla, and Oriya. Though the performance improved 

for a bit, after a while, too many GAN-produced images caused the performance to deteriorate. 

[43] claims that the traditional data augmentation method may lead the generator to incorrectly 

learn the distribution of the augmented data, which may vary from the original data distribution. 

They then suggest a principled system Data Augmentation Optimized for GAN (DAG), to allow 

the use of augmented data in GAN training to enhance the original distribution's learning that 

minimizes the divergence between the original and model distribution. They applied DAG to 

different GAN models such as conditional and unconditional GAN, CycleGAN, and self-

supervised GAN using datasets of a medical and natural image. Their result showed that DAG 

achieved consistent and significant improvements in these models. 

2.3 Attention Mechanism in CNN 

The convolutional block attention module (CBAM) is a recently introduced module in deep 

learning. Since the attention mechanism has never been applied in numeral recognition of any 

language to the best of our knowledge, hence we have considered the research in other areas. It 

has been widely applied in natural language processing tasks. In [44] a large long short-term 

memory architecture (LSTM) performs better on limited vocabulary using the attention 

mechanism. [45] establishes a differentiable attention mechanism that emphasizes the neural 

network to focus more on different parts of the given input. For visual tasks like image, 

classification attention has brought about revolutionary changes in the visual recognition world. 

The spatial attention component is modified in [46] to generate different spatial attention maps 

customized for diversified multi-label learning. The enhanced local features obtained as a result 

of this are aggregated into non-local representation and then they are applied in CNNs to get 

remarkable accuracies. Components from Inception and ResNet architecture are combined with 

visual attention networks to achieve exceptional performance on the ImageNet dataset [47]. 

Squeeze and excitation block investigates the relationship between channel-wise features. Like 

attention, it works on channel-wise feature responses which are recalibrated to model inter-

dependencies [48]. 
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After reading the state-of-the-artwork in this field following table summarizes the literature 

review. 

Table 2.1: Summarization of Relevant Techniques 

Paper  Technique  Dataset Result and Limitation 

Urdu Numeral Recognition 

[2] Convolution Neural Network  8000 Urdu 

numeral 

Character recognition of 

rotated, mirror-text, and 

noisy images  

[33] Kohonen Self Organisation Maps  6000 Urdu 

numerals 

91% quality 

[39]  Different Daubechies Wavelet for 

extraction and. Multilayer Neural 

Network has been used for 

classification.  

2000 Urdu 

numerals 

Accuracy of 92.07% 

[15] Deep auto-encoder and convolutional 

neural network 

Written by 900 

individuals 

Accuracy of 97% for digits 

Generative Adversarial Network 

[40] a Basic GAN, deep convolution 

GAN (DCGAN), Bidirectional 

GANs, (BiGANs), Vanilla GANs, 

and Wasserstein GANs (WGANs).  

291 images of 

Arabic Dataset 

Accuracy values of 

96.815%. 

 

[41] DCGAN (Deep convolutional 

generative adversarial networks)  

Three datasets:  

CMATERdb, 

BanglaLekha-

Isolated, ISI, and 

Successful generation of  

Bangla digits 
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their own dataset 

Ekush 

Attention Mechanism for image classification 

[46] Global spatial attention 

mechanism in CNNs  

Medical 

images 

Accuracy of 84.8%.  

 

 

We can observe after reviewing the state-of-the-art techniques that have been proposed in recent 

years that Urdu numeral generation and recognition are unexplored while the digits of various 

languages have been experimented on using the latest research. In this thesis, we aim to apply a 

deep convolutional Generative Adversarial Network for image generation and then building an 

Urdu numeral recognizer by incorporating an attention mechanism on a dataset that also contains 

DCGAN augmented images. 

  



 

 

12 

 

3. Methodology 

 

Urdu Numeral Recognition is a relatively unexplored area. In this thesis, we provide Urdu 

numeral recognition and discus every step in detail in the following paragraphs. The 

methodology for Urdu numeral recognition is given below in Figure 3.1. This chapter is divided 

into three sections. The first section discusses the existing dataset and the reason for gathering 

this new dataset of Urdu numerals. We then provide a detailed explanation of the image 

acquisition procedure that we followed and the pre-processing steps that we have taken to add 

diversity and dynamics to the real world. The second section provides the description of the 

Generative Adversarial Network and our proposed approach to apply deep convolution 

Generative Adversarial Network. We have discussed the generator, discriminator, and loss 

function used as part of our approach. In the last section, we have demonstrated the Convolution 

Neural Network and our proposed architecture for the classifier. We have given an in-depth 

insight into various models that we have used to obtain the best classifier.  

 

Figure 3.1: Methodology Block Diagram  

3.1. Dataset 

3.1.1. Existing Datasets 

Once we have reviewed the state of art. The next step in deep learning for a problem related to 

OCR is the dataset. Data used in any machine learning algorithm needs to be standardized to get 

exemplary outputs. While defining the problem statement no dataset meeting our needs were 

found. There are datasets comprising Urdu text and spoken words by EMILLE (Enabling 

Minority Language Engineering) [51] containing 67 million South Asian words. Urdu Printed 

Text Image Database (UPTI) [52] was created by Sabbour and Shafait which contained 10,063 

text lines artificially generated. On similar lines Centre for Language Engineering (CLE) [53] 

has extracted 192 million words from various domains such as news, sports, culture, finance, and 
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consumer information.  Urdu Nastalique Handwritten Dataset (UNHD) was created by Ahmed in 

2013 [54] that comprises of total words of 312,000 in 10,000 text lines. In all the available 

datasets for the Urdu language either there were no numerals or very few numerals were found 

which were not enough to build and train the model. 

Table 3.1: Existing Dataset 

Dataset Content Size 

EMILLE (Enabling Minority 

Language Engineering). 

South Asian words 67 million words 

Urdu Printed Text Image 

Database (UPTI)  

artificially generated text lines Total 10,063 lines 

Centre for Language 

Engineering (CLE)  

From domains such as news, 

sports, culture, finance, and 

consumer information.   

192 million words 

Urdu Nastalique Handwritten 

Dataset (UNHD)  

Urdu words Total 312,000 words in 10,000 

text lines. 

 

3.1.2. Proposed Dataset 

We sought to build our own dataset to continue with the research work as current datasets did not 

match the requirement of our research 

3.1.2.1. Image Acquisition 

Our dataset consisted of a total of 9800 images of Urdu Numeral categorized in 10 classes from 

0-9. We gathered the data from 200 different people. They belonged to different age groups from 

4 to 81 years. We consciously did this to add versatility to our dataset since each person has a 

different style of writing. The aim was to add the dynamics of the real world so that when this 

model trained on this dataset is deployed in the real world can perform exemplary. Numerals 

were written on white paper with a black marker, and inspiration was gathered from the 
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Modified National Institute of Standards and Technology (MNIST) and Arabic Handwritten 

Dataset (AHD). 

3.1.2.2. Pre-Processing 

We took pictures of the numerals from the CAM Scanner application. Once we had the images 

of A4 paper with numerals written on it, we then cropped them using the connected component 

labeling technique. Connected component labeling or connected component analysis is an 

application of graph theory. It is used to determine the connectivity of regions that resemble blob 

in the binary image. Hence the first step was to convert it into binary images so that the pixels 

have either 0 or 255 values i.e. either they are considered as background or foreground. The 

binary image obtained often contains noise at the background these are the unwanted the pixel 

that need not be included in the images of numerals. On the binary image, we compute the 

boundary box which provides us the starting coordinate value x and y and the width and height 

of the connected component. Using the bounding box information we crop the region and then 

save it as a separate image of 32 ×32 sizes. To remove noise we filter out the bounding box that 

is either too small or too large.  The process of connected component labeling is shown in Figure 

3.2. In Figure 3.2, an image is converted into a binary image and a connected component is 

identified using a bounding box. Figure b further highlights the connected component and Figure 

c shows the cropped version of numeral 4. 

                

Figure 3.2: Connected Component Labeling (a) Original Image. (b) Binary Image. (c) Cropped 

Numeral 
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We subconsciously wrote digits belonging to the same class on one paper so that once we have 

the entire cropped image from one paper we could place them all in the same folder and label the 

folder with a class name. This would provide us with labeled data at the end. 

To add more variety to the dataset we add some hard cases as well. We also gathered the data 

that was written on crumbled pages. We later added dots on the page so that our dataset contains 

the dynamics real world which is highly non-linear as people don‟t always write on clean pages. 

These modified pages were filtered using a Gaussian filter which minimized the effect of noise. 

We tested different sigma values and found 3 to be the most ideal. At sigma value 3 produced the 

most optimal results. The original image of hard case data and the filtered image is shown below 

in Figure 3.3. 

                             

Figure 3.3: Hard Cases (a) Original Image. (b) Gaussian Filtered Image 

Then we threshold the image to get a binary image so that we only have background white and 

foreground black including the noise. We performed experiments with different threshold values 

as can be seen below in Figure 3.4. After a repeated experiment with the threshold values, we 

observed that if the threshold is set to a higher value i.e. 150 the numerals appear very sharp but 

so is the noise as can be seen in Figure 3.4a. If we subdue the noise by keeping the threshold low 

i.e. 50 the edges of the numerals in images also blurs and we lose some pixels to the threshold as 

can be observed from Figure 3.4b. But with the threshold value set to 120 most optimal result 

was obtained shown in Figure 3.4c. 
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Figure 3.4: Different Threshold Value (a).High Threshold Value 150 (b) Low Threshold Value 50 

(c) Optimal Threshold Value 120 

 

3.2. Generative Adversarial Network 

Deep neural networks have been around for a long time but as the network gets deeper the more 

data is required to train it. Since their inception, Generative Adversarial Networks (GANs) have 

been particularly effective in the generation of the image. It consists of two networks i.e. 

generator (G) and discriminator (D) playing a min-max game. The G takes as input random 

variables from a latent space and output the generated images labeled as 0. These generated 

images are mixed with real images labeled as 1. Collectively they form a dataset that serves as 

input for D. Discriminator is designed to perform binary classification i.e. classify images as real 

or fake. While G aims to maximize the error of generated images, D attempts to reduce the errors 

for fake and real images. This can be expressed by the following equation: 

 𝑚𝑖𝑛𝐺𝑚𝑎𝑥𝐷 𝑉 𝐺, 𝐷 =  𝐸𝑥~𝑝𝑑𝑎𝑡𝑎 (𝑥)[ [ log𝐷 𝑥  ] +  𝐸𝑧~𝑝𝑥  𝑧 [1 − log𝐷 𝐺 𝑧  ] ] 3.1 

x represents an example of an image example, p is the distribution of data, and latent variable is 

represented by z. 

In this thesis, we have proposed the use of deep convolutional GAN to augment Urdu numerals. 

To enhance the results and inculcate the different writing styles, we have experimented using 

traditional augmentation techniques in the dataset. Moreover, we have compared the results of 

DCGAN when no augmentation is applied on the dataset and when the dataset is augmented 

using traditional ways before providing them as input to DCGAN. These experiments helped 
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improve the realness of the augmented images generated by DCGAN. We have also evaluated 

the results of DCGAN using t-SNE. 

3.2.1. Proposed Approach for DCGAN 

We propose the use of Deep Convolutional Generative Adversarial Networks (DCGAN) to 

augment the Urdu numeral dataset. The architecture is represented in Figure 3.5 

 

Figure 3.5: DCGAN Architecture for Urdu Numerals 

 

3.2.1.1. Generator Network 

The purpose of the generator network here is to create new and fake but realistic handwritten 

digits. It does this by taking as input random 100 × 1 noise vector which is then provided to 

dense layer to obtain 128 different 7×7 feature maps. Then there are three convolution transpose 

layers to upsample the obtained representation with ReLU activation function in between except 

for the last convolution layer. This allows the model to quickly learn saturation and cover the 

color space of the training distribution [56]. In our proposed architecture using three convolution 

transpose layers, we have upsampled the representation of size 4 × 4 × 256 to an image of size 

32 × 32. 
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3.2.1.2. Discriminator Network 

The aim of the discriminator network is to determine whether the images are fake or real. The 

network takes a combination of 32 × 32 size originals images from the dataset and images 

generated by the generator as input followed by three convolution layers with leaky ReLU 

activation function in between as recommended by Radford et al. [57]. The last convolution layer 

uses a sigmoid activation to determine whether the image was original (real) or generated by a 

generator (fake). 

3.2.1.3. Loss Function 

In this thesis, we have used the min-max loss function given by Equation 3.1. Binary 

classification is employed in discriminator networks as it needs to distinguish between real and 

fake images. Binary Cross-Entropy (BCE) is given as: 

 

𝐽𝐵𝐶𝐸 𝛳 =  
1

𝑀
 [ 𝑦𝑚  𝑙𝑜𝑔 ( 𝑕𝛳

𝑀

𝑚=1

(𝑥𝑚 )) + (1 − 𝑦𝑚 ) 𝑙𝑜𝑔 (1 −  𝑕𝛳(𝑥𝑚))] 

 

 

3.2 

M here represents training samples in a mini-batch, ym is the label of a target for training sample 

m (for real image label is 1 and for fake image, the label is 0), the input for a training sample is 

given by xm whereas hθ is model with network weights ϴ. We are summing over variable M as 

shown by summation at the start of Equation 3.2. This gives us the average cost of all examples 

in the entire batch. Moreover, if 1 is the output of the model then the loss will be –log (1) = 0 

and, hence training sample is a real image. On similar lines (1−ym) log (1−hθ ( xm)) 

3.3. Convolution Neural Network 

In the field of computer vision, fine-grained image recognition is a significant subset 

[60][61][62]. To maintain “big variations within the class and minor differences between 

classes." makes it a difficult problem. Fine-grained image classification has more research value 

and practical importance as compared to conventional image classification. It requires learning 

the subtle features thoroughly while placing local visual distinctions with appropriate 

discrimination. 
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Convolution Neural Network consists of the following major components. 

 Convolutional Layer: This layer detects the features in an image or feature map given at 

its input using a filter kernel. Filter kernel slides over the image and computes the product 

between features and the portion that is being scanned by the kernel. 

 Pooling: This operation is responsible for reducing the size of the image or feature map 

while preserving the important characters in the image. This helps to improve the 

efficiency of the network and eliminates over-learning. The most commonly used pooling 

is Max-Pool that preserves only the maximum value in window 

 Activation Function: It provides non-linearity to the network. Usually employed after 

convolution and fully connected layer. Most commonly used activation function is 

Rectified Linear Units (ReLU) that replaces the negative value in feature map with 0 and 

pass the positive values as it is. The ReLU function is defined by max operation i.e. 

ReLU(x)=max(0,x), demonstrated by Figure  

 

Figure 3.6: Rectified Linear Units (ReLU) 

 Fully connected layer: This layer is usually employed at the end of the network. Many 

researchers do not consider it as part of the CNN model. It receives input vector and 

applies linear combination and activation function to input values and generate output 

vector. 

 

Urdu numerals provide sufficient complexity. Unlike other languages, Urdu digits are very 

similar to one another as can be seen in Figure 3.7. 
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Figure 3.7: Structural Features in Urdu Numerals 

 

While numeral 7 is at 45 degrees to digit 8 which in turn is similar to 5. Also, a total of six digits 

contain horizontal lines. Digits 2 and 6 are mirror images of each other while the difference 

between 2 and 3 is of an additional arc. 

Dealing with such images requires concentrating on features that distinguish them from the rest 

of the classes. Inspired by how humans visualize scenes by focusing more on important details 

while suppressing unimportant attributes, attention mechanism is incorporated in CNNs. This 

method improves the representation ability of CNN and focuses on important information. In this 

thesis, we present a handwritten recognizer for Urdu Numerals using Convolution Based 

Attention Module and Squeeze-and-Excitation Network (SE) with ResNet18. These are then 

compared with vanilla ResNet18 to compare the differences in accuracies. 

3.3.1. Proposed Approach for Convolution Neural Network 

In order to perform the classification of handwritten Urdu numerals, we used 3 different 

variations of ResNet architectures i.e. vanilla ResNet18, a combination of ResNet18 and SE, and 

finally the combination of ResNet18 and CBAM. Moreover, we trained and tested these 

variations with and without GAN augmented images. Hence total of six experiments was 

conducted to get a comparison for the best results. 
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3.3.1.1. ResNet Architecture 

To get an understanding of the performance of the base model, we applied ResNet18 which 

consist of 18 weighted layers, with shortcut connection in between each pair of 3×3 filters. 

 

Figure 3.8: ResNet18 Architecture [66] 

3.3.1.2. Squeeze-and-Excitation Module (SE) 

A new architectural unit was introduced in 2019 - the Squeeze-and Excitation (SE) block which 

was the foundation block for the winner of the ILSVRC 2017 challenge [63]. It focuses on 

channel-wise features and gives a higher preference to specific channels over others. This is done 

by scaling more important channels by a higher value. 

 

Figure 3.9: Squeeze and Excitation Block in ResNet [67] 

The Squeeze and Excitation block is shown in Figure 3.9. SE block improves the power of 

representation in a network by enabling the feature recalibration in channels. The convolutional 
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block is given to it as input. It then squeezed each channel in one numeric value by taking 

average pooling. Non-linearity is added by ReLU following dense layer and hence output 

complexity in the channel is reduced in the ratio. Then another dense layer is added following 

the sigmoid that gives a smoothing effect to each channel. Finally, each feature map in the 

convolutional block is weighted based on the excitation. 

3.3.1.3. Convolutional Block Attention Module (CBAM) 

Convolutional Block Attention Module (CBAM) module was presented in 2018 with the aim of 

boosting the representation power of CNNs [65]. It makes a CNN focus on important foreground 

information and gives less preference to useless background information. For instance, for object 

detection target class of objects is the important information based on which the model should 

work. For image classification, the background noise caught during the image acquisition 

process is dealt with as unnecessary information. CBAM is usually applied to spatial and channel 

dimensions. 

3.3.1.3.1. Channel Attention 

In this thesis, we have first applied the channel attention module and then the spatial attention is 

applied across spatial dimensions. Finally, the result is added to the previous convolutional layer. 

This arrangement of attention modules is of the same order which was used in the original 

CBAM paper [65]. 

Given a feature map F ∈ R with dimensions C×H×W as input. 1D channel attention map 

Mc∈R
C×1×1 

and 2D spatial attention map Ms ∈ R1×H×W 
are sequentially inferred by CBAM. The 

complete process is summarized by the following equation as given in [65]: 

 𝐹′ =  𝑀𝑐 𝐹  ⊗ 𝐹 3.3 

 𝐹′
′ =  𝑀𝑠 𝐹′  ⊗ 𝐹′ 3.4 

 

⊗ represents element-wise multiplication. F'' denotes final refined output. Figure 3.10 represents 

the CBAM module 
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Figure 3.10: Convolutional Block Attention Module (CBAM) [65] 

In our approach, we first applied channel attention which explores the relationship of features 

between inter-channels. Given an image, it concentrates on 'what' is important by squeezing the 

input feature map. Features are both max-pooled and average-pooled simultaneously. This 

improves the power of representation in networks as compared to using each independently. The 

operation of channel attention is provided by following Equation 3.5 in [65]. 

 𝑀𝑐 𝐹 = 𝜎(𝑊1  𝑊2   𝐹𝑐
𝑎𝑣𝑔

   + 𝑊1(𝑊0 𝐹𝑐
𝑚𝑎𝑥  ) 3.5 

3.3.1.3.2. Spatial Attention 

We then employed spatial attention that utilizes the relationship of features at the inter-spatial 

level. Unlike channel attention, it concentrates on 'where' information by first average pooling 

and max pooling features along the channel axis and then concatenating them to generate an 

effective feature descriptor. This highlights the informative region. Equation 3.6 demonstrates 

the spatial attention mechanism 

 𝑀𝑠 𝐹 =  σ   𝑓7×7    𝐴𝑣𝑔𝑃𝑜𝑜𝑙  𝐹 ;𝑀𝑎𝑥𝑃𝑜𝑜𝑙  𝐹     3.6 

 =  σ  f 7×7  Fs
avg

; Fs
max     Ms(F) 3.7 
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4. Results and Discussion 

4.1. Deep Convolutional Generative Adversarial Network 

To experiment with DCGAN we provided the dataset of Urdu Numeral containing 9800 images 

of classes 0 to 9. The sample of the dataset is given in Figure 4.1 

 

Figure 4.1: Sample from Original Dataset 

 

4.1.1. Experimentation and Results 

We trained the generator and discriminator network using a learning rate of 0.0002 and 

momentum of 0.5. The number of epochs was 200 using a mini-batch of 128. Initially, we 

trained the DCGAN for 50 epochs and the images produce resembled numerals. The quality of 

images though further improved after 200 epochs but some numerals were still unrecognizable as 

can be seen in Figure 4.2a. Then we augmented the dataset using traditional ways and provided 

the increased dataset to the DCGAN and observed the results. The dataset was augmented 

keeping in view the nature of the numerals because some pairs of numerals such as 2 6 and 7 8 

are very much similar and mere rotation can change their class instead of producing an 

augmented image. Another key point that was kept in view was that the result of DCGAN 

without augmentation showed that some numerals produced are more real than the others such as 

DCGAN was able to produce 3,8 and 9 better than the rest. So our focus was mainly on those 

numerals that were hard for the DCGAN to generate. Hence numerals 0 and 5 were flipped and 
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added to the dataset. Digits 1, 2, 3, 6, and 4 were randomly rotated between 0 and 10 degrees. 

Numeral 8 was rotated anticlockwise for 45 degrees and was added to numeral 7. After these 

operations, the size of the dataset was increased from 9800 to 22000. We analyzed that after now 

after 150 epochs the results were very real. The results of DCGAN with and with data 

augmentation can be seen in Figure 4.2b. Hence the augmentation of few classes refined the 

results altogether and due to the generation of new images, the data gets more supplemented and 

we get clearer margins between classes. 

 

         

Figure 4.2: DCGAN generated Images (a) Without Augmentation (b) With Augmentation 

 

It is very evident from Figure 4.2b that it is hard to identify the fakeness in the numerals 

generated by the DCGAN. Numerals 0, 1, 2, 4, 5, 6, and 7 are as real as the original dataset. 

We then plotted the accuracy and loss graph during generator and discriminator training as 

shown in Figure 4.3. It can be seen that the loss of the generator and discriminator for both fake 

and real images is almost 0.5, and the accuracy of the discriminator network is around 80% 

which indicates that the model has converged to a stable equilibrium. 
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Figure 4.3: DCGAN Loss and Accuracy of Generator and Discriminator Network 

 

4.1.1.1. Synthetic Image Quality Evaluation 

Generative Adversarial Network (GAN) produces fake images as real as the original images. 

While these images appear similar to the naked eye there is certain evaluation required to 

confirm the realness of the generated images. To evaluate the augmented data, we first used 

Principle Component Analysis (PCA) to visualize the DCGAN augmented data in a 2D plane.  

4.1.1.2. Principal Component Analysis 

Principal Component Analysis (PCA) is unsupervised data visualization and dimensionality 

reduction technique for the data in high dimensional space. It is hard to get insight from the data 

that resides in a higher dimension and also is computationally very intensive. The aim of this 

technique is to decrease data dimensionality which is highly correlating by applying 
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transformation on original vectors to obtain a new set called principal component. It tends to 

preserve the global structure in data by mapping the cluster as a whole due to which local 

structures in data might get lost. While PCA enables the representation of data by reducing 

dimensions, it retains eigen vectors and eigen components which are then projected onto eigen 

space to get the visualization. Application of PCA includes feature extractions, noise filtering, 

gene data analysis, and stock market predictions.  

 

 

 

Figure 4.4: PCA (a) PCA of Original Dataset (b) PCA of DCGAN generated images of 

numeral 3. (b) PCA of DCGAN generated images of numeral 8. (d) PCA of DCGAN 

generated images of numeral 9. 
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The result of PCA, when applied to DCGAN, augmented data can be seen from Figure 4.3. We 

can observe that the distinction between numerals is not clear. One reason being the Linear 

algorithm so does not learn the complex polynomial features. 

4.1.1.3. t-Stochastic Neighbor Embedding (t-SNE) 

t-Stochastic Neighborhood Embedding (t-SNE) [68] is also a data visualization and an 

unsupervised dimensionality reduction technique but unlike PCA, t-SNE is the non-linear 

algorithm that used complex mathematics but the idea behind it is simple. It transforms the point 

from a higher dimension to a lower dimension while preserving the neighborhood of the point. It 

preserves the local structure between two distributions in data by reducing the Kullback–Leibler 

divergence (KL divergence) corresponding to the location of a point on the map. t-SNE finds 

application in music analysis, computer security research, cancer research, biomedical signal 

processing, and bioinformatics. 

t-SNE is also used as a tool for evaluating the GAN augmented images. In many research works, 

it is the first used evaluation metric used for the evaluation of artificially generated images. In 

this thesis, we used the t-distributed stochastic neighbor embedding (t-SNE) approach to evaluate 

the realness of the fake images generated by DCGAN.  

From Figure 4.4(b), (c), and (d) we can observe that the results of DCGAN in terms of 

distribution of data points are very close to the real images. When the samples generated using 

DCGAN for digits 3, 8, and 9 are visualized on a 2D plot, it is very evident that real and fake 

images for this digit are clustered together and it is very hard to distinguish between original and 

DCGAN augmented images due to their high correlation. 

 

 



 

 

29 

 

 

 

Figure 4.5: t-SNE (a) t-SNE of Original Dataset (b) t-SNE of DCGAN generated images of 

numeral 3. (b) t-SNE of DCGAN generated images of numeral 8. (d) t-SNE of DCGAN 

generated images of numeral 9. 

 

4.2. Convolution Neural Network with Attention Mechanism 

4.2.1. Experimentation and Results 

We rigorously evaluated three architectures namely vanilla ResNet18, ResNet18 incorporating 

squeeze and excitation block, and convolution block attention module in ResNet18. All these 

architecture were experimented with and without DCGAN augmented images. 

The first set of experiments was conducted without DCGAN artificially generated images. The 

dataset was split into three independent and identically distributed sets: Training, Validation, and 
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Test. Training data consist of 80% of the dataset comprising 7,840 images. Validation data 

comprised 10% of training data comprising 784 images while test data comprise 10% of the 

dataset, resulting in 1960 images. The three architectures were trained in training data and fine-

tuned on validation data. 

In the second set of experiments, we generated 30% new images which increased the total size of 

the dataset by 13,600. The training, validation, and test ratio used were the same as before. This 

resulted in 10,800 train images, 612 validation images, and 1360 test images. 

We experimented using different batch sizes of 32, 64, and 128. While we used Adam optimizer 

because it sets regret bound on convergence rate [70] Adaptive learning is employed while 

training these architectures. The initial value of the learning rate is set to 1e-1 for the first 80 

epochs. It then reduces to 1e-2 after 120 epochs and after 160 epochs further reduces to 1e-3. 

Finally for epochs greater than 180 learning rate of 0.5e-3 was used. The accuracy and loss 

graphs for six architectures are shown in Figure 4.5 and Figure 4.6. We can observe from the 

graphs that each experiment conducted was not subjected to overfitting and underfitting during 

training. The hyperparameters selected ensured the ideal fit which was only possible after 

extensive and repeated experiments. 

The results are summarized in Table 4.1. We can clearly conclude that though none of the 

experiments performed below average on the test set the addition of DCGAN images increased 

the performance in the second set of experiments. In both sets of experiments, CBAM performed 

better than the vanilla version of ResNEet18 and SE version of ResNet18. And out of all six 

experiments ResNet18 with CBAM module with artificially generated images using DCGAN 

performed the best. 

Table 4.1: Results of six Architectures 

 

 

 ResNet18 ResNet18 + SE ResNet +CBAM 

Without DCGAN images 96.2% 97.5% 98.8% 

With DCGAN images 97.2% 99.1% 100% 



 

 

31 

 

Without DCGAN images 

Accuracy Loss 

ResNet18 

  

ResNet18 + SE 

  

ResNet18 + CBAM 

  

Figure 4.6: Without DCGAN augmented imagesLoss and Accuracy graphs for (a) ResNet18 (b) 

ResNet18 +SE (c) ResNet18 +CBAM. 
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With DCGAN images 

Accuracy Loss 

ResNet18 

  

ResNet18 + SE 

  

ResNet18 + CBAM 

 
 

Figure 4.7: Without DCGAN augmented images Loss and Accuracy graphs for (a) ResNet18 (b) 

ResNet18 +SE (c) ResNet18 +CBAM. 
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4.2.2. Evaluation 

To evaluate the results we computed a confusion matrix. A confusion matrix is used to 

demonstrate the performance of the model used for classification. It used a test set for which we 

already know the true value. Since the test set is not seen by the model performance on the test 

set provides the performance of the model when deployed in the real world. 

 

Figure 4.8: Confusion Matrix for CBAM Model with DCGAN augmented images 

Figure 4.6 shows the performance of the ResNet18+CBAM model on the test set. We can see 

that out of 1360 test images only 4 images are wrongly classified. While others are correctly 

classified.  

4.2.2.1. Evaluation using different Test Sets 

Since we achieved the highest accuracy on the model trained using the attention mechanism on 

the dataset that now includes the DCGAN augmented images, we created different test sets 

obtained from various sources. We created four test sets from sources given below in Figure 4.9 

 Pakistan Currency Notes 

We took pictures of Pakistani Currency notes of Rs. 5000, 1000, 50, 20, 10. Then using 

connected component labeling we cropped the images of numerals 0, 1, 2, and 5 shown in Figure 
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4.9. We created the set consisting of 42 images. . Distribution of the currency test set is given in 

Table 4.2. We can see many images are of 0 because 0 is very abundant in currency notes.  

 

 

 

 

 

   

Table 4.2 Distribution of Pakistani Currency Notes 

Numeral 0 1 2 5 

Quantity 27 5 5 5 

 

Once a test set was formed we then provided this set to trained model and observed the result 

shown in Figure 4.10. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.9: Pakistani Currency notes cropped using Connected Component Analysis 
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Figure 4.10: Confusion matrix of results obtained from Pakistani Currency Notes 

On creating the confusion matrix we concluded that our model successfully classified the images 

to their respective class. Out of 42 images 40 are correctly classified i.e only two images of 0 are 

wrongly predicted as 2 and 5.Though there is the extreme variation found in the digits, for 

instance, the stroke in these images is bolder than the one found in our training set. Also, the 

digits of this currency are textured. Such texture is not found in any of the training images. Our 

model was able to predict even the textured numerals. This confirms the robustness of our 

model. 

 Handwritten Urdu Numerals 

In this test set, we wrote a handwritten Urdu numeral using a black marker on a white page. 

These images were written on similar lines as of the original dataset but were not a part of the 

training set hence they follow the different distribution. Hence they contain properties and 

characteristics that our model has not seen before. These numerals had different sizes and a 

variation in orientation as shown in Figure 4.11 
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Figure 4.11: Handwritten Urdu Numeral Test Set 

These images were cropped using the connected component labeling technique and were 

provided to our dataset.  This dataset consisted of 69 images. Distribution is given in Table 4.3 

below. 

Table 4.3: Distribution of Handwritten Numeral Test Set 

Numeral 0 1 2 3 4 5 6 7 8 9 

Quantity 7 5 9 7 7 6 7 7 7 7 

 

The results of the trained model on this versatile dataset validated the performance of our model 

shown in Figure 4.12.  
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Figure 4.12: Confusion matrix of results obtained from Handwritten numerals 

Out of 69 images of handwritten Urdu numerals only 4 are misclassified and 65 are correctly 

classified. Hence the model does not best not only on test data split from original data but also on 

the data that is obtained in similar but unrelated ways. 

 Numerals Written in thin strokes  

To further validate the performance of our training model we used another diversified test set 

that was written by hand using a thin nip marker. These numerals shown in Figure were entirely 

different from one found in our data  

 

 

 

 

 

The dataset contained 18 images. The distribution of numeral images is given in Table 4.4. 

Table 4.4: Distribution of thin stroked Dataset 

Numeral 0 1 2 3 4 5 6 7 8 9 

Quantity 2 2 1 1 2 2 2 2 2 2 

We observed that only three of the images were misclassified even though the model did not see 

such data during training and these numerals are very different from the numerals of the original 

dataset. The confusion matrix of this dataset is elaborated in Figure 4.14.  

Figure 4.13: Thin stroked Numerals 



 

 

38 

 

 

Figure 4.14: Confusion matrix for thin stroked Numerals 

 Numerals obtained via touch  

To create this dataset we downloaded an application from Google Play Store called “Drawing 

Pad”. We wanted to see the performance of our model on the numerals that are not merely 

written using markers and papers on a sheet of paper. Our aim with this test set is to see the 

performance of the model when this is deployed in the application that uses a medium of touch 

to draw things. This dataset contained 21 images. The distribution is shown in Table 4.5 

Table 4.5: Distribution of Gadgets Test Set 

Numeral 0 1 2 3 4 5 6 7 8 9 

Quantity 2 2 1 1 3 2 2 1 2 3 

 

We observed that out of 21 images only one image is misclassified. Hence this model is robust to 

touch as well which makes it very reliable when deployed in gadgets that use touch medium to 

generate numeral images. The result in form of a confusion matrix is shown in Figure 4.15. 
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Figure 4.15: Confusion Matrix for gadget test set 

After repeated experiments using various versatile test set that not only bring new challenges for 

the model but also map the non-linearity of the real-world, we prove that this model is robust and 

produce a state of the art result on numerals written in various style and platforms. 

4.2.2.2. Evaluation on numerals of different languages 

After experimenting on various test sets of Urdu language, we next tested the trained numeral 

classifier on different languages namely, Persian, Arabic, and English. 

 Persian  

To further validate the robustness of our model, we have experimented with the trained Urdu 

numeral classifier on Persian numerals. In comparison to the Urdu language, 8 out of 10 Persian 

numerals are very similar i.e., 0, 1, 2, 3, 5, 6, 8, and 9. Digits 4 and 7 are different in both 

languages. We have collected a dataset of 29 Persian numerals. The distribution of the dataset is 

shown in Table 4.6. 

 

Table 4.6: Distribution of Persian numeral Test Set 

Numeral 0 1 2 3 4 5 6 7 8 9 

Quantity 3 2 3 3 3 3 3 3 3 3 
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These numerals were written on paper with a marker and then cropped using connected 

component labeling. We observed that out of 29 images 23 images were correctly classified. As 

expected, all images digits 0, 1, 2, 3, 5, 6, 8, and 9 are correctly recognized by Urdu classifier. 

Hence we can conclude that the Urdu classifier can be used to make predictions on Persian digits 

however the result in the case of Persian numerals is not as reliable as in the case of Urdu. The 

result in form of a confusion matrix is shown in Figure 4.16. 

 

Figure 4.16: Confusion Matrix for Persian numeral Test Set 

 Arabic 

We also applied the trained Urdu numeral classifier to the Arabic language numeral. Out of 10 

numerals, 5 in both languages are the same i.e., 0, 1, 3, 8, and 9. We wrote numerals on paper 

with a marker which were then cropped using connected component labeling. The distribution of 

the test set is given in Table 4.17. 

Table 4.7: Distribution of Arabic numeral Test Set 

Numeral 0 1 2 3 4 5 6 7 8 9 

Quantity 4 4 4 3 3 3 3 3 3 3 
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We observed that the digits that were similar in both languages, the classifier was able to 

correctly recognize them. However, the rest of the images was incorrectly recognized. Out of 33 

total images, 18 images were correctly assigned labels. We conclude that this classifier cannot be 

used on Arabic language numeral satisfactory. The result in form of a confusion matrix is shown 

in Figure 4.17. 

 

Figure 4.17: Confusion Matrix for Arabic numeral Test Set 

 English 

We then applied a trained Urdu numeral classifier to make a prediction on English numerals. In 

comparison to Urdu numerals, out of 10, only two numerals are similar to English numerals i.e., 

1 and 9. The rest of the numerals is very different in both languages. To create an English 

numeral test set, 49 images were written on paper with a marker which was then cropped using 

connected component labeling. The distribution is given in Table 4.8. 

Table 4.8: Distribution of English numeral Test Set 

Numeral 0 1 2 3 4 5 6 7 8 9 

Quantity 3 2 3 3 3 3 3 3 3 3 
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Out of 49 images only 10 images were correctly classified. We observed that the numerals that 

were similar to Urdu numerals in the English language were correctly classified that is the 

images of 2 out of 10 digits were correctly classified. Hence, the result of the Urdu numeral 

classifier on English numeral is unsatisfactory and cannot be used for classifying the digits of the 

English language. The result in form of a confusion matrix is shown in Figure 4.18. 

 

Figure 4.18: Confusion Matrix for English numeral Test set 

We have provided a comparison of accuracies when Persian, Arabic, and English numerals were 

tested on trained Urdu numeral classifiers in Table 4.9. We observe that the more similar the 

numerals are with the Urdu language the higher is the accuracy. 

Table 4.9: Accuracies comparison of Persian, Arabic and English numeral 

 Persian Arabic English 

Accuracy 79.3% 54.5% 18.4% 
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5 Conclusion and Future Work 

 

The Urdu language is an amalgam of various languages that is very popular in South East Asia 

as well as in the Middle East. It is also the national language of Pakistan. Hence Urdu numeral 

finds many applications here. Even today many forms of field such as date of birth use Urdu 

numerals. As per a survey conducted in 2018, 63.1% population is urban hence writing and 

speaking English is not feasible for developing countries like Pakistan. Therefore there is a 

severe need for research in our national language Urdu. Urdu numerals find application in 

Pakistani currency notes, Pakistani postage stamps, numbering and indexing the chapters in Holy 

Quran.  

One reason behind the excel of research in a particular domain is the data. Easy access to data 

can produce state of art results in any domain. Major scripts of famous languages have been 

researched upon due to large public datasets. However, there is no public dataset available for 

Urdu numerals. In this thesis, we present a novel Urdu numeral dataset that is acquired following 

the latest practices. The data was acquired from people of various age groups and social circles 

so that more variety can be added to the dataset. Since every person has a unique style of writing 

this dataset also includes the hard cases such as crumbling the paper and adding background 

noises while writing the Urdu digits. Since the need for the data is always there. The deeper the 

network more data is required to train it. In order to generate data for this particular domain, we 

tried Deep Convolutional Generative Adversarial Network (DCGAN). However, the result 

generated were not as real as we wanted them to be hence we augmented the numeral images for 

which DCGAN found it hard to train. After provided the augmented dataset to DCGAN we 

noticed that numerals were not only generated but were as real as the original dataset. To further 

validate the result of artificially generated DCGAN images we applied Principal Component 

Analysis (PCA) t-distributed Stochastic Neighbour Embedding (t-SNE). They provide the 

visualization of the digits in the 2D plane. We observed that fake and real images had a high 

correlation. They not only belong to the same clusters but it is hard to tell them apart.  

Once we have generated the artificial images we next develop the state of art classifier. We 

perform three sets of experiments with and without DCGAN generated fake images. We choose 
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ResNet 18 model, a combination of Squeeze and Excitation Block (SE) with ResNet18 and a 

combination of Convolution Block of Attention Module with ResNet 18. After repeated 

experiments, we see that adding DCGAN images positively increased the performance. We 

initially added 30% of the artificial data and using CBAM with ResNet18 performed state-of-

the-art results. We achieved an accuracy of 100% on test data. To further validate the result we 

created a test set obtained from four different sources. We first tested the model with 27 images 

of Pakistani currency notes that contained classes 0, 1, 2, and 5.We observed that only 2 images 

were misclassified though this dataset contained textured images. We then tested this model on a 

handwritten Urdu numeral that had different sizes and slant orientations. We observed that again 

only 4 images out of 69 are misclassified validating the robustness of our model. Next, we tested 

this model using another test set of 18 images that contained numerals written with thin strokes. 

While they provided new challenges to our model as these images were very different from the 

one our model had been trained on. Out of 18 only 3 images were misclassified confirming the 

robustness of the model trained on the Urdu numeral dataset. We next tested the model on Urdu 

numeral gathered using touch medium instead of paper pen and marker owing to the fact since 

we wanted to see the performance of the model when deployed on gadgets application. Out of 

21, only one image was misclassified. Hence we confirm after repeated experiments on various 

datasets obtained from versatile sources that our Urdu numeral classifier produces state-of-the-

art results. We also experimented with the robustness of the Urdu numeral classifier on the 

numeral of various languages i.e., Persian, Arabic, and English. We observed that Persian and 

Urdu numerals have 8 numerals common and hence highest accuracy of 79.3% has been 

achieved on Persian numerals. Since the number of similar numerals in Arabic and Urdu is lesser 

i.e, 5, the accuracy achieved is less in this case that is 54.5%. However, the least accuracy of 

18.4% is achieved for English numerals because only 2 numerals are similar in the English and 

Urdu language. Hence we conclude this model cannot be used for Arabic and English language. 

However, the use of the Urdu numeral classifier for Persian numerals is debatable. 

5.1 Future Work 

This model can revive the Urdu language that has been declining with time. Since Urdu is the 

national language of Pakistan this research can give birth to Urdu recognizers that when 

employed can solve application that uses the paper medium as well as touch medium. 
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Such a trained model can be deployed in the real world to solve many problems. In this time of 

global pandemic when online classes have become new normal, we can make use of this model 

for automatic dictation. Such application can give rise to a paperless environment where 

beginners can learn Urdu numerals and the model automatically classify whether the written 

word resembles any of the numerals. Since the performance of deep learning algorithms in real-

world applications is of utmost importance, so we plan on testing it on other applications as well 

such as recognizing the Surah number of The Holy Quran, numbers on Pakistani currency notes, 

and on Pakistani postage stamps. 

Since here we have only used DCGAN while there is another variety of GANs available. In the 

future, we aim to experiment with other GANS. We have only used 30% of new images. There is 

a need for further experimentation to see how much more images can be generated before the 

performance starts degrading. Furthermore, as new models are being developed we can 

experiment with other models which are less deep to achieve the same performance but less 

number of parameters. 
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