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Abstract 

The lifetime probability of developing Breast cancer for a female is 1 

in 8. Given this probability, breast cancer becomes one of the most 
rapidly spreading and the most common type of cancer diagnosed in 

women. Although the cure is available in most countries and survival 
rate is increasing due to the advances in medical research, but still 

there is a huge gap in identifying this disease at initial stages. 

Pakistan, being a third world nation, alone, has the highest rate of 
increasing breast cancer in Asia with 90000 new cases every year out 

of which 40000 die. Various reasons contribute to this, lack of 
awareness among people, cultural setbacks, lack of research in 

medical, old treatments etc. Numerous cases go undiagnosed or reach 
last stage where treatments are ineffective, money is also wasted, and 

precious lives are lost. 

 Traditional methods of diagnosis include breast self-examination, 

clinical examination, Biopsy, Mammography, CAD (Computer Aided 
Diagnosis), MRI and breast ultrasound. It is very difficult to identify a 

disease based on visual diagnosis of tissue including multiple features 
such as this one. In recent past, Machine learning techniques have 

been proven helpful to radiologists and pathologists for fast and 

efficient detection of breast cancer.  

Present investigation explores several machine learning and deep 

learning techniques to detect and classify breast cancer using transfer 
learning via VGG-19 which has not been previously done. Six machine 

learning techniques, Logistic regression, K nearest Neighbor (KNN), 
Support Vector Machine (SVM), Naïve Bayes , Decision tree and 

Random Forest whereas one deep learning technique , Artificial 
Neural Network (ANN) were applied. Three publicly available breast 
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cancer image datasets were used in this research and the results were 
analyzed using various parameters i.e. Accuracy, Precision, Recall, F1 

score and Specificity. It was observed from the results that Artificial 
neural network outperforms all techniques, detecting breast cancer 

with an average accuracy of 91% followed by Logistic Regression 

giving an average accuracy up to 90% for all three datasets. In 
conclusion, the results show the potential of accurate classification of 

breast cancer images as malignant or benign and proves to be useful 
in effective treatment of the disease as compared to traditional 

methods.  

Keywords:  Machine learning, Feature extraction, Breast Cancer, 

KNN, SVM, Naïve Bayes, Random forest, Decision Tree, Logistic 

Regression, Artificial Neural Network 
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Chapter 1: Introduction 

According to the latest estimates of GLOBOCAN, the cancer cases have risen to 18.1 

million and death toll has reached 9.6 million in 2018.Around the world, total number of 

people who are alive within 5 years of cancer diagnosis is assessed to be 43.8 million 

[19]. Approximately, 29.5 million new cases and 16.5 million deaths are likely to occur 

by the year 2040 [20]. 

Cancer is a deadly disease in which the new body cells are not replaced by old ones 

when they die. The cells inside a normal human body multiply at a steady speed. Our 

body needs to replace old, damaged cells from time to time. The new cells grow and 

divide. Cancer is developed when this whole natural process breaks down and starts 

behaving abnormally. The new cells formed start to multiply abnormally and rapidly, 

and form clusters which are called lumps. Although the immunity system finds and 

destroys the harmful cells, but cancer cells are able to evade themselves from the 

immune system, manage to remain inside the body and grow [38] 

 

 

Figure 1: Difference between a normal and cancer cell [38] 

 

Cancer can form in any part of the body but the most common in females after lung 

cancer is breast cancer. Breast cancer is caused when the tumors are formed inside the 

breast issues. There are several classifications of breast cancer but to cure it, the most 

basic one is the binary classification of malignant and benign. Not all tumors are 
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cancerous. The benign tumors may not be fatal as these do not spread outside of breast 

tissues, but they certainly increase the probability of being diagnosed with breast 

cancer during a woman’s lifetime. Second class is malignant which is harmful, and the 

tumor does not remain confined to the breast tissues only, it can spread to other organs 

as well.  

The incidence of breast cancer is in the first place of malignancy in the world [18]. It is 

the second major reason of death among women after lung cancer and has found to be 

more common in women than men. Ratio of occurrence is 99:1. Usually the age in which 

breast cancer is diagnosed in women is above 50 but it can also occur in younger age 

depending upon the family history and other factors. 

 

Figure 2 : Trends in cancer incidence rates, females (1975-2016) [20] 

There are two major type of risk factors involved in occurrence of this disease. Genetic 

factors and Environmental/lifestyle factors. Genetic factors include the family history, 

personal health, menstrual and reproductive history of the patient. The women who had 

someone with breast cancer in their families are more prone to it. Women having 

started their menstruation cycle at a very early age and menopause at a very old age 

have more risks of cancer. Also, if a woman has given birth to child in later period of his 

life (after 30 years) or does not have children at all throughout her life, she has more 

chances of being diagnosed with breast cancer. Environmental factors include diet, drug 

consumption, physical fitness, exposure to pollution etc. The women who don’t exercise 

and have alleviated lifestyle have been found at a greater risk of breast cancer [39]. 
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There are 15 types of breast cancer out of which six are most common[40].These are 

Ductal Carcinoma In situ (DCIS) , Lobular Carcinoma In situ (LCIS) ,  Invasive Ductal 

Cancer , Invasive lobular breast cancer , Inflammatory breast cancer and Paget’s disease. 

The American joint Committee on Cancer has defined a universal 5 stage guideline (0 , I , 

II , III , IV ) for breast cancer to determine the stage of disease [21]. 

In 2015, all the united nation member states defined goals for the betterment of 

humanity and protection of the planet all over the world for the year 2030. These goals 

are integrated and interdependent. These 17 goals revolve around social, economic, and 

environmental factors. “Good Health and well-being’’ is the third goal which ensures 

that all the people of the world have access to basic health care facilities and can be 

treated properly creating a healthy environment for people to live. More research in 

breast cancer in this regard is also important and needed. 

1.1 Breast Cancer in Pakistan 

Until few years back, it was very difficult to talk about breast cancer in Pakistan because 

it was associated with female sexuality. According to a research [22], term breast cancer 

was not properly understood by women or only partially understood. Even some 

women who knew what the disease was about, they had a very little knowledge and that 

also because someone from their family or friends was diagnosed with it. Lack of 

awareness is the major reason of undiagnosed cases and late stage presentation. In 

Karachi, the incidence of breast cancer is 69.1 per 100000, cases being stage III and IV 

more than 50% [23]. There is a lack of cancer registries and data collection in Pakistan. 

only a few major cities like Karachi and Islamabad have registries but they are in their 

early stages and need special attention from government to study the potential risk 

factors , predict and help to reduce prevalence of this disease by establishing more 

cancer centers with proper treatments[24].Over the years as medical research is 

advancing , steps are being taken to cater  this fatal disease, but it will still take a long 

time to come into proper implementation before it can affect the mortality rate of 

women at large. Currently, Pakistan ranks on 58th in the world breast cancer ranking 

[41].  

According to a research presented by Shaukat Khanam Cancer Hospital, the current 

treatments for breast cancer in Pakistan are surgery, radiotherapy, chemotherapy, 

hormone therapy, targeted therapy [42], but most of the women are presented at later 

stages of cancer where these treatments are not very effective. 
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Primary treatment of breast cancer in Pakistan is surgery.it involved removal of the 

tumor and affected tissue. Sometimes the breasts also have to be removed if the tumor 

has spread too much in surrounding body. Other procedures are radiotherapy in which 

tumor is exposed to radiations to kill the cancer cells. This procedure does not have any 

side effect. Chemotherapy is unfortunately the most required treatment with patients 

presenting at a later stage.it also includes exposure of cancer cells to high radiations and 

it has extreme side effects like hair loss, nausea and decreased immunity [26]. 

 

Figure 3: No of new cases in Pakistani women, Globocan 2018 [20] 

 

1.2   Motivation 

Pakistan is a developing third world country which is facing a lot of plights especially in 

health sector. Political instability and economic destruction has generally reduced the 

overall quality of life. More than half of the population in Pakistan is female. Because 

most of the population lives in rural areas of Pakistan, medical and healthcare facilities 

are almost nonexistent. Women are either not diagnosed timely with breast cancer or 

diagnosed at very last stages which makes it incurable. Lack of education and awareness 

is also a big cause of this prevalent disease which has been rising in Asia and specially 

Pakistan since past few years. Although the Government has started fragmented efforts 

for early breast cancer detection and screening by setting up free diagnostic camps 

(profit and nonprofit) which are funded through zakats or Baitul maal but these would 

not be enough to bear the burden in upcoming years if serious measurements are not 

taken [25].  
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One in every 9 women are likely to be diagnosed with breast cancer in their lifetime 

[16]. According to WHO, breast cancer is the 9th out of 50 top death causing disease in 

Pakistan [17]. Current practices for breast cancer detection in Pakistan are 

mammography, biopsy and MRI. these techniques can sometimes be not very accurate 

because of human error and habituation. There is currently no significant research in 

Pakistan for proactive diagnosis of breast cancer. Machine learning has been very useful 

in past years in this regard.it is used to solve prognosis and diagnostic problems 

intelligently and can help doctors to accurately identify the disease. 

This thesis is a motivation to facilitate the current medical research on breast cancer in 

Pakistan through computerized technique so that it can be detected at an early stage 

efficiently and women can be treated accordingly for increased survival rate. The 

research is carried out in national interest and will help radiologists/doctors in Pakistan 

in saving lives of people 

1.3 Objective and Scope 

The main aim of this research is breast cancer identification through different advanced 

machine learning and deep learning techniques. Following objectives have been 

accomplished: 

1. To collect breast cancer images datasets containing mammograms and 

histopathological images from open source online database. 

 

2. To apply various machine learning techniques for classification and detection of 

breast cancer as malignant and benign. 

 

3. To evaluate results, give comparison and suggest best technique for all the 

datasets. 

 

 

1.4 Thesis Organization 

This thesis is divided into 5 chapters. Chapter 1 gives the overall introduction, 

motivation, also describes the objectives and novelties of the research. Chapter 2 sheds 

light on the literature review. Chapter 3 is Implementation and describes all the steps 

that were involved in this research. Chapter 4 is Results and Analysis, which explains 
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and gives comparisons of all the results. Chapter 5 discusses the Conclusion and Future 

Work for this research.  

 

 

 

 

Chapter 2: Literature Review 

Vital contributions in literature has been made over breast cancer diagnostic and 

treatments. A variety of research has been carried in the past two decades. Researchers 

have suggested different ways to detect breast cancer at its early stages. In this chapter 

we have included many national and international papers which we will discuss in a 

brief and effective manner. We have categorized our surveyed papers into three 

categories: Research concerning Breast Cancer Detection using deep learning 

techniques and research concerning breast cancer detection using transfer learning. 

The brief overview of these chapters is given below. 

2.1 Use of Machine Learning Techniques 

In [1] Convolutional Neural Network (CNN) was proposed to classify eosin and 

hematoxylin stained images. Majorly, images used belong to four classes, i.e. benign 

tissue, normal lesion, invasive carcinoma and situ carcinoma. The proposed architecture 

was flexible enough and was able to extract information at different levels from 

network. The system was also employed on histology images. Another popular machine 

learning algorithm known as Support Vector Machines (SVM) was trained and tested, to 

classify the images on the features extracted from CNN. 77.8% and 83.3% accuracy was 

achieved on the above mentioned classes respectively. Ability to detect cancer cases 

was 95.6%. 

In [2], a structured deep learning model was proposed for the prognosis/diagnosis of 

subclasses (Lobular carcinoma, Ductal carcinoma, Fibroadenoma, etc.) of breast cancer. 

It resolved the difficulties faced in multi-classification methods used to detect breast 
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cancer. On a large-scale dataset, structured deep learning model achieved a remarkable 

performance (92.3% accuracy). In clinical settings, the demonstration of strength of the 

method provided an effective tool for breast cancer multiclassification.  

In [3], a computational approach was developed which uses deep convolutional neural 

network. Hematoxylin and eosin stained breast histology microscopy image dataset was 

used. The technique used various deep neural networks. Gradient boosted trees 

classifiers were also used. An accuracy of 87.2% was reported for 4-class classification 

task. For 2-classes an accuracy of 93.8% was achieved. The approach outperformed 

many other common methods to segregate harmful tissues found in breast. 

In [4], a new computer aided detection system was proposed to automatically classify 

malignant and benign tumors using breast mammography images. Two segmentation 

approaches were used in the system. In the first approach region of interest (ROI) was 

determined manually while threshold and region based technique was used in the 

second approach. Feature extraction was done using deep convolutional neural 

network. A popular DCNN named as AlexNet was employed and was optimized to 

segregate two classes. Support vector machines classifier was connected to fully 

connected layer for better accuracy. The datasets relevant to biomedical imaging 

relatively contains few number of images for training and testing due to small number 

of patients. As we know that, high accuracy comes with large number of samples, so to 

enhance size of dataset the technique of data augmentation was used. The form of data 

augmentation used was rotation. 71.01% accuracy was achieved when ROI was 

manually cropped from image. The highest AUC was 0.88 (88%). The accuracy was 

increased to 73.6% when samples obtained from CBIS-DDSM was used. Support vector 

machines (SVM) enhanced the accuracy of the system to 87.2% and AUC value achieved 

was 0.94 (94%). As compared to previous work done under similar conditions, the AUC 

was the highest ever achieved. 

In [5], researchers explored a machine-aided system which was based on fusion of 

features with deep features of Convolutional Neural Network (CNN). A mass detection 

method was proposed which was based on deep features of a CNN and Unsupervised 

Extreme Learning Machine (US-ELM) clustering. Morphological features, texture 

features and density features were fused to build a feature set. Benign and malignant 

cells were classified by using the new feature set and by applying a classifier. The 

accuracy and efficiency was demonstrated by extensive experiments. 
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In [6], an approach which extracts the most vital visual features, by using convolutional 

layers of various models of deep learning was proposed. To achieve the main goal a 

novel boosting strategy was also proposed. The system was able to classify the whole 

set of images into 2 separate groups (carcinomas and non-carcinomas) 4 distinctive 

classes (benign, normal, in situ and invasive carcinomas). Many state-of-the-art 

methods (classifiers) were significantly outperformed by the proposed boosting deep 

learning model.  

In [7], an expert diagnostic system was developed and tested, which could distinguish 

between patients with or without breast cancer was created. The system was able to 

classify the samples based on characteristics of cell nuclei that are found in digitized 

image of fine needle aspirate (FNA). UCI machine learning repository was used to 

collect dataset samples. The total number of samples used from the repository were 

699. 99% and 98.9% accuracy was achieved in test and training sets, respectively. The 

major reason for this high accuracy was Feed Forward Backpropagation single hidden 

layer neural network with 20 neurons was used along with TANSIG transfer function. In 

case of multilayered architectures, accuracy was significantly reduced to a range 

between 74.9% -86.3%, whereas the average accuracy was around 81.37%. A promising 

method was proposed which could be deployed in any laboratory for classification of 

harmful tissues. 

In [8], a CNN was used for abnormality detection in tissues. Mammograms-MIAS dataset 

utilized for the testing and training. There were 322 mammograms in the dataset in 

total, out of which 189 were normal and 133 were abnormal. Quite good results were 

gathered from experiment, which basically proves, efficiency of the deep learning 

models for abnormality detection in mammogram images. It also encourages the use of 

deep learning-based systems in medical imaging especially in breast cancer detection. 

In [9], a Deep Neural Network (DNN) was introduced for biomedical image analysis. 

Statistical and Structural information was gathered from images and was used to 

classify them by using novel deep neural networks (DNN’s). A CNN, a LSTM and a fusion 

of both of them was proposed for abnormality detection in breasts. Support vector 

machines and Softmax layers were introduced at the stage of decision making to 

enhance the performance. The best accuracy that was achieved was 91.00% and the 

best precision recorded on the dataset was 96.00%. 

In [10], a machine-aided system for the detection of abnormality in breast was 

proposed. In first phase the region of interest was segmented. To obtain the unified 
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time-frequency spectrum a weighted type fractional Fourier transform (WFRFT) was 

utilized. Principle component analysis (PCA) was utilized to reduce the spectrum to only 

18 components. The classifier was generated using the feed-forward neural network 

(FNN). Finally, Jaya, a novel algorithm specific technique was used for training purpose. 

The proposed system achieved accuracy of 92.27%, sensitivity of 92.16% and specificity 

of 92.28%. It was quite efficient in detecting abnormality in breasts and outperformed 5 

best systems of its time. Also, Jaya was quite effective in enhancing the performance of 

FNN.   

In [11], a comparison between two machine learning algorithms for automatic 

classification between various types of breast cancer was presented. Two techniques 

were majorly used. In the first technique handcrafted features were extracted. These 

features were then encoded using bag of words model and locality constrained linear 

coding model while the second technique used, was based on the design pattern that 

was akin to Convolutional Neural Network. They have also experimented with data 

augmentation to optimize performance of CNN and extracted features. Handcrafted 

feature-based classifier was outperformed by the neural network. 96.15% - 98.33% 

accuracy was achieved for two classes but for multiclass classification accuracy was 

reduced to 83.31% - 88.23%.        

In [12], robust classification techniques of machine learning such as Decision Tree and 

Support Vector Machines (SVM) kernels are used to differentiate between cancer 

mammograms and normal subjects. A variety of features were proposed such as scale 

invariant feature transform (SIFT), texture, elliptic Fourier Descriptors (EFDs) and 

morphological entropy. Machine learning algorithms were trained and tested on these 

samples. Jack-knife 10-fold cross-validation method was utilized for hyper parameter 

tuning.  Performance was tested by means of sensitivity, false positive rate (FPR), 

specificity, negative predive value (NPV), positive predive value (PPV) and ROC. 

Bayesian approach gave the best performance whereas highest area under the curve 

(AUC) was also achieved using Bayesian approach.       

1n [13], a trustworthy diagnosing process was developed to differentiate between 

malignant and benign tumors. As many researches have proved that machine learning 

algorithms are efficient and are preferable in detection of abnormal cells, so three 

machine learning techniques (SVM, K-nearest neighbors and Decision Trees) have been 

used and the performance of these machine learning classifiers was compared in order 

to check which classifier outperforms others and works better in detection of cancer. 

Wisconsin Breast Cancer (Diagnostic) dataset was utilized for experimentation and 
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research. The results of the study revealed that quadratic support vector machines was 

reliable enough and achieved accuracy of 98.1% with lowest false discovery rates. 

MATLAB was sued to carry out all the experimentation. 

 In [14], the system classifies the whole set of images into four major types invasive 

carcinoma, in situ carcinoma, malignant and benign by deploying deep learning 

techniques. The proposed system uses two consecutive CNN’s. Salient features were 

extracted in image patches by the first “patch-wise” while the second “image-wise” 

network was used to classify the whole image. The first network extracts local features. 

Global info was extracted using second network. The proposed technique yields an 

accuracy of 95% while the preciously developed system reported an accuracy of 77%. 

In [15], various machine learning techniques in prognosis/diagnosis of breast cancer 

were reviewed. Applications of Artificial Neural Networks (ANNs), Support Vector 

Machines (SVMs), Decision Tress (DTs), and k-nearest neighbors (KNNs) were 

investigated. Wisconsin breast cancer database (WBCD) was used and the results were 

compared. Finally, a healthcare system model of the proposed system was also shown. 

In [43], Wisconsin Breast Cancer dataset has been used for detection of breast cancer. 

The paper focuses on various models that are implemented i.e. Logistic Regression, K 

Nearest Neighbour (KNN), Support Vector Machine (SVM), Multi-Layer perceptron 

classifier, Artificial Neural Network (ANN)). Two evaluation parameters were used i.e. 

Accuracy and Precision. The accuracies obtained through SVM and Random Forest 

Classifier was 96.5%. To increase the accuracy deep learning models such as CNN and 

ANN were implemented, and accuracy was enhanced to 97.3%. And 99.3% respectively. 

Activation functions such as Relu and sigmoid were used to predict outcomes in terms 

of probability. 

 

In [44], a system using sparse autoencoder (SAE) was proposed. This whole system was 

error free. A classifier and SAE were cascaded, and classification was performed on the 

learned features. Different machine learning algorithms were used like KNN, SVM, 

decision trees and Random Forest. The achieved performance of each algorithm was 

compared with other ones. From results, it was observed that Random Forest 

outperformed other classifiers.      
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2.2 Use of Transfer Learning 

In [45], detection of breast cancer using transfer learning and deep neural network was 

proposed. The technique segregated normal, benign , malignant insitu and malignant 

invasive tissues tissues. Features from top layers were used for training and testing 

purposes. Also, some feature extracted layers were frozen and fine-tuned. Inception 

Restnet V2 network was used in the prosed methodology. Data augmentation was 

recommended to overcome shortage of samples. 

In [46], many researchers focused to overcome the complexity of CNN’s in training a 

huge number of parameters. In this paper features from images were extracted using 

transfer learning. Alexnet and VGG16 were used for this purpose. Extracted feature 

vectors were then segregated into separate classes by Support Vector Machine (SVM). 

Large number of experiments were carried out on available datasets. After evaluation of 

results, it was proposed that transfer learning outperformed other deep learning 

techniques.   

In [47], deep convolutional neural network which was based on transfer learning was 

proposed to carry our multi-class breast cancer classification. A pre-trained deep-CNN 

was inherited. The strategy used concatenates the features. The approach outperformed 

previous techniques by producing 94.3% and 97.5% accuracies respectively. 

In [48], a framework which uses deep and transfer learning was proposed. The 

framework detects and segregates the whole cytology dataset into various classes. The 

technique extracts features from images using pre-trained CNN’s, such as Visual 

Geometry Group Network (VGGNet), Residual Networks (ResNet) and GoogLeNet. The 

data from these neural networks were fed into fully connected layers for segregation 

into desired classes. Average pooling classification was sued for this purpose. To 

evaluate the performance, experiments are performed on datasets. The proposed 

technique outperformed other deep learning techniques for distinguishing cancerous 

cells.   

 

 

2.3 Discussion 

In this chapter, we have reviewed the research carried out by various researchers from 

multiple perspectives i.e. Machine Learning, Deep Learning and Transfer Learning 

techniques. Most of the models proposed previously, majorly uses various machine and 
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deep learning techniques to differentiate malignant cells from benign one.it was also 

observed that the architecture used by researchers is mostly Googlenet  ,Resnet , 

Alexnet or a combination of VGG -16 with anyone of these.  

 It is observed that the number of datasets and the classification techniques used were 

limited. There is need for a research which focuses on the application of transfer 

learning using neural network in which low level features can be extracted and fed to 

techniques for classification. We also intend to use VGG-19, which was not seen being 

used in any of the previous work. This can increase the accuracy to of classification. 

Also, most of the research was carried out internationally, there is a need to do research 

on breast cancer on national level keeping in view the statistics of our country. Our 

motivation would be to overcome these gaps through our research. 
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Chapter 3: Methodology 

 

Before discussing our proposed methodology in detail, we will have a brief overview of 

the whole concept in the following few paragraphs. We have used concept of feature 

extraction using transfer learning. In transfer learning we take a pre-trained neural 

network on any available dataset and use it to distinguish categories of objects/images 

it was never trained/tested on. Robust and discriminative filters of challenging datasets 

which are learned by state-of-the-art network can be utilized. We can then apply these 

networks to recognize objects and images these models were never trained on. 

Fist we have selected three open source online available image datasets on which we 

have run the techniques in our research. The datasets are explained in upcoming 

section. In the second step, we used the concept of feature extraction using transfer 

learning, we utilized VGG19 for feature extraction of images available in these datasets. 

VGG19 was utilized as a pre-trained neural network and also to extract arbitrary 

feature. We have allowed the image to move through the network in forward direction, 

we stop the image at a specified layer which is preselected, and outputs of the layer 

were stored as our features. 

In the third & final step, we have applied six machine and deep learning techniques on 

these extracted features. Major machine learning classifiers that were used are: Logistic 

regression, K-NN, SVM, Decision Trees, Random Forest and Naïve Bayes. In deep 

learning, we utilized Artificial Neural Network (ANN) to segregate malignant and benign 

tumors. Feature extracted from each dataset were provided as training samples to these 
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datasets and then afterwards their performance was tested on the following parameters 

i.e. accuracy, precision, recall, specificity, F1-score. The algorithm with the best 

performance on a specific dataset was proposed to be used on that dataset. 

The overall methodology is illustrated in the following diagram: 

 

Figure 4 : Methodology Flow 

 

3.1 Tools Used 

 The software / tools used in the research are: 

3.1.1 Anaconda 

Anaconda is the world’s most popular environment for Python. All over the world it has 

a user base of more them 20 million people. Anaconda aims to make package 

deployment as simple and as easy as possible. Machine learning engineers, data and 

computer scientists mainly use it for their research purposes. It includes 1500 famous 

packages of python related to these fields. Also, it is a cross-platform environment i.e. it 

is available for Windows, Linux and MacOS.  
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3.1.2 Spyder 

Spyder is a powerful environment jotted down in python. It is specifically designed for 

data scientist, engineers, researchers, and data analysts. It provides users, a 

combination of advanced analysis, editing debugging and profiling functionality. Data 

exploration and beautiful visualizations are the distinguishing feature of the 

development tool.  It also enables users to further extend their abilities via API’s and 

plugin systems. It can also be used as a PyQt5 extension library, which allows 

developers and researchers to build upon its own functionality and to embed further 

components.  

3.1.3 Jupyter Notebook 

Jupyter Notebook is the most famous browser based Integrated Development 

Environment. It is much lighter than other IDE’s available in the market. Jupyter 

Notebook is a web app that is open-source, which allows it’s users to manage and share 

important documents that contains code, text and mathematical equations. 

Visualization can also be shared using this IDE. Data cleaning, Data analysis, Data 

transformation, Statistical Modelling, numerical simulation and machine/deep learning 

are the major uses of Jupyter Notebook.  

3.2 Data Acquisition and Feature Extraction 

The initial and most important part of any research is a definitive and proper data 

which defines and drives the research. We collected three major datasets from various 

sources. In this part we gathered data from the specified sources. We utilized the 

concept of transfer learning using feature extraction and extracted features by a 

pretrained neural network (VGG19). These features were fed to train/test various 

machine/deep learning algorithms.  

3.2.1 Datasets Description 

There are not many open source datasets available on the web related to Breast Cancer 

images because the hospitals do not provide them readily because of privacy issues. We 

found the following three datasets and chose them for our study purpose. 
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3.2.1.1 Breast Cancer Histopathological Database (BreakHis) Dataset: 

This dataset consists a total of 7909 microscopic images of breast tissue that contains 

tumors collected from various patients. It has been made with collaboration of P&D 

laboratory (Pathological Anatomy and Cytopathology, Parana, Brazil) [27]. 

The dataset is categorized into 2480 benign and 5429 malignant tumor images and we 

have used 6000 images from this dataset for our experiment. For testing, 20% and for 

training 80% data is used. 
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Figure 5: Sample images BreakHis image dataset 

3.2.1.2 The IDC (Invasive Ductal Carcinoma) Breast Histopathology Images 

Dataset: 

This dataset originally contains 162 whole mount images of breast cancer specimen 

using one 40x magnifying factor. 277,524 patches have been extracted from these out of 

which 198,738 patch level images are negative and 78,786 patch level images are 

positive. [28] 

We have used 11,000 images from this dataset for our research and experiment. For 

testing, 20% and for training 80% data is used. 
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Figure 6: Sample Images IDC Breast Histology image dataset 

 

3.2.1.3 The mini-MIAS dataset of Mammograms: 

This dataset contains 323 breast mammogram images taken at 200 micron pixel edge 

where every image is 1024 x 1024 pixels. This dataset has been provided by the 

university of Essex United Kingdom. We have used 200 images for our scientific 

research experiment. For testing, 20% and for training 80% data is used. [29] 
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Figure 7: Sample images Mini Mias Mammographic Image dataset 

 

3.2.2 Feature Extraction using Pre-trained Neural Network 

In transfer learning we take a pre-trained neural network on any available dataset and 

use it to distinguish categories of objects/images it was never trained/tested on. Robust 

and discriminative filters of challenging datasets which are learned by state-of-the-art 

network can be utilized. We can then apply these networks to recognize objects and 

images these models were never trained on. In case, we are using deep learning along 

with transfer learning, transfer learning falls into two major categories. 

• Transfer learning using feature extraction 

• Transfer learning using fine-tuning 

 

3.2.2.1 Transfer learning using feature extraction 

When we perform feature extraction using transfer learning, we utilize a neural 

network which is pre-trained on some images. In this case, it is also used to extract 
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arbitrary features. Image is allowed to move forward through the network, we stop the 

image at a specified layer which is preselected, and outputs of the layer are taken as our 

features. 

3.2.2.2 Transfer learning using fine-tuning 

In case of fine-tuning, we must update the architecture of the model itself and heads of 

previous fully connected layers must be removed. New and freshly initialized heads are 

provided, and then new layers are trained to predict our input classes. 

Deep Neural networks which are trained using large number of samples (large datasets) 

are quite good at transfer learning. These neural networks can learn, rich and large set 

of features and can recognize 1000s of segregated classes. It is a good approach if we 

reuse these neural networks for other tasks for which it was not specifically trained.  

Typically, a CNN can act as an image classifier. If an image is provided as an input to 

network, it can move forward in the network and classification probabilities are 

obtained wherever the network ends. There is no such rule that defines that we should 

allow input image to pass through whole network. Propagation of Input image can be 

halted at any pre-specified layer. We can extract values of the layer and use them as 

feature vectors.  

When we use networks to extract features, we usually “cut off” the network at a given 

layer which is preselected (the selection of layer varies, most of the networks are 

chopped off at fully connected layers, but it actually depends on the particular dataset 

being used).  

3.2.2.3 VGG16 and VGG19 

Simonyan and Zisserman introduced the architecture of VGG network in a paper 

published in 2014, the name of their publication was: “Very Deep Convolutional Neural 

Networks for Large Scale Image Recognition.”   

The designed network was very simple. Convolutional layers of 3x3 size are placed over 

each other in sequence of increasing depth. Max pooling reduces volume size. Softmax 

layer is followed by 4096 nodes and 2 fully connected layers. The “19” and “16” 

determines quantity of weight layers in network. In 2014, if a network contains 16 or 19 

layers in it, it was considered very deep but nowadays ResNet architectures are trained 

at a depth of 50-200 layers for ImageNet. 



 

 

23 

 

Unfortunately, VGGNet comes with 2 drawbacks. They are slow to train, and weights of 

the architecture are quite large. Due to increased depth and large number of fully 

connected layers the size of VGG is quite large. VGG16 is 533MB in size while size of 

VGG19 is 574MB. The larger size makes deployment a bit difficult. VGG can be employed 

in problems relevant to classification which use deep learning.  

 

Figure 8: General VGG Architecture [49] 

We are using 19-layer VGG19 CNN to extract features. The network was initialized with 

pretrained ImageNet weights. The activation layers of a pretrained convolutional neural 

network can be utilized to extract information relevant to feature vectors. The initial 

layers activations represent features such as edges, these are low level features, while 

deep layers represent features (high-level features) which are efficient for classification. 

In VGG19 the activations of fully connected layers represent features which are salient 

for tasks related to image recognition. The resulting feature vector contains a total of 

2048 features. We have extracted these features which are then used as training/testing 

samples for various machine/deep learning classifiers. 

The overall phenomena is illustrated in the following figure. 
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Figure 9: Deep feature Extraction [46] 

 

3.2.3 Data Splitting 

The final step before we apply machine learning algorithms to our extracted 

features is to split the gathered data into training and testing samples. A 

considerable chnuck of the data is used for training and then testing data is used 

to evaluate its performance. The results of the testing data are passed to accuracy 

measures to evaluate the performance. This research uses Train-Test split to 

separate out the training and testing samples. 

3.2.3.1 Train-Test Split 

In Train-Test split the acquired data is separated into two subsets, one set is 

named as “Training set” and the other one is named as “Testing Set”. Proposed 

models are trained on first set i.e. training data set. After training the model is 

evaluated on second set i.e. “Testing Set”. But it comes with a risk of data not being 

properly split and test data leaking information into training data. This research 

uses splits data into 80% training data and 20% test data. 
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3.3 Machine and Deep Learning Algorithms  

The following machine/deep learning algorithms are utilized to segregate the extracted 

features into required classes i.e. benign and malignant. 

3.3.1 Logistic Regression 

It is a very basic classification algorithm based on logistic/ sigmoid function. It works on 

the concept of probability. It is the most popular and simple algorithm for segregating 

the testing and training data into desired classes. In our case we have used it to classify 

the benign and malignant cells. [30] 

          --- (1) 

 

3.3.2 K-Nearest Neighbors (K-NN) 

K-NN segregates the given datapoints into various classes. It computes the N nearest 

neighbors for the point and assigns it to the class having majority of N neighbors in it. K-

NN is not used for datasets having very large number of samples as it computes the 

nearest neighbors each time a class for a sample point is to be computed. [31] 

RR (Cwnnn) – RR (CBayes) = (B1s2n + B2t2n) {1 + o(1)}   --- (2) 

 

3.3.3 Support Vector Machines (SVM): 

SVM is majorly used for classifying data into various classes, but sometimes they are 

employed to perform regression as well. To correctly distinguish datapoints between 

separate classes SVM maximizes distinction between them by creating a hyperplane 

which leads to reduced number of miscalculations. [32] 

  --- (3) 
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3.3.4 Naïve Bayes: 

The algorithm has its foundations in the Bayes theorem which assumes the total 

probability of presence of any number of features are unrelated to each other. It is a 

very fast and simple algorithm for classification purposes. [33] 

      --- (4) 

3.3.5 Decision Tree: 

It is a very self-explanatory and simple classifier majorly used for classifying data into 

various classes, but sometimes it is employed to perform regression as well. The 

algorithm keeps all the input parameters in consideration while making predictions and 

selects root variable using entropy. [34] 

     --- (5) 

 

3.3.6 Random Forest: 

Random forest segregates data into various classes by using various base models which 

are created using subsets of given data by decision trees classifier. The final decision is 

based on results accumulated from all the models. It is much more efficient than 

decision trees classifier because it utilizes all the pros that comes by using decision 

trees as base model and additional efficiency is achieved by the usage of multiple 

models. [35] 

    --- (6) 
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3.3.7 Artificial Neural Network (ANN): 

All neural networks are loosely structured like network of neurons available in our 

human brain. They contain hundreds of thousands of interconnected nodes with various 

number of layers. The input and output layers in a neural network are mandatory. The 

number of hidden layers varies from network to network depending upon the 

complexity and usage of each of them. Features are passed as predicting parameters to 

input layers and output layer shows the actual predictions. The model is generalized by 

updating weights on each node on every iteration. Predictions on test set are made by 

using these weights. Neural Nets are mostly used for classifying given datapoints but 

can be used as regressors whenever needed.  [36] 

 

3.4 Classification Testing Parameters: 

Before discussing various testing parameters, we have to keep a few basic concepts and 

definitions in minds. They are discussed as follows: 

3.4.1 Confusion Matrix 

Confusion matrix is shown below: 

 

 

Figure 10 Confusion Matrix 

 

Some common terms to be clear with are: 

 

True positives (TP): Predicted positives which are actually positive. 
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False positives (FP): Predicted positives which are actually negative. 

True Negatives (TN): Predicted negatives which are actually negative. 

False Negatives (FN): Predicted negatives which are actually positive. 

 

Now that we know what a confusion matrix is and the actual meaning behind the terms 

i.e. True positive, True negative, False positive, False negative we will discuss the 

parameters for classification of images into malignant and benign. For this purpose, 

following parameters have been used. 

3.4.2 Accuracy: 

Accuracy is basically, the ratio of total predictions which were correctly predicted 

to total input samples. [37]. 

    --- (7) 

3.4.3 Precision: 

It is proportion of positive instances out of total instances which were predicted 

positive. [37]. 

   ---(8) 

3.4.4 Recall: 

It is proportion of positive instances out of total instances which were actually 

positive. [37]. 

  ---(9) 

3.4.5 Specificity 

It is ratio of negative instances out of total instances which were actually negative. 

Here, the denominator represents (TN+FP) total actual negative instances that are 

available in the given dataset. [12]. 
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  ---(10) 

3.4.6 F1-Score: 

Recall and Precision are valid accuracy measures but individually, they don’t 

cover all aspects. So, we compute harmonic mean to cover all aspects. Harmonic 

mean of precision and recall is F1 score. Its values always remain between 0 

and 1. Higher F1-score relates to better performance. [37]. 

 ---(11) 

 

In this chapter we overviewed the methodology. We explained our datasets 

used for research. Following that, we performed feature extraction by utilizing 

a pretrained neural network for training/testing various algorithms. We also 

discussed testing parameters on which we will be evaluating our results. We 

applied various machine and deep learning algorithms on our datasets. In next 

chapter we will discuss results and analyze them one by one. 
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Chapter 4: Results and Analysis: 

 

4.1 Dataset 1: Breast Cancer Histopathological Database 

(BreakHis) 

Since manually differentiating malignant cells from benign cells is complex for human 

eye and requires a lot experience and expertise in the relevant field. The systems 

employed for these complex tasks, evaluate their results on a variety of parameters. We 

have used five parameters to evaluate our results. While employing the following 

machine and deep learning algorithms, we found Logistic Regression and Artificial 

Neural Network to be the most efficient algorithms having an accuracy of 93.86% and 

93.64% respectively. 

Table 1: Results and Comparison Dataset 1 

Algorithms Accuracy Precision Recall Specificity F1 Score 

Logistic 
Regression 

0.9386 0.8664 0.8362 0.9658 0.851 

K-Nearest 
Neighbors 

0.9299 0.9007 0.7429 0.9786 0.8142 

Support 
Vector 
Machines 

0.9158 0.7966 0.7966 0.9469 0.7966 

Naïve 
Bayes 

0.8188 0.5499 0.7542 0.8357 0.6327 

Decision 
Tree 

0.841 0.6288 0.5876 0.9071 0.6047 
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Random 
Forest 

0.8825 0.9048 0.4831 0.9867 0.6299 

Artificial 
Neural 
Network 

0.9364 0.8311 0.8746 0.9529 0.8523 

 

The following graphs shows these visualizations: 

 

Figure 11: Graphical Representation of extracted features along with decision boundaries for Logistic Regression and 
Artificial Neural Network – Dataset 1 

 

4.1.1 Winner Techniques: Logistic Regression and Artificial Neural 

Network 

We observed in Figure 11 that the two classes (malignant and benign) are visually 

distinct and a clear decision boundary along with very few false positives and negatives 

can be seen in case of best performing models which results in higher performance for 

these models. 

Every algorithm performs different on the same dataset as per its requirement. From 

the table it can be seen that Naïve Bayes and Decision Tree has performed low as 

compared to other techniques. This is because the sample images for training were not 
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enough for these techniques to achieve better accuracy. The more the samples, the more 

accurate results we have. 

The accuracy could have been made better in decision tree , by increasing the depth of 

trees but in doing so, we only achieve a slight increase in accuracy ( approx. 10 percent ) 

which is very insignificant and is a big trade off with algorithm implementation 

complexity (training testing time of model). 

 

4.2 Dataset 2: The IDC (Invasive Ductal Carcinoma) Breast 

Histopathology Images 

In this dataset, we found Logistic Regression and Artificial Neural Network to be the 

most efficient algorithms having an accuracy of 92.45% and 93.3% respectively. 

Table 2: Results and Comparison Dataset 2 

Algorithms Accuracy Precision Recall Specificity F1 Score 

Logistic 
Regression 

0.9245 0.892 0.8485 0.9566 0.8697 

K-Nearest 
Neighbors 

0.9112 0.8763 0.8117 0.9525 0.8428 

Support 
Vector 
Machines 

0.8931 0.8242 0.8131 0.9268 0.8186 

Naïve Bayes 0.8681 0.7191 0.9007 0.8515 0.7997 
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Decision 
Tree 

0.8796 0.8038 0.7862 0.919 0.7949 

Random 
Forest 

0.917 0.8948 0.9165 0.9595 0.8539 

Artificial 
Neural 
Network 

0.933 0.8993 0.8721 0.9588 0.8855 

The following graphs shows these visualizations: 

 

 

Figure 12: Graphical Representation of extracted features along with decision boundaries for Logistic Regression and 
Artificial Neural Network - Dataset 2 

 

4.2.1 Winner Techniques: Logistic Regression and Artificial Neural 

Network 

We observed in Figure 12 that the two classes (malignant and benign) are more visually 

distinct and a clear decision boundary along with very few false positives and negatives 
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can be seen in case of best performing models which results in higher performance for 

these models. 

As we can see from the table that there is a slight variance in the accuracy of the trained 

models .This is because that the images in the dataset were of higher resolution and the 

dataset was equally divided among the two classes (malignant and benign). The 

accuracy of the low performing algorithms such as Support Vector Machines and Naïve 

Bayes could be enhanced if we increase the number of samples used for the training and 

testing of these algorithms but again, at the cost of implementation complexity. 

4.3 Dataset 3: The mini-MIAS dataset of Mammograms 

In this dataset, we found Logistic Regression and Artificial Neural Network to be the 

most efficient algorithms having an accuracy of 82.5% and 87.5% respectively. 

 

Table 3: Results and Comparison Dataset 3 

Algorithms Accuracy Precision Recall Specificity F1 Score 

Logistic 
Regression 

0.825 0.8261 0.8636 0.7778 0.8444 

K-Nearest 
Neighbors 

0.540 0.5714 0.5926 0.4783 0.5818 

Support 
Vector 
Machines 

0.820 0.8462 0.8148 0.8261 0.8302 

Naïve Bayes 0.780 0.8077 0.7778 0.7826 0.7925 
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Decision Tree 0.580 0.6364 0.5185 0.6522 0.5714 

Random 
Forest 

0.4828 0.60 0.6316 0.40 0.6154 

Artificial 
Neural 
Network 

0.875 0.9048 0.8636 0.8889 0.8837 

The following graphs shows these visualizations: 

 

Figure 13: Graphical Representation of extracted features along with decision boundaries for Logistic Regression and 
Artificial Neural Network – Dataset 3 

 

4.3.1 Winner Techniques: Logistic Regression and Artificial Neural 

Network 

We observed in Figure 13 that the two classes (malignant and benign) are more visually 

distinct and a clear decision boundary along with very few false positives and negatives 
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can be seen in case of best performing models which results in higher performance for 

these models. 

As we know that in most cases, the more data we have for training, more is the accuracy 

we get from the algorithms. For this dataset, we had only a limited number of samples 

(approx. 250) and due to this fact, some of the above-mentioned classifiers such as k-

nearest neighbors, decision trees and random could not perform well. These algorithms 

require a large number of samples to train themselves on the patterns or features 

extracted from the deep neural network (i.e. in case of large datasets, performance of 

algorithms like decision trees and random forests can be enhanced by increasing the 

depth, which in turn increases the training and testing time exponentially but leads to 

better accuracy). 

 

4.4 Discussion 

In this chapter, we iterated thoroughly, through our study’s results and compared the 

performance of all the classifiers. We used VGG-19 Architecture and calculated 

Accuracy, Precision, Recall, F1 score and specificity for all datasets and established 

that VGG-19 gives best results for Logistic Regression Classifier and Artificial Neural 

Network outperforming other techniques giving an average accuracy of 89.5% and 

91.4%. 

We also observed that although all the techniques achieved good accuracies but 

those classifiers which could not perform very well was due to the fact that the image 

samples were less to train. Also in these techniques, the number of false positives and 

false negatives were greater and the datapoints were not visually distinctive. 
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Chapter 5: Conclusion and Future 

Work 

Breast cancer is the most common type of cancer being diagnosed in women in Pakistan 

and around the world. Due to technological advancements in medical science, the 

survival rate for patients is increasing day by day, but there is still a long way to go 

when it will finally come in control. Dense breast tissue, estrogen exposure, body 

weight, alcohol consumption, age, genetics and radiation exposure are the major factors 

that can cause breast cancer. Air pollution is also a high risk. Carcinogens, greenhouse 

gases, pesticide spray on food, diet, increased population, development of industry and 

alleviated living standard also increases the chances of this fatal disease.  In Pakistan, 

main problem is that patients show up at last stages of cancer which then cannot be 

cured resulting in increasing deaths. Since Pakistan is a third world country with lack of 

basic medical facilities, cancer at last stages cannot be cured but it has been observed 

that initial diagnosis of this disease can reduce morbidity and mortality. There are a few 

traditional prognosis techniques like mammography, biopsy, MRI etc. In recent years, 

Machine learning has proved to be vital in finding solutions to medical problems such as 

these. Various techniques such as Logistic regression, K-NN, SVM, Decision Trees, 

Random Forest and Naïve Bayes etc. aid to learn trends available in the images of breast 

cancer, These trends then enable these algorithms to predict anomalies in the cells. 

The aim of our research was to predict the malignant tumors from benign one to help 

doctors to diagnose cancer. A comparison was presented between several techniques. 

Majorly, we have used concept of feature extraction using transfer learning. In transfer 

learning we have taken a pre-trained neural network on any available dataset and use it 

to distinguish categories of objects/images it was never trained/tested on.  We have 

used it to extract features of images. For this purpose, we utilized VGG19 to extract 

arbitrary features. VGG-19 has not been previously used in research before and it 

produced excellent results.  We have allowed the image, to propagate through network 

in forward direction, we stop the image at a specified layer which is preselected, and 

outputs of the layer were stored as deep features for image recognition. Finally, we have 

applied a variety of machine/deep learning techniques on these extracted features.  
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The popular machine learning classifiers that were used are: Logistic regression, K-NN, 

SVM, Decision Trees, Random Forest and Naïve Bayes. In deep learning, we have used 

Artificial Neural Network (ANN) to classify malignant and benign tumors. Feature 

extracted from each dataset were provided as training samples to these datasets and 

then afterwards their performance was tested on basis of precision, recall, accuracy, F1-

score and specificity. The algorithm with the best performance on a specific dataset was 

proposed to be used on that dataset. Logistic regression and Artificial Neural Network 

outperformed other algorithms in distinguishing cancerous and non-cancerous cells. 

Because of non-availability of good breast cancer datasets, the sample images were 

limited and hence rest of the techniques could not perform as much as the ANN and 

logistic regression. We could still have achieved more results by increasing the 

implementation complexity but that would be a big cost as compared to a slight 

improvement in accuracy. 

5.1 Limitation/Future Work: 

For future advancement, this research can be applied in following ways: 

1. Our research focuses only on distinguishing between two types of cancerous 

cells i.e. benign and malignant. Apart from these two, cancer cells can be 

classified into more sub-classes. 

2. These machine learning techniques can also be used as detection for other 

cancer like lung cancer, skin cancer etc. 

3. The open source breast cancer image datasets are very less and are not easily 

accessible which limits application of techniques and analysis. More such 

databases can be made available for better research. 
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