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Manuscript delineation

The concept of convex function was first introduced by Jensen in [25]. He said
that the chord’s midst of the curve, whether continuous or not, lies above or on
the curve. This notion has been extended to its familiar form for the continuous
case when any point of the chord lie above or on the curve. In present days, the
study of convexity excogitate into more valuable theory of functions which can be
very helpful in deriving numerous important inequalities of analysis, see [18, 39,
43,52]. The most significant convex function inequality which is widely known as
king is the Jensen’s inequality. Young’s, Levinson’s, the harmonic mean-geometric
mean-arithmetic mean inequality, and many other eminent inequalities are particular
cases of this known result. Important books on inequalities are: ”Inequalities” by
Hardy et al. [18], Beckenbach et al. [3] and ” Analytical inequalities” by Mitrinovié
[36]. From 1988-1993, four comprehensive books were published comprising of the
application and development of inequalities [6,37-39]. Fink in [17] gave a brief but
comprehensive note on historical background of inequalities, where the progress and
growth of mathematical inequalities is given in form of sequences.

The theory of exponentially convex functions was introduced by S. N. Bernstein
in [5]; the representation of these functions over the given interval (a, b) as a genre of
convex functions was given by D. V. Widder [63]. These functions can be constructed
by well known method given in [24]. J. Jakseti¢ and J. Pecari¢ in [24] also analysed
that linear functionals defined on a family of m-convex functions lead to means
of Stolarsky type. This guide to a generalized method of producing exponentially
convex functions. J. Pecari¢ and J. Peri¢ [53] gave the concept of m-exponentially
convex functions. Some useful results of m-exponential convexity and logarithmic
convexity are given in [2,7,8,19,23,27,32,33,50,51,55].

In Chapter 1, we give some definitions and notions of convexity, then generalize

it to the higher order. It also recalls some basic concepts of m-exponential convexity
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and logarithmic convexity. In addition, some Jessen and Jensen type functionals and
inequalities are also given.

In Chapter 2, the positive functional has been used to investigate the log-
convexity and the m-exponential convexity. This positive functional is defined in
the form of the difference of the two sides of the inequality given in [49]. We discuss
Cauchy and Lagrange type mean value theorems which lead us to Stolarsky type
means.

In Chapter 3, we give a refinement of the Jessen inequality. We opt an elegant
method of constructing m-exponential convex functions by applying the positive
functionals associated with the weighted integral Jensen’s inequality and weighted
Jessen inequality. Cauchy and Lagrange mean value theorems are also given which
enable us to construct means with Stolarsky property.

In Chapter 4, some interesting results have been shown. These results are asso-
ciated with the refined Jessen’s inequality for m(M)-y-convex functions.

Chapter 5 is the extension of Jessen functional. We also explore logarithmic and
exponential convexity. We also give mean value theorems of Cauchy and Lagrange
type. Several families of functions are also presented related to our main results.

In Chapter 6, the m-exponential convexity and the log-convexity have been in-
vestigated. For this investigation, positive functionals are applied which associate
with the refinement of Hermite Hadamard inequality (cited from [45]). With the
results that are obtained, some families of functions related to them are presented.
Lagrange and Cauchy type mean value theorems have also been given to construct
means with Stolarsky property.

In Chapter 7, we report an idea of logarithmic and m-exponentially concave
functions and apply this concept on the linear functional related with the Jensen’s
inequality for generalized Choquet integral. The consequence of these results provide

us an interesting application in the probability. We discuss Cauchy and Lagrange



type mean value theorems which lead us to Stolarsky type means. We also deduce

an interesting result of information theory.
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Abstract

A real valued function ¥ on S (S is a set that is convex) is called convex if epigraph
of ¥ is a convex set. Alternatively, for any two points z,y € S the line segment
pr + (1 — p)y (u € [0,1]) joining these two points on the graph of the function
U lies above or on the graph. The well known king of inequalities, that is, the
Jensen’s inequality is the generalization of the above result. Integral, functional,
probabilistic and many other indispensable forms of this fundamental result can be
found in literature.

In the dissertation, we introduce some advancements in Jensen’s type inequal-
ities. The m-exponential convexity and the log-convexity have been investigated.
Positive functionals are used to investigate them. The positive functionals are de-
fined in the form of the difference of two sides of the refined and some known
inequalities. We also give an idea of logarithmic and m-exponentially concave func-
tions and apply this concept on the linear functional associated with the Jensen’s
inequality for generalized Choquet integral. The consequences of obtained results
provide us interesting applications in the probability. We also deduce an interesting
result of information theory. We discuss Cauchy and Lagrange type mean value
theorems which lead us to Stolarsky type means. We also draw some interesting
results associated with the refined Jessen’s inequality and Lupas-Beesack-Pecari¢

(LBP) type inequality for m(M)-i-convex functions.
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Chapter 1
Introduction and preliminaries

This chapter presents some definitions and notions of convexity, then generalizes it
to the higher order. It also recalls some basic concepts of m-exponential convexity
(concavity) and logarithmic convexity (concavity). In addition, some Jessen and

Jensen type functionals and inequalities are also given.

1.1 Functions of convex type

Convexity arises naturally in the study of functions and hence plays a very im-
portant role in many fields of applied and pure mathematics. Different concepts
from topology, algebra, geometry and analysis are unified by it. It is considered
as an important tool in numerous branches of engineering, in management science
and operation research, in mathematical economics, in optimization theory and in
statistics. Convexity is the basic concept behind the theory of graphical analysis.
Second derivative test in calculus is very useful in recognizing convexity. We recall

the definitions and notions about convexity from [52].

Definition 1.1.1. A set S is convex if for any two points s1,$2 € S and p € [0, 1]

1



the line segment ps; + (1 — pu)ss € S.

The following structural objects are the examples of convex and nonconvex sets.
The first solid body is a convex set. The middle set is not convex because the line
segment between two given points is not contained in the set. The right most set is
a hollow structural shape which dose not contain the line segment between any two

points of the boundary. So it is not a convex set.

N

Figure 1.1: Convex and nonconvex sets

Definition 1.1.2. Let ¥ : [, (](C R) — R. The function V¥ is called J-convex or

convex in the Jensen sense on [, (] if the inequality

\1, (#) < Y1) +9(s) ‘2“”(32) (1.1.1)

is true for all sq, s2 € [n, (].
Definition 1.1.3. Suppose S be a convex set, a function ¥ : S(C R) — R is convex
if

W(psy + (1= p)s2) < pW(s1) + (1 — p)¥(s2) (1.1.2)
for all s;,s0 € S and p € [0, 1]. If (1.1.2) is strict for p € (0,1) and $; # s9, then ¥

is strictly convex.

Remark 1.1.1. (i) If we reverse the inequality (1.1.2), then the function W is
concave. Moreover, if it is strict for p € (0,1) and for all distinct sy, s2, then

the function W is strictly concave.



(ii) If sq, 59,83 € S such that s; < sy < s3, then (1.1.2) is equivalent with

S1 \I[(Sl) 1
s3 W(sz) 1

Theorem 1.1.1. If the second order derivative of W : [n,(] — R exists on (n,(),
then U is convex if and only if W"(s) > 0. Strict convexity holds if ¥"(s) > 0.

The convex and J-convex functions are interrelated in the context of continuity.
Remark 1.1.2. A J-convex function is convex if it is continuous as well.
Definition 1.1.4. Suppose S C R and ¥, ® : § — R, where V¥ is convex function

on S and m is an element of R. If ® — mV is a convex mapping on S then ® is

called m-W¥-lower convex function.
Consider the following classes of functions [11] (see also [44]):
£(S,m, V) :={d: S —R : & —mVis convex on S}. (1.1.4)
Analogously, for a real number M, M-U-upper convex functions’ class is defined as
US, M, ¥):={P:5 >R : MV — P is convex on S}. (1.1.5)

(m, M)-U-convex functions form another class B(S, m, M, ¥) which is the intersec-
tion of the above two classes.

Remark 1.1.3. The concept of h-convex dominated mappings was introduced in
[12]: Let h,k : S(C R) — R, where h is a convex function on S. The mapping & is

said to be h-convex dominated on set S if the inequality below is true
pk(s1) + (1= pk(s2) —k(psi+ (1= p)s2) < ph(si)+(1—p)h(s2) = h(psi+ (1 —p)sz)

for all 1,59 in S and p € [0, 1].
Note that for M = 1, m = —1 and ¥ = h, (m,M)-U-convex functions are

h-convex dominated functions.



1.2 Higher order convex functions

This section generalizes the notion of convexity to the higher order (see for reference

[52])-

Definition 1.2.1. For a real valued function W : [, (] — R, the divided difference
of m-th order for the function ¥ at distinct points s, ..., s, € [1, (] is recursively
defined as:
[s5i; U] =U(s;), 0<i<m
and
(51, Sm; U] =[S0y - oy Sm—1; V]

s U] = : . 1.2.1
[807 S ] S, — So ( )

For instance, the divided difference of order m = 2 for distinct points sq, s1, $2 €

[n,¢] is

v -
50y 51 0] — L51) = Wls0), (1.2.3)
S1 — So
51, 52; U] — [0, 515 V]
;U = . 1.2.4
[So, 81, 52; ] Sy — S ( )
Remark 1.2.1. The order of elements s, . . ., s,, has no effect on the value [s, . . ., Si;

U], that is, its value is independent of the order of s;/'s (0 < i < m). We may ob-
tained an extension of the above definition by choosing coinciding points. That is,
under the assumption that W[, exists if we take the limiting case s; — s¢ of (1.2.3)
yields:

lim [sg, s1; W] = ¥'(s).

S$1—S0
Now, taking the limiting case s; — s¢ of (1.2.4), we get
W(s2) = W(so) — V'(s0)(s2 — So)

s}gréo[so, S1, S2; \If] = (32 — 30)2 , 82 7 8o




assuming that U'|s exists. Further, taking the limits s; — so for ¢ = 1,2 in (1.2.4),

yields

\IJ”
lim lim [sq, 51, $2; U] = (s0)
S2—S0 S1—S0 2

assuming that U”|,  exists.

Generally, the extended form for m + 1 points is

. . . wim (s
lim ... lim hm[so,...,sm;‘lf]:J
Sm—>80 S2—50 S1—S0 m'

assuming that W™, exists.

It can be easily seen that [sq, ..., sp,; V] defined in (1.2.1) is equivalent with

(S0, -+ s Sm; V] :Z W(s:) )
' IT (si—s5)

=0,

=0

Definition 1.2.2. For m > 0, a function ¥ : [n, (] — R is referred as m-convex on

[n, ] if and only if for all choices of (m+ 1) distinct points so, ..., s, € [, (], we get
(S04« -+ Sm; V] > 0.

The following theorem exhibits a relationship between convexity and differentia-
bility.
Theorem 1.2.1. If m-th order derivative of a function ¥ on S exists, then ¥ is
called m-convez if and only if ¥ (s) >0 for s € S.

1.3 Logarithmic and m-exponential convexity

The advance study of convexity holds gigantic theory of functions, for instance,
logarithmic convex functions that follow the laws of comparison of means and are
an important instrument in mathematical statistics and special functions (see for

example [52]).



Definition 1.3.1. Let S be an interval in R, a positive function ¥ : S — R is said

to be log-convex if
sy + (1 )s2) < (W(s) (W(s2))" (1.3.1)

for € [0,1] and for all s1,s9 € S.

Alternatively, ¥ is log-convex if log U is convex.

Definition 1.3.2. A function ¥ : S C R — R* is called log-7-convex or log-convex

in the Jensen sense if

72 (81 ; 32) < U(s1)T(sy)

is true for each sq,s9 € S.

Remark 1.3.1. A log-7-convex function is log-convex if it is continuous also.

S. N. Bernstein gave the the concept of exponential convexity in 1929 [5] and
later on these functions were introduced by D. V. Widder [63] as a sub class of
convex functions on a specified interval. The concept of m-exponential convexity
has been given in [53] which was presented by J. Pecari¢ and J. Perié.

The forthcoming discussion focuses on some notions and definitions about m-

exponentially convex functions (for example, read [53]).

Definition 1.3.3. A real valued function ¥ : S — R on an open interval S C R is

called m-exponentially J-convex or m-exponentially convex in the Jensen sense if

S bybyw (Sj . S’“) >0

J,k=1

is true for all b e Rand 5; € S, 7 =1,...,m.

Remark 1.3.2. It has been observed that 1-exponentially J-convex functions are
nonnegative functions. Furthermore, m-exponentially [J-convex functions are p-

exponentially J-convex for every p € N with p < m.

6



The notion of positive semi-definite matrices and some basic rule of linear algebra

are used to obtain the proposition below.

Proposition 1.3.1. If a function ¥ : S — R is an m-exponentially J-convex, then

Si+S; )}P

2 3,j=1 15 a

for every p € N with p < m and s1,...,8, € S the matrix [\I/(
positive semi-definite matriz.

In particular, det [\Il (%)}szl > 0 for everyp € Nwithp < m and sy, ...,S, €
S.

Definition 1.3.4. A real valued function ¥ : S — R is exponentially J-convex, if

it is m-exponentially J-convex for all m € N.
The (m-exponential) exponentially convex function is defined below.

Definition 1.3.5. A real valued function ¥ : S — R is (m-exponential) expo-
nentially convex if it is (m-exponentially J-convex) exponentially J-convex and

continuous.

We can draw the following points from the above definition:

Remark 1.3.3.

(i) The above mentioned definition makes it clear that set of all m-exponentially

convex functions on S form convex cone.

(ii) Less obvious is that if we take any two m-exponentially convex functions on S
then their product is also an m-exponentially convex function on S (one may
read [24]).

(iii) m-exponentially convex functions are invariant on taking admissible shifts and
translations inside argument of the function. In other words, if s — W(s) is
m~exponentially convex, then s — ¥(s —¢) and s — U(s/\) are also m-

exponentially convex functions.



Below are some fundamental examples of exponentially convex functions, (one

may read [24] for details).

Example 1.3.1.
(i) ¥(s) =k is exponentially convex on R, for any k& > 0.
(i) ¥(s) = e”* is exponentially convex on R, for any 3 € R.

(iii) W(s) = s7# is exponentially convex on (0, 00), for any 3 > 0.

Remark 1.3.4. We may note that a positive real valued function ¥ : S — R is

log-7-convex if and only if it is 2-exponentially J-convex, that is:

S1 + S2

b2W(sy) + 2b1by W ( ) + bW (sy) >0

for all b1,by € R and s1,s9 € S.
If U is 2-exponentially convex, then ¥ is log-convex. Converse is true if provided
that W is continuous also. m-exponentially convex functions are not, in general,

exponentially convex. (For details, go through the reference [24]).

Now we write a valuable lemma.

Lemma 1.3.2. If ¥ : S — R is log-convex then for r,s,t € S withr < s <t
(W(s)"™" < (W(r) = (2(@)"" (1.3.2)
Proof. See [52], pp. 4. ]

Now we present different families of functions to investigate exponential convex-
ity. The following lemma is useful to construct new exponentially convex functions.
Since the below mentioned result is the simple consequence of some basic examples

and remarks given in [24], so we omit the proof.



Lemma 1.3.3. (i) Define a real valued function f; on S =R by

(i)

(iii)

(iv)

1.4 Jensen type inequalities and their functional

The well known king of inequalities, that is, the Jensen inequality is the generaliza-

tion of (1.1.2) (see [15], [39]). In the theory of inequalities, it is very important due

fls) = explls), (1> 0).

It implies the exponential convezity on (0,00) of | — j—;fl(s) for each s € S.

Let g; be a real valued function defined on S = R™ by

ai(s) = Z(zsﬁ (1> 1).

It implies the exponential convezity on (1,00) of the function | — j—;gl(s) for

each s € S.
Consider a positive real valued function defined on S = R™ by
l*S
(log1)*”

hi(s) = 1> 1)

It implies the exponential convezity on (1,00) of the function | — %hl(s) for

each s € S.

Define a positive real valued function k; on S = R* by

ki(s) = %exp(—S\/j), (1>0).

It implies the exponential converity on (0,00) of the function | — j—;kl(s) for

each s € S.

approach
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to its various applications in mathematics and statistics. Hoélder’s, Cauchy’s, and

arithmetic-geometric-harmonic mean inequalities are some of its special cases.

Theorem 1.4.1. If SCR and ¥ : S — R is convex then for all z; € S, (1 < i < n)
and p;(1 < i < n) non negative real such that p; + -+ + p, = 1 we have

1 (ZZH%) < ZpZ\II(.Q:Z) (1.4.1)

Jensen functional is the difference of the above inequality, written as

AY) = ZpZ\If(azl) - <2p2x1> )

The reverse form of Jensen’s inequality from [39] stated as:

Theorem 1.4.2. If SCR and ¥ : S — R is convex then for all z; € S, (1 < i <n)
and if p be a real n-tuple with p; > 0,p; <0 (i =2,....,n) P, =p1+--+p, >0
and Pin Yo pir; €8S, then

The theorem below is the classical integral form of Jensen’s inequality stated as

(see for example [52] or [58]):

Theorem 1.4.3. If )\ is a positive measure on a o-algebra A in a set X, so that
AMX)=1. Ifhe L*(N), h(z) € SCR forallz € X and ¥ : S — R is conver ,

o ] < /X hd)\> < /X (U o h)dA. (1.4.3)

10



Let (X, A, A1) and (Y, B, \y) are two probability measure spaces. A (separately)
weight function ¢ is defined as a product-measurable mapping ¢ : X x Y — [0, 00),

(see for example [58]), such that

/ S(z,y)dA(z) =1 (for everyy € Y),
. (1.4.4)

/ s(x,y)dr2(y) =1 (for everyz € X).
Y

J. Rooin in [57] uses weight function ¢ and two probability measure spaces to intro-

duce weighted integral Jensen’s inequality.

Theorem 1.4.4. [57] Assume that (X,.A, ) and (Y, B, \y) are two probability
measure spaces and ¢ is a weight function (defined in (1.4.4)). If S C R, h €
L*(A\1), h(z) € Sfor all z € X and ¥ : S — R is a real convex function, then

/Y\I/ (/X h(x)c(x,y)dAl(x)) dA2(y)
has meaning and

¥ ( /X hd>\1) < /Y qf( /X h(x)g(x,y)dAl(x)> Da(y) < /X (Woh)d\.  (1.4.5)

Theorem given below is written in [49] which was stated by J. Pecari¢ and R.

Janic.

Theorem 1.4.5. Assume ¥ : [0,00) — R ba a nondecreasing convex function, let
(X, ]| - ||) be a normed space. Then for every xz; € V.p; > 0(1 < i < n) such that
P, => p; >0, we have

=1
1
v —

n
E DiZ;
i=1

) < ,% ilpiwxim. (1.4.6)
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(1.4.6) gives the following functional acting on nondecreasing convex function W:

z}wi>. (1.4.7)

The reverse Jensen’s inequality and the integral form stated in (1.4.2) and (1.4.3),

respectively can also be written in the above given form.
The existing literature considers Hadamard inequality as important and useful

inequality. It is as under:

Theorem 1.4.6. Assume ¥ : S = [«a, ] — R be a convex function, then

a+f 1 p V() + ¥ ()
v < U(r)dr < —F——12, 1.4.
(*57) = 52 [ v < (148)
By considering r = aTJrﬁ with its two convex combinations, the refinement of

Hadamard inequality is obtained in [45] is as follows:

Theorem 1.4.7. Consider a closed real interval S = |, ] C R with a < f and

v, 0 € S. Let ¥ : S — R is a conver function. Suppose
7 -« Py _0-a B4

(1.4.9)

Then

! /B U(r)dr (1.4.10)

|

=
|
Q

- 2 2
In the field of potential theory and statistical mechanics, Gustave Choquet in

1953 introduced the notion of Choquet integral with respect to capacity. It has

12



wide applications in machine learning particularly in recognition of patterns, eco-
nomics, imaging science, and in information fusion. In [61], the Jensen’s inequality
is established for the Choquet integral that paly a crucial part in the risk aversion

theory.

Theorem 1.4.8. [61] Suppose g : S — R is an increasing and concave function and
9(0) > 0. Then the Jensen inequality holds for all X € L,

CMV(Q(X)) S g(CMV(X))a (1'4'11>

where

Cu(X) = /000 w(X > t)dt — /0 v(X < t)dt

if and only if u(A) < v(A) for all A.

For other notable literature about Jensen’s inequality and the results related to
it, see [15,28-31,34,35,55].

1.5 Jessen type functionals

Let E(# () and L be a linear class of real valued functions h : E — R possessing
the properties:

Ly: hk € L = (yh+ k) € L for all v, € R,
Lo: 1 € L, that is, if h(l) = 1 for some [ € E, then h € L.
Take a positive linear functional B : L — R possesses the properties:
Ay: B(yh+ 6k) =vB(h) + 6B(k) for h,k € L,v,0 € R,
Ay he Lyh(l) >0on E = B(h) >0 (B is positive).

13



B is said to be normalized if
By a weight function, we mean a mapping ¢ : £ x E — R* such that

B (s(x,y)) = 1 (for each y in E),

(1.5.1)
Z (s(z,y)) = 1 (for each x in E),

where B and Z satisfy the properties A;, A; and As.

For some notable results about isotonic linear functionals and convex functions,
these references [4,13,46-48] can be seen. Next theorem is the generalized form
of Jensen’s inequality given by B. Jessen in [26] (see also [52]) for positive linear

functionals.

Theorem 1.5.1. Let E # (), S C R and L possess properties Ly, Ly on E. Consider
a real valued continuous convex function U on the interval S. If B with the property
B(1) =1 be a positive linear functional on L. Then for all h € L such that W (h) € L
we have B(h) € S and

U(B(h)) < B(¥(h)).

Here T(V) = B(¥(h)) — ¥(B(h)) is associated positive linear functionals.

The converse of Jessen’s inequality [4] (see also [52]) is stated as:

Theorem 1.5.2. Assume a convex function ¥ on S = [n,(](—co0 < n < { < 00)
and let L satisfy properties Ly, Lo on a nonempty set E. If B with the property
B(1) =1 be a positive linear functional on L, then for all h € L with W(h) € L (so
that n < h(l) < ¢ for alll € E), we have

_ (=B

B(m) < =2 ()

+ 2T g, (1.5.2)

W(n) 7
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Its functional form is given as:
(- B B(h) 1
¢—1 ¢—n

Various remarkable results related to Jessen are given in [1,4,9-11,14,54, 62].

a(v) ~W(n) + - W(C) = B(W(h)).

1.6 m-exponential and logarithmic concavity

This part consists of some useful notions and definitions of m-exponentially concave

functions in the same manner as given for exponentially convex function in [53].

Definition 1.6.1. Suppose S be an open interval of R and g : S — R be a real

valued function, then

e ¢ is called m-exponentially [J-concave (where J represents Jensen sense) if

Z 45089 (yj‘;‘yk) <0

J,k=1

is true for all a; e Rand all y; € S, 1 <i < m.

e If g is continuous and m-exponentially [J-concave on S, then it is said to be

m~exponentially concave on S.
Definition 1.6.2. Let g : S — R be a real valued function, then

e ¢ is called exponentially J-concave, if for all natural numbers m it is m-

exponentially J-concave.

e If g is exponentially [J-concave and continuous then it is said to be exponen-

tially concave.

15



Remark 1.6.1. An interesting fact about a positive real valued function g : S — R
is; it is log-J-concave if and only if it is 2-exponentially [J-concave, that is, for all

a;, a2 € R and z,y € S the following holds

T+
atg(z) + 2aiasg9 (Ty> + asg(y) < 0.

If g is 2-exponentially concave, then g is log-concave. Converse is true if provided

that ¢ is continuous also.
A fundamental inequality of log-concave functions stated as follows:

Lemma 1.6.1. Suppose that g : S — R is log-concave then for l,m,n € S with
l<m<n

(g(m)"~" > (g(0)" " (g(n))" " (1.6.1)

Proof. We can easily prove this lemma by [52], pp. 4. H

1.7 Means and its Stolarsky types

In this section, we define mean and discuss its different kinds. Stolarsky type means

are also given.

Definition 1.7.1. A function M : S x § x ... x S = R (S C R) is called a mean

if for all m-tuples (s1,...,sy,) of elements of S the following holds
inf{sy,....sm} < M(s1,...,8m) < sup{sy,...,Sm}

For example, if we consider the Lagrange mean value theorem stated as: Assume
a real valued continuous function ¥ which is defined on a closed interval S and
differentiable on the interior points of S and let s, so € S with s; < s9, there exists
at least one w belongs to open interval (sq, s3) such that
U(sy) — U(s
() M) = V)

S9 — 81

16



From the above equation, the number

= = (W) (‘I’(Sz) - ‘I’(Sl))

S2 — 81

is called a mean provided that ¥’ is invertible.

In a similar manner we can define Cauchy’s mean from Cauchy’s type mean value
theorem which states that: Assume ¥ and & are real valued continuous functions
on [s1, $2| and differentiable on (si, s2) with ®(s9) — ®(s1) # 0, there exists at least
one w € (81, s9) such that

V' (w) _ U(sy) — W(sy)
(@) P(s2) — W(s1)

From the above equation, the number

() ()
ol D(s9) — W(sy)
is called a mean provided that W'/®’ is invertible.
There exist some other important means in the literature. One of the well known
mean is the arithmetic mean (A.M) defined as A(v,d) = WTM. For an integrable
function ¥ with v < s < it is written as

[
Y

For positive 7, § there are geometric mean (G.M) written as G(v, ) = /70, identric
mean (I.M) defined as

7 V=0
I(7,0) = (1.7.1)

s\ 5 :
%(%) , otherwise,



and m-logarithmic mean

Ln(y,0) = (1.7.2)
6m+1_ m+1 | m .
[W&*’ﬁ} , otherwise.

Logarithmic mean (L.M) is the limit case of m-logarithmic mean, that is, lim1 Ly (v,0) =
m——
L(~,9) stated as

k) = (1.7.3)
lnﬁ}%ﬁw, otherwise.

Now we use (1.4.8) to obtain elementary inequalities based on the above mentioned
means.

If we substitute ¥(z) = exp(x) in (1.4.8), we may obtain an elementary inequality
based on geometric, logarithmic and arithmetic mean. That is,

5 < d—r <7+5
~logd —logy — 2 °

Now if we substitute ¥(z) = —logz in (1.4.8), we deduce geometric, identric and

arithmetic mean inequality:

5\ 75
1/75§1(5_) SPVTM'

e \ Y
The following chain of inequalities is given in [20]:

GM<LMC<IM<AM.

Now we give Stolarsky type means which were introduced by Stolarsky in [60] (see
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also [22,55]). Let s,t € R and 7, d be positive numbers further v < § then

M(v,6;s,t) = (%);

S Gl
M('Ya 0; 570) - (3(1115—1117))

. _ _1 775 wé%éé
M<7757878)_6Xp< S) (555> )

M(7,8;0,0) = /78

are means. He further proved that this function is increasing in s and ¢.

W |
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Chapter 2

Exponential convexity for Jensen’s

type functionals for norms

In this chapter, we discuss m-exponential convexity of the functional

Zpixi ) : (2.0.1)

This positive functional is defined in the form of the difference of the two sides of the

1 1
f=f) =5 pif(lwll) - f (F
n i=1 n

inequality (1.4.6). We deduce results about log-convexity and exponential convexity.
We also discuss Cauchy and Lagrange type mean value theorems which lead us to

Stolarsky type means.

2.1 m-Exponential convexity

The new exponentially convex functions can be formed by the following lemma.

Lemma 2.1.1.
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(i) Forp >0 let p,:[0,00) = R be defined with
e’
wp(l) = 2
Then p — op(1), p = So,(1) and p — %cpp(l) are exponentially conver on
(0,00), for each 1 € [0,00).

(ii) Forp>1 let ¢, :[0,00) = R be defined with
[P
plp—1)
Then p — ¢p(1), p — Lé,(1) and p — %gbp(l) are exponentially conver on
(1,00), for each 1 € [0,00).

¢p(l) =

Proof. (i) is true from second and third part of Example 1.3.1 and Remark 1.3.3.

We get (ii) by similar reasons that used to prove (i) and by observing (¥ = eP!n!, [

Now we write a valuable lemma.

Lemma 2.1.2. Assume f :[0,00) = R is a convez function with f'(0) =0, then f

1S an increasing convex function.

Proof. Assume the function f is convex, then f’ is nondecreasing. Since f'(0) = 0,

we get f/(x) > 0. This yields f is an increasing convex function.

We use an effective technique from [24] to construct exponentially and m-exponentially

convex functions.

Consider the functional (2.0.1). From Theorem 1.4.5 it follows Q(f) > 0..

Theorem 2.1.3. Assume f +— Q(f) is a linear functional defined with (7.1.2) and
define @1 : (0,00) — R and @5 : (1,00) — R with

D1(p) = QUpp);, Pa(p) = Qep)

where @, and ¢, are defined in Lemma 2.1.1. Then we get the following statements.
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Let m € N and pq, ...

the matrices

y Pm € (0700)7 qis - - -

The functions ®1 and ®y are continuous on (0,00) and (1,00), respectively.

. qm € (1,00) are arbitrary, then

m

b (2)

are positive semidefinite.

e (%52)]
4, k=1 2 4. k=1

The functions ®; and ®y are exponentially conver on (0,00) and (1,00), re-

spectively.

If p,q,m € (0,00) are such that p < q <, then

mn, P T=p
all 3 pizqll
i=1

i
Pﬂ,

n
El pi exp(gllz;[|?) — Pn exp (
i=

IN

a2 Py,

n, P T—q n P qa—p
" ) pll _El pix;ll ll _Zl i@l
32 piexp(pll@;||”) — Pnexp L_Pz =
i=1 n

n -
_Zl pi exp(rllwill*) — Py exp (
i=

p2 Py, r2P,
if s,t,u € (1,00) are such that s <t < u, then
> pillillt n t
i=1 Uy piill)
t(t—1)P, t(t—1)Pt -
n u—t n t—s
> pillzil® n s > il n u
i=1 _ (1225 piil]) i=1 _ (12 iy piill)
s(s—1)P, s(s —1)Ps u(u —1)P, u(u —1)P¥
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Proof. (i) The continuity of the functions p — ®;(p), i = 1,2 is obvious.
(i) Let m € N, &, p; € R (j = 1,...,m) be arbitrary and define auxiliary
function ¥, : [0,00) — R by

Ui(l) =Y &&prm (1)
Gk=1 :
Now W} (0) = 0, since Z¢(0) = 0, and
V(1) = D & qmpem (1) > 0,
jk=1

for [ > 0, by Lemma 2.1.1 which means, by Lemma 2.1.2, that ¥, is increasing

convex function. Now, Theorem 1.4.5 implies Q(¥;) > 0. It means

(5],
2 G k=1

is positive semi-definite matrix.

In the similar way, we may define auxiliary function Wy. We conclude

- ("5")
2 4. k=1

is positive semi-definite matrix.

We easily get (iii) and (iv) from (i), (ii) and Lemma 1.3.2. O

From above theorem, we have obtained a valuable corollary. This provides us an

exciting link between moments of discrete random variables. It is stated as:

Corollary 2.1.4. Assume (V, ||-||) be a normed space and let X be a discrete random
variable defined with P(X = z;) = p;, ©; € Vip; >0, i =1,...,n, > o p = L.
Then, for 1 < j <k <m,

{ENIX]"-BX]ID*Y™ < O, by m){E[IX )= (LX)} EIX ™) - (B )™

23
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where

)
() (2)

Theorem 7.1.3 also sets the following model:

C(j, k,m) = (2.1.1)

Theorem 2.1.5. Suppose that C C R be an open interval, and I' = {n|t € C}
be a family of continuous function defined on S C [0,00), such that the function
%m(O) =0,teC,andt— %nt(l) 1s m-exponentially conver on C for any l € S.
Consider the functional f — Q(f) as given in (7.1.2). Then t — Q(n;) is an m-

exponentially convex function on C.

Remark 2.1.1. In the above theorem, we can add the other features of Theorem
7.1.3.

2.2 Mean value theorems

The lemma given below will be very helpful.

Lemma 2.2.1. Let f € C*([0,a]), with f'(0) = 0. Denote ® = infiejo,q f"(1), D =
SUPjefo,q £ (1) Then the functions fi, fa: I — R defined by

(2.2.1)

are convex and nondecreasing.

Proof. The functions fi, fo satisfy the conditions of Lemma 2.1.2 and the result
follows. O
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Theorem 2.2.2. Let z; € X,p; > 0(i = 1,2,...n) such that P, = > p; > 0. Let
i=1
f € C%*([0,a]) with f'(0) =0, where max; ||z;]| < a. Then there exists @ € [0,a] such

that
I 1
P, ;:1 pif (lzill) = f (Fn

) — of"(w), (2.2.2)

2

Proof. Denote ® = maxcjoq [’(t) and 0 = mingepq f”(t). Then the functions

where

fi, f2 : [0,a] — R as in Lemma 6.2.1, are convex and nondecreasing. This means

that Q(f1), Q(f2) > 0, that is,

1 & 1
< Fn;pzf(\!lel)—f (Fn

Now by (2.2.2) the Bolzano intermediate theorem ensures that w € [0, al. O

) < 09, (2.2.3)

Corollary 2.2.3. Let x; € X,p; > 0(i = 1,2,...n) such that P, sz > 0.

Let f,g € C*([0,a]), f'(0) = ¢'(0) = 0, where max; ||z;|| < a. Then there exists
w € [0, a] such that the following holds
ﬂ (2.2.4)

1 & 1 & 1
ZZ% llzill) — vafv Fng(H%II) -9 P
P L |t =1 n

Proof. Consider the auxiliary function k € C?([0,a]) defined with k(l) = ¢ f(l) —
c29(l), where ¢; and ¢y are defined by

= f" (@)

n
E PiZs
i=1

1 & 1
=75 > pig(llail) — g (F T ) ; (2.2.5)
and
1 & 1
e =5 > pil (i) = f (? i ) . (2.2.6)
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It is obvious (k) = 0. Further, since £'(0) = 0, from Theorem 2.2.2 it follows that

there exists some w € [0, a] such that the following holds

1 — 1

The left-hand side of this equation equals to zero, whereas p # 0. It yields k" (w) =
0. ]

: > = ok"(w). (2.2.7)

Remark 2.2.1. From (2.2.4) we can define various kinds of means provided that

f"/¢" has an inverse. Mathematically, we can write it as:

= <§_> (5)). (22.8)

Particularly, if we substitute f(I) = ¢,(1), g(I) = ¢4(l) in (2.2.4) (the functions ¢,
are defined in Lemma 2.1.1), then we get

1

1 (q(ql) Pyt iépini”p_(HZzﬂzl pzl’z)p) p—a
)

L " s p#q
PO Pt S pfalli—([| S pia )

w(p,q; ) =

n n n
1o Pyt lez'||wi||p1n||90i\\—\\ leﬂi\\pln(gl lpizill/ Pr)
] L p=q#1.
Prm" > pillza|lP =l X2 pazallP
i=1 i=1
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Chapter 3

Weighted Jessen and Jensen
inequality and exponential

convexity

In this chapter, m-exponential convexity of the positive functionals associated with
the weigted integral Jensen’s inequality (1.4.5) is examined. The respective positive

functional are:

Q) /Y ¥ ( /X h(m)g(x,y)d)\l(x)) Do(y) — T ( /X hd)\l), (3.0.1)
(1) = /X (W o h)d\ — /Y ¥ ( /X h(:v)g(:z:,y)d)\l(:c)) Da(y). (3.0.2)

To construct means with Stolarsky property, Cauchy and Lagrange type mean value
theorems are also given. The next section will introduce a refinement in Jessen’s
inequality via weight function and m-exponential convexity of such functions is
discussed that is associated with these linear functionals. Numerous families of
functions have been given related to obtained results and mean value theorems are

also given.
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3.1 m-exponential convexity of weighted integral

Jensen’s inequality and Stolarsky type means

Here we establish (m-exponential) exponentially convex functions by applying an
elegant method from [24].

In the following theorem and its corollaries we use notations as: C is a real open
interval, S is any real interval, I' = {g; | [ € C} is a family of functions defined on S.
Q(V) is as given in (3.0.1). Then we have the following useful results which produce

new m-exponentially convex functions.

Theorem 3.1.1. Assume the function | — [s1,S2,S3; 9] is m-exponentially [J-
conver on C, where s1, 39,83 are distinct points of S. Then | — Q(g;) is an m-
exponentially J-convex function on C. In addition, the continuity of this function

implies the m-exponential convezity on C.

Proof. Assume [;,1l; € C,l;; = “thand a;,a; € R for i,j € {1,...,m}. Consider

2
the function A on S defined as

A(s) = Z a;a;gi,;(s).

,j=1

The hypothesis of m-exponential [J-convexity of [ — [s1, s, $3; g/] vields
(51, 52,83 A] = Y asa;[s1, 52, 53 91,,] > 0,
ij=1

implying the convexity of A on S. Hence 2(A) > 0. Further the linearity of 2, gives

> aaQg,) > 0.

ij=1
We conclude that the function I — Q(g;) is an m-exponentially J-convex function
on C. O
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We have obtained the corollaries below from above theorem.

Corollary 3.1.2. Suppose that the function | — [s1, S2, S3; g1] is exponentially J -
convex on C, where sy, S, 83 are distinct points of S. Then | — (g;) is an exponen-
tially J-convex function on C. In addition, the continuity of this function implies

the exponential convexity on C.

Corollary 3.1.3. Suppose that the function | — [s1, sq, S3; g1 is 2-exponentially J -
convex on C, where s1, So, s3 are distinct points of S. Then the following statements
hold

i) The continuity of the function | — Q(g;) implies the 2-exponential convezity
of l = Q(g1) on C, and hence the function is log-convex. That is, for l,r,s € C such
that r < s <l the following holds

Q7" (gs) < Qg )T (q0).

ii) Assume that the function | — $(g;) on C is strictly positive and differentiable.
Then forl <u andr <wv, (I,r,u,v € C) yields

7(l,7,Q) < 7(u, v; Q)

where

(1, Q) = (3.1.1)
4 ((g)))
e @) | otherwise.

Proof. i) This is a simple consequence of Theorem 3.1.1 and Remark 1.3.4.
ii) The log-convexity of I — (g;) on C follows from (i). It implies the convexity of
[ —log(g;) on C. By applying [53, Proposition 3.2] with I < u,r < v, we get

log €2(g1) — log {U(g) _ log2(gu) — log x(g,)

3.1.2
- uU—v ’ ( )
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thus we have

(1,7, Q) < 7(u,v; Q).

The cases [ = r and u = v follow from (6.1.2) as limiting cases. [

Remark 3.1.1. The following positive functionals are useful in defining the basic

inequality of log-convex functions.

Qf) = llQ ( /y exp (z /X h(:v)g(x,y)d)\l(x)) Do(y) — exp (z /X hd/\1>> |
Qq1) = ﬁ (/Y (/X h(x)g(m,y)d/\l(x))ld/\g(y) - (/X hd)\l)l>.

Q(hy) = 11 (/ 1~ h@snadn@) gy, (y) - l(thf“l))

0gl)?
<g/ exp( \// (z,y)dM (z )> dAs(y) — exp (—\/Z/th)\l)).

Theorem 3.1.4. Suppose Q(¥) be the linear functional defined by (3.0.1) and con-
sider the function ¢; : (0,00) — R fori = 1,4 and ¢; : (1,00) — R fori = 2,3
defined as

¢1(Z) = Q(fl)> ¢2<l> = Q(gl)a ¢3(l) = Q(hl)a ¢4(l) = Q(kl)7 where flaglvhl and
k; are defined in Lemma 1.3.3. Then

k) =

~| =

(i) The functions ¢; are continuous on (0,00) for i = 1,4 and continuous on
(1,00) fori=2,3.

(i) If m € N, ly,..., 1, € (0,00) fori=1,4 and ly,...,l,, € (1,00) fori=2,3.

Then
(5],
jk=1

are positive semidefinite matrices.
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(iii) ¢; are exponentially convex on (0,00) when i = 1,4 and on (1,00) fori = 2,3.

(iv) Let l,r,s € (0,00) fori= 1,4 and r,s,l € (1,00) fori =23 withl <r < s,
then
(i)™ < (&u(1)™ (9u(s)",
where ¢;(1) fori=1,2,3,4 are defined in Remark 3.1.1.
(v) If the functions ¢; are differentiable and strictly positive on (0,00) fori=1,4
and on (1,00) for i = 2,3. Then for every l,r,u,v € (0,00) fori = 1,4 and

Lyryu,v € (1,00) fori= 2,3 such that | < u and r < v, we have

(7, ¢i) < 7(u, v; i),

where

(1)) T .
(dh‘(r) ) ) L #r;
T(l,r;¢i) = (3.1.3)
xp (%(@(l))

¢—(1)> , otherwise.

Proof. (i) The continuity of these functions is obvious.
(i) Let d;,l; € R, where j = 1,...,m (m is any natural number). Define the

auxiliary function A; on S =R by

Aq(s) = Z djdkf@(s)-

jik=1
Since
m P
AY(s) = D dydy fiye (5) 2 0
jik=1
for s € S by Lemma 1.3.3. This implies A; is convex. Now Theorem 1.4.4 implies
that Q(A;) > 0. This means that

I+ lkﬂ’”
o (2]
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is a positive semidefinite matrix.

To prove the remaining positive semidefinite matrices, we can define the auxiliary
functions A; for ¢ = 2, 3,4 in the similar manner.

(iii) and (iv) are simple consequence of (i), (ii) and Lemma 1.3.2. We can easily

prove (v) by using basic inequality of log-convex functions given in part (iv). O]

In the following lemma we assume S = [, ¥] C R and in the next theorems we

further assume S is a compact real interval.

Lemma 3.1.5. [52] Suppose ¥ € C%*(S) and ¥ : S — R, ¥” is bounded. Assume
0 = infes U'(1), © =sup,eq ¥’ (I). Then the functions ¥y, Wy : S — R defined by

Wy (l) = Dp_ (1)
2 , (3.1.4)
Wy (l) = W(l) — 552

are convex.

Theorem 3.1.6. Assume ¥ : S — R, U € C*(S). If (X, A,\) and (Y, B, \3) are
two probability measure spaces and < is a weight function (defined in (1.4.4)) such
that h € LY(\y), h(x) € S for all x € X. Then there exists @ € S such that

/Y 0 ( /X h(m)g(x,y)d/\l(x)> do(y) — U ( /X hd)\1> = (V' (w), (3.1.5)
where
3L (frertaman) o= ([ ran) |

Proof. Suppose © = max;es V(1) and 9 = min;eg V(7). Then the convexity of the
functions Wy, ¥y : S — R follows from Lemma 3.1.5. Since they are also continuous.

Apply left-hand side of the inequality (1.4.5), we get

/Y\p (/X h(x)g($,y)d)\1(x)) Daly) — T (/X hd)\l) <¢®,
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and

/Y \1/ < /X h(x)g(x,y)d)\l(:z:)) Doly) — T < /X hd)\l) > .

Now combining these two inequalities and since ¥” is continuous, there exists w €

S (0 <V (w) < D) such that (3.1.5) holds. O

Theorem 3.1.7. Assume ®, ¥ : S — R and ®,¥ € C*S). If (X, A \) and
(Y, B, \y) are two probability measure spaces and s is a weight function (defined in
(1.4.4)) such that h € L*(\),h(x) € S for all x € X. Then @ € S emists that

V() [/Y o (/X h(:v)g(x,y)d)\l(:p)> Doly) — (/X hd)\l)}
' (w) [ /Y ¥ ( /X h(m)g(a:,y)d)\l(m)) Doly) — T ( /X hdAl)} |

Proof. Suppose a function k € C*(S) defined as k = ¢;® — ¢, ¥, where ¢; and ¢, are
defined by

o = /Y \p ( /X h(at)g(:v,y)d)\l(x)) Doly) — T ( /X hd)\l), (3.1.7)
e — /Y o ( /X h(x)g(:c,y)d)\l(ac)) Daly) — @ ( /X hd)\1> | (3.1.8)

As k € C*(S), applying Theorem 3.1.6 on k ensures that there exists some w € S
such that the following holds

/Y k ( /X h(:c)g(x,y)d)\l(:c)) Doly) — k ( /X hd)\l) ~ (@) (3.1.9)

The left-hand side of this equation equals to zero, the term ( on the right-hand

(3.1.6)

and

side is non zero, so we have that k”(w) = 0. Thus the assertion of our theorem

follows directly. O]
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Remark 3.1.2. If ®”/U” is invertible, then means of various kinds can be defined

by (3.1.6). That is, 3
==(%) (o). (3.1.10)

If we apply Cauchy type mean value Theorem 3.1.7 on functions ® = f; and
U = f, (defined in Lemma 1.3.3), it yields

M(l,7; Q) = log7(l,7;)
satisfy
< M(l,rQ) <v,
where X
BT e
exp (Qg%;gl)) - exp (—%) , l=1r#£0.

If we set p = mingep,,{f(1)} and v = maxep,,){f({)}, then

T(l,r; Q) =

min {f(1)} < M(l,7;Q) < max {f(])},

l€lp,V] lelp,v]
which shows that M (l,r;) are means of f(I),l € [u,v]. If | < u,r < v where
l,r,u,v € R, then it yields by Theorem 3.1.4 that these means are monotonic.
Now, if we apply Cauchy type mean value Theorem 3.1.7 on functions & = g
and ¥ = g, (defined in Lemma 1.3.3), this yields that there exists w € [u, v] such
that

l—r _ Q(gl)
Qgr)

Since the function @ — @'~ is invertible for [ # r, we get

v () <
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If we set = mimep,,{f(1)} and v = maxep,,){f(1)}, then in this case 7(,7; Q)

are means of f(l),l € [u,v], where

1
Q(g) \ 7 .
(Q(f;f«)) ! L# T

exp (472 ) -exp (~ %), 1=r £ 1.

T(l,r; Q) =

Note that in this case, the monotonicity property also holds for (I, r; Q).

Remark 3.1.3. We can construct similar results for the positive functional F ()
defined in (3.0.2). Moreover, by introducing suitable weight functions, J. Rooin
gave the refinement of the discrete Jensen’s inequality and few of its applications
[see [56]]. We can prove similar results for the positive functionals associated with

this refined form of discrete Jensen’s inequality.

3.2 Weighted reverse Jensen’s inequality and its

applications

Throughout section, we assume a convex set S C V', where V' is a real vector space,
T1, X9, Ty € S. Let p1, A > 0,0, A <0(i=2,...,n) and Uy, = Y00 i, Ay =
> =1 Aj > 0. Also, we suppose that ¢ : {(i,7) : 1 <7 <m, 1 <j<n}—[0,00)is

a weight function such that

1 )
U_Zg(zaj):ul_l (j:]-a 7”)7
moi=1
and
1 n
— S(i,j)\;j=1 (i=1,...,m)
A, =

Now we refine converse Jensen’s inequality via weight functions.
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Lemma 3.2.1. If < is a weight function, then

v (Uim ;szz) > Z)\ 24 ( Z (iaj)uiﬂfi) > Ui ;,Uij(mz) (3.2.1)

m .
=1 7

Proof. By using reversed Jensen’s inequality

1 m 1 n o 1 m
=T . > (A C(Z,J))\j) i (i) = U ;Mi‘l/(xi),

and
1 & 1 < 1 &
\D<U_Z§Z]ﬂ1xz>_qj A_Z U_Z Z]Mz$z)
moi=1 7=1

<Aii o)

]

Now, we refine the reversed Jensen’s inequality by using weight functions as

follows:

Theorem 3.2.2. Suppose that ¢; and ¢ are two weight functions, then

(i)

m

( Z szz> > ¢<1 <2 UL Z i ¥ I, (3‘2‘2)
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where

Yo w(l) = ZW< Z[(l—l)q(z',j)+lcz(z',j>]mi) (0<1<1),

=1

(3.2.3)

(i1) Foreachl1 < j < n, the functionl — U (ﬁ Yo =Dsi(d, ) + lqg(i,j)]uixi>
(0 <1<1) and thus, Y., , is conver.

(iii)
1 — ! 1 «—&
in > i | > | g ()dl > i > (). (3.2.4)
™ o=1 0 m =1

Particularly, assume S CR. Then
TESTE iiA-A ¥ Y - fj (i e,
1 m
#0, 2

(3.2.5)

where A(W;~,9d) is the arithmetic mean for an integrable function W on the

interval [y, d].

Proof. (i) The mapping (i,j) — (1 — I)s1(4,7) + lsa(7, ), where 1 < i < m,1 <
Jj < nis a weight function for each 0 <1 < 1. So (3.2.2) follows from (3.2.1).

(ii) Let a and b are two nonnegative real numbers with a+b=1and 0 < ly,1, < 1.

Then for each 1 < j < n yields the convexity of ¥, ,.
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(iii) The function v, ¢, is Riemann integrable on [0, 1] because it is bounded and

convex on this interval. Hence by integrating (3.2.2) yields (3.2.4).

Particularly, assume S C R. Then by applying change of variables u =
ﬁ Yo (X = D14, 7) + lsa(4, J)] s, we get the desired result.

Now we give some applications of our results.

Theorem 3.2.3. For positive numbers x+, ..., x,, we have

(fi) " (i1

where I is the identric mean.

m Ai ﬁ 1 m
( ZQHMZ% M;Q(i,j)mv’ﬂi)] ) ZUT@Z“Z““

Proof. Consider a real valued function ¥ on (0, co) defined as ¥(t) = —Int. Clearly
U is convex and for positive real numbers 7,0, A(W;~,d) = —InI(7,0). Then

ALZA(\I/;%CU =—1In (H [1(%5)]“') n )

Jj=1

where v = 7 — > (i, ) piwi , 6 = - — > iy (i, j)piwi. It can be seen that

— . R ) ) = — Hi
(o Somn) = (S St = ([
Substituting the above values in (3.2.5) provides the required result. O
Theorem 3.2.4. For z; € (0, (1 <i<m)and Ay =30 iwy, Gy =[]0, 2l
and A, =" wi(l — ), G, =1, (1 — z;)" are the arithmetic and geometric
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means of x; and 1 — x;, respectively. Then

. (ﬁ [I (ﬁ Sy (6 N1 — ), g Sy (i, 7)1 x))]);" N (ggﬂ)&

- I (ﬁ Sy (6 i, g iy <2(i,j)/ﬁz'33z‘>

S

D>‘D>
3

j=1

where the identric mean is defined in (1.7.1).

Proof. Consider a convex mapping ¥(t) = In % on (0, %], and A(U;v,6) =In W

7,0 € (0,1). We then have

1

m m i\ An
I (&;mmu i, &;<2<i,j>ui[1 - ])] ) ,

AliA(‘Il;*y,d) =In (ﬁ
" j=1 j=1

where v = 7= 37" 610, J) i, 6 = g Yoy (i, j)piwi. We substitute the above
equation in (3.2.5), and by considering

the desired result is obtained. O

Theorem 3.2.5. Assume (X, A, \) is a measure space, p > 1, and hy,..., h, €
LP(X), then

m p n m m
1 1 o 1 o
i § pilil| > E i [Ly <_U E s1(4, J)puil i E §2(Z»J)ﬂi|hi|)
moi=1 p j=1 moi=1 moi=1 1

(3.2.8)

where L, is the p-logarithmic mean.
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Proof. Consider the convex function ¥ : [P — R defined as: W(h) = ||h|P. We
observe that the mapping X x [0,1] — R with (z,l) — ﬁ o= Dsi(d,7) +
o 2y pibi| < g 20 |hal and
for 1 < ¢ < m, the LP-norm of h; and |h;| are equal. It is sufficient to consider
hi > 0 (1 < i < m). By applying the change of variable u = ﬁZfll[(l -

D612, 7) + lsa(4, j)|ush; and using Fubini’s theorem yield

1 n 1 m p
/Owg,gz(l)dZZAin;Aj/o /X(Uim;[(l—l)q(z‘,j)+l<2(z',j)]mhi> dudl

i%;%A%G%ZW—%@ﬂWWMMQW

=1
1 n
“R N

which by substituting in (3.2.5), we get the required result. O

lo(i, 7)]pihi(x) is product measurable. Since

Y

i=1 1

%(%}]udmmﬁ+m@mm0

Remark 3.2.1. [56] Assume (X, A, \) is a finite measure space and let Z be the
vector space of all measurable functions on X with point-wise operations. Let S C Z
contains all non negative measurable functions on X, then S is convex. Since the

function [ — HLl (I > 0) is concave, the mapping ¥ : S — R with

h
U(h) = —d\ (he S 3.2.9
0= [ Fpir tes) (3.2.9)
1S concave.

Theorem 3.2.6. Under the notation of Remark 3.2.1, let hy,..., h,, € S, and ¥ is
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defined in (3.2.9), then

1 & 1
U ;M‘I’(hz’) > MX) - . DML
1 m
> v <Um ZZ}MM’) )

where L is the logarithmic mean.

1 m
( 72 zyuzhz,1+—2<2um z)
m i=1 m

(3.2.10)

m

Proof. Tt is obvious X x [0, 1] — R with (x,l) — ﬁ Yo (A=D1 (4, 5)+ls2(4, j)] pi
is product measurable. Since ¥ is concave, so —V is convex. Thus from (3.2.5),

yields

where

n 1
! i1 (1= Ds(d, 5) + 24, ) i
/ Va0 (Dl = 72/\ / / Z (X = Dsa(d, §) + lsa (4, J)] i
An J=1 1+ U z 1 (1 - l)§1(2 J) + lsa(d, J)]Nzhz

gn Y / /6 1-— L dld\(x)
n] 1 7 x 0 1+1
1
E:A!/ +9
§—v 7 STy
1 & 1
~1 . o
B A7n j;)\j L (1 + Un ;:1: s1(i, 7)pihi, 1+ ﬁ ;:1 §2(7Ja.7)/iihi>

where v = 5= 32" 61 (4, 7)pili(x) and & = 5= 377, (i, j) (). O

)

1
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3.3 m~exponential convexity of weighted Jessen’s

functionals and mean value theorems

The following theorem is the refinement of Jessen’s inequality.

Theorem 3.3.1. Assume L satisfies properties Ly and Ly on a nonempty set E,
and suppose that ¥ is a continuous convex function on an interval S C R. If B and
Z are positive linear functionals with B(1) = Z(1) = 1 and < is a weight function
(defined in (1.5.1)) then for all h,h-< € L such that V(B(h-<)),V(h) € L we have
B(h-<),B(h) € S and

U(B(h)) < Z(¥(B(h-<))) < B(¥(h)). (3.3.1)
Proof.
Z(W(B(h-<))) 2 W(Z(B(h-<))) =2 ¥(Z(B(h))) = ¥(B(h)).

Suppose S = [¢,d]. Since ¢ < h(l) < d for every | € E, it yields ¢ < B(h) < d and
¢ < B(h-<) <d. For arbitrary but a positive fixed € there exist u, v € R such that
for o = poo + vo1 (0;(1) =9 for j = 0,1) we then have

(a) 0 < U, it yields o(B(h)) < ¥(B(h-<)).
(b) o(B(h)) > ¥(B(h-<)) — € which implies Z(o(B(h))) > Z(¥(B(h-s))) — €.

(If c < B(h) <dand ¢ < B(h-¢) < dorif h,h-¢ have finite derivatives in [c, d], we
can replace (b) by o(B(h)) = ¥(B(h-<))). Now (a) implies g o h < W o h; hence

B(Woh)>B(poh)=pu+vB(h)
= Z(e(B(h))) = Z(¥(B(h -<))) —&.

Since ¢ is arbitrary, hence we complete the proof. n
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If ¢ = 1, then we deduce the following result.

Corollary 3.3.2. Assume L satisfies properties L1 and Lo on a nonempty set F,
and assume that ¥ is a continuous convex function on an interval S C R. If B and
Z are positive linear functionals with B(1) = Z(1) = 1, then for all h € L such that
V(B(h)),V(h) € L we have B(h) € S and

U(B(h)) < Z(¥(B(h))) < B(Y(h)). (3.3.2)

Remark 3.3.1. We consider the following functionals under the assumption of
Theorem 3.3.1

() = B(Y(h)) — Z(Y(B(h-5))). (3.3.4)

Then A(¥) and A’(W) are positive.

In the following theorem and its corollaries we use notations as: C is a real open
interval, S is any interval, © = {g, | [ € C} is a family of continuous functions
defined on S. A(¥) is as given in Remark 3.3.1. Then the following results produce
new m-exponentially convex functions. Since the proofs are analogous to those in

the continuous case given in the previous section, so we omit the proofs.

Theorem 3.3.3. Suppose the function | — [s1, S, S3;q1] is m-exponentially T -
convex on C, where s1, 89,83 are distinct points of S. Then | — A(g;) is an m-
exponentially J-convex function on C. In addition, the continuity of this function

implies m-exponential convexity on C.
Corollaries stated below have been obtained from the above theorem.

Corollary 3.3.4. Suppose the function | — [s1, Sa, S3; 1] s exponentially J -convex

on C, where sy, 89,83 are distinct points of S. Then | — A(g;) is an exponentially
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J-convex function on C. In addition, the continuity of this function implies the

exponential convezity on C.

Corollary 3.3.5. Suppose the function | — [s1,S2,S3;q1] is 2-exponentially J -
convex on C, where sy, Sa, s3 are distinct points of S. Thenl — A(g;) is 2-exponentially
J-convex function on C. In addition, the continuity of this function implies the ex-
ponential convexity on C and thus the function is log-convex. That is, for l,r,s € C

such that r < s < . the following holds

A7 (gs) < A2 (g0 ) A (g0).

Now we present different families of functions to investigate exponential convex-
ity.
Remark 3.3.2. The following positive functionals are useful in defining the basic

inequality of log-convex functions.

A(f) = 3 (7 (exp UB(h- <)) — exp(IB(1))).

Ag) = ﬁ (Z ((B(h-9))) — (B -

(Z (l—B(h~c)) _ l—B(h)) )

—_

Theorem 3.3.6. Let A(V) be the linear functional defined by (3.3.3) and consider
the function ¢; : (0,00) — R fori=1,4 and ¢; : (1,00) — R fori = 2,3 defined by

o1(l) = A(f), ¢2(1) = Mar), @3(1) = A(l), ¢a(l) = A(ki), where fi, i, hy and k
are defined in Lemma 1.5.3. Then

(i) The functions ¢; are continuous on (0,00) for i = 1,4 and continuous on
(1,00) fori=2,3.
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(i) If m € N, ly,..., 1, € (0,00) fori=1,4 and ly,...,l, € (1,00) fori= 2,3,

2 j7

(iii) The functions ¢; are exponentially convex on (0,00) fori = 1,4 and exponen-

are positive semidefinite.

tially convez on (1,00) for i =2,3.

(iv) Let l,r,s € (0,00) fori= 1,4 and r,s,l € (1,00) fori =23 withl <r < s,
then
(6s(r)"™" < (1) (ei(s)) ™,

where ¢;(1) fori=1,2,3,4 are defined in Remark 3.3.2.
The Cauchy and Lagrange type mean value theorems are stated below.

Theorem 3.3.7. Assume L satisfies properties L and Ly on a nonempty set E, and
let U:S =[a,b] — R, ¥ e C?S), where S C R is a compact real interval. If B and
Z are positive linear functionals with B(1) = Z(1) = 1, and < is a weight function
(defined in (1.5.1)) then for all hyh - € L such that ¥(B(h <)), (B(h-<))? € L
there exists some w € S such that the following holds

~ V'(w)

Z(W(B(h-<))) =¥ (B(h)) 5

[Z((B(h-<))*) = (B(h)*] . (3.3.5)

Theorem 3.3.8. Assume L satisfies properties Ly and Ly on a nonempty set E,
and let ®, 0 : S = [a,b] — R, ® ¥ € C*S), where S C R is a compact real
interval. If B and Z are positive linear functionals with B(1) = 1 and Z(1) = 1,
and < is a weight function (defined in (1.5.1)) then for all h,h - s € L such that
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®(B(h-)),¥(B(h-<)),(B(h-s))? € L and Z((B(h-s))?) — (B(h))?* # 0 there erists
some w € S such that the following holds

V(@) [Z(D(B(h-<))) = ®(B(h))] = " (@) [Z(V(B(h <)) = ¥(B(h))]. (3.3.6)

Remark 3.3.3. We can construct similar results for the positive functional ()
defined in (3.3.4).
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Chapter 4

Weighted Jessen’s inequality for
m(M )-y-convex functions and

related results

In analysis, positive linear functionals are very useful as they are natural objects.
By introducing weight function, an important functional form of Jensen’s inequality,
that is, the Jessen inequality is given in the previous chapter.

This chapter discusses few interesting results related with weighted Jessen in-
equality (3.3.1) for m(M)-1-convex functions. Throughout chapter, we assume ¢ is

a weight function which satisfies (1.5.1) and use the following notations:

Fy = Z((B(h-<))) = ¢(B(h)),
Fy = Z(®(B(h-<))) — ®(B(h)),
Fy = B(y(h)) = Z((B(h - <)),
Fy = B(®(h)) = Z(®(B(h-<))).
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4.1 Refined Jessen’s inequality

Theorem 4.1.1. Suppose that ¢ : S CR — R is a conver function and h: E — S
such that Y(B(h-<)),¥(h),h-s,h € L, 5 is weight function and B,Z : L — R are

isotonic linear and normalised functionals.
(i) Assume ® € £(S,m,¢) and ®(B(h-)),®(h) € L, then

mFl S FQ, (411)

(17) Assume ® € (S, M, 1) and ®(B(h-<)), ®(h) € L, then

Fy < MF, (4.1.3)
Fy < MF;. (4.1.4)

(1ii) Assume ® € B(S,m, M,v) and ®(B(h-<)),P(h) € L, then above inequalities
(4.1.1)-(4.1.4) hold.

Proof. (i) Since ® € £(S,m,¢) and ®(B(h -<)) € L, this yield & — ma) is convex
and (& —ma) o B(h-¢) € L. For the convex function ® — ma), the refined Jessen’s
inequality (3.3.1) is applied to obtain the required results.

(i) Similarly, we observe ®(B(h-<)) € L and ® € (S, M, ). Tt yields M) — ® is
convex and (M — ®)o B(h-<) € L.

(iii) It can be easily observed that this is true from (i) and (ii). O

We have obtained the below corollary from above theorem.

Corollary 4.1.2. Assume the second order derivative of convex function ¢ : S C
R — R exists on S (interior of S) and h : E — S such that (B(h -<)),¥(h),h -
¢,h € L, ¢ is weight function and B,Z : L — R are isotonic linear and normalised

functionals.
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(i) If second order derivative of ® : S — R exists and for given real number
m, ®"(1) > my"(l),l € S. Then (4.1.1) and (4.1.2) are satisfied under the
assumption that ®(B(h <)), ®(h) € L.

(i) If second order derivative of ® : S — R exists and for given real number
m, (1) < MyY"(l),l € S. Then (4.1.3) and (4.1.4) are satisfied under the
assumption that ®(B(h <)), ®(h) € L.

(iii) If second order derivative of ® : S — R exists and for given real number m,
my” (1) < ®"(1) < My"(1),l € S. Then (4.1.1)-(4.1.4) are satisfied under the
assumption that ®(B(h <)), ®(h) € L.

The following propositions are some particular cases of the above corollary.
Proposition 4.1.3. Let the second order derivative of ® : S — R exists on S.

(i) For infz€§ P"(l) = s > —o0, we have

5 [Z([B-9P) - [BOP] < P,
. (4.1.5)
5 (B = Z(B(h-9)P")] < Fu,

under the assumption that ®(B(h-<)),[B(h-<)]> k2, ®oh,h-<, h € L.
(ii) For sup,_o () = S < o0, we have
(4.1.6)
[B(h?) = Z([B(h-)")]
under the assumption that ®(B(h-<)),[B(h-<)]* k%, ®oh,h-<, h € L.

(iii) For —oo < s < ®"(]) < S < o0,l € g’, both (4.1.5) and (4.1.6) hold, under the
assumption that ®(B(h <)), [B(h-<)]*,h2, ®oh,h-¢,h e L.
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The proof is followed by applying the Corollary 4.1.2 for ¢(l) = 1I* and m =

s,M=2S5.

Proposition 4.1.4. Suppose that the the second order derivative of ® : S C Rt — R
exists on S. Let h, : S — R defined by h,(l) = ®"(1)I*~%, where q € (—o0,0)U(1, 00).

(i) For infle§ hy(l) = k > —o0, we get

Z([B(h-)") = [BW)Y] < F,
a _/fl) (4.1.7)
a1 B — Z(B(h- ) < B

assuming that ¢(B(h-<)),[B(h-)]?, f4,®oh,h-¢,h € L.

(i) For sup, o hy(l) = K < oo, we have

o< 212 (B <)) - (B,
Q(q 1) (4 1 8)
K qy __ . q o
F4§q(q—_1)[3(h) Z([B(h-<)])],

assuming that ®(B(h-<)),[B(h-<)|*, f4,®oh,h-¢,h € L.

(i1i) For —oo < k < hy(l) < K < 00,1 € g’, both (4.1.7) and (4.1.8) hold, under
the assumption that ®(B(h-<)),[B(h-<)]*,hd, ®oh h-¢,h € L.

Proof. (i) Define the auxiliary function g,(l) = ®(I) — ﬁlq . Then

gu(l) = ®"(1) — k1972 = 172 (P9@"(1) — k)
=172(h,(l) — k) > 0.

which implies g, is convex, that is, & € £(S, ﬁ, (1)?). We deduce (4.1.7) by
applying Corollary 4.1.2. Analogously, we can prove (ii), and (iii) follows by (i) and

(ii). O
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We state another result.

Proposition 4.1.5. Assume that the second order deriwative of mapping ® : S C
RT — R exists on S. Define z(l) = I*?®"(]),l € S.

(i) For infze§ 2(l) = v > —o0, we then have

v I[B(h)] = Z(n[B(h-<)])] < F,

(4.1.9)
V(2 (0 [B(h-<)]) — Blnh)| < Fy,

assuming that ®(B(h-)),In[B(h-<)],Inh, ®oh, h-¢,h € L and B(h-), B(h) >
0.

(i1) For SUPZG§Z(Z) =1 < o0, we get

F, <T[n[B(h)] — Z (In[B(h-<)])],

(4.1.10)
Fy <T[Z(n[B(h-<)]) — B(lnh)],

assuming that ®(B(h-)),In[B(h-<)],Inh, oh, h-¢,h € L and B(h-), B(h) >
0.

(iii) For —0o < v < z(I) < T < oo with | € S, both (4.1.11) and (4.1.12) hold,
under the assumption that ®(B(h-<)),In[B(h-<)],Inh,®oh,h-¢,h € L and
B(h-<),B(h) > 0.

Define the auxiliary function g(I) = ®(I) + v Inl. Analogously as in the proof of

Proposition 4.1.4, we get the required results.

Proposition 4.1.6. Assume that the second order derivative of ® : S C RT — R
exists on S. Define o(l) =19"(1),l € S.
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(i) For infzefq o(l) =& > —oo, we have

€(B(h )2 (n[B(h- <)) ~ BH)In B(h)] < P .
[B(hnh) — B(h-)Z (I [B(h-<)))] < Fi, h

assuming that ®(B(h - <)),In[B(h-<)],hlnh,® o hyh-¢,h € L and B(h -
s),B(h) > 0.

(ii) For supleoga(l) =Z < 00, we get

Fy < Z[B(h-<)Z (n[B(h-<))) - B(h)ln B(h)],

(4.1.12)
Fy <Z[B(hInh) — B(h-<)Z (In[B(h-3)))],

assuming that ®(B(h - <)),In[B(h-<)],hlnh,® o hyh-¢,h € L and B(h -
s),B(h) > 0.

(11i) For —oo < § < o(l) < 2 < o0 withl € ,%, both (4.1.11) and (4.1.12) hold,
under the assumption that ®(B(h-<)),In[B(h-<)],hlnh,®oh,h-s,h € L and
B(h-s),B(h) > 0.

Define the auxiliary mapping g(I) = ®(I) — &l1nl. Analogously as in the proof

of Proposition 4.1.4, we get the desired results.

4.2 Some applications

From Proposition 4.1.3, we know that

S [2 (B0 OP) — (BWP) < B < 5 [2(B0-9P) - (BWP). @21)

and

[B(h*) — Z([B(h-<)]})], (4.2.2)



by assuming that the second order derivative of ® : S C R — R exists on % , —00 <
s<P"(l) <SS <o0,l € g’,h . E— S, ®(B(h-)),[B(h-<)]*, h? ®oh, h-c,h € L and
¢ is a weight function B, Z : L — R are isotonic linear and normalised functionals.

Now, we use (4.2.1) and (4.2.2) and various functions to give some useful appli-

cations.

Proposition 4.2.1. Suppose that m,M € R, 0 < a < h<f <o and 0 < a <
h-¢<p <oo. Then from (4.2.1) and (4.2.2) with ® : [, B] = R, ®(1) = —Inl, we

then have

L2 (B 9P) — B0 < miBH)] — Z W[B(h-<)
26 X (4.2.3)
<L [Z (B9 - B
and
LB = (B )] < Z (n[B(h- <)) — Bln(h)]
25 : (4.2.4)
< 5L (B - 2B,

assuming that In|B(h -<)|, |B(h - 2 h2Inh h-¢,he L and B(h),B(h-¢) > 0.
g [B(h-<)],[B(h-<)]",h*,Inh,h -, :

We observe inequality (4.2.3) is equivalent to

i e B(h)
< exp {2%2 (Z ([B(h-)P) = [B(WP) |,

Proposition 4.2.2. For ¢ € (—00,0) U (1, 00), if we apply (4.2.1) and (4.2.2) with
O [a, f] = R, (1) =19. Then for q > 2 we have

¢a—1) o [Z ([B(h- <)) — [B(W)?] < Z([B(h-<)]?) — [(B(h)))*

2
< BV g0z 7 (B0 o) - (BN,

(4.2.6)
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and

q(q2— D) a2 [B(h*) — Z([B(h-<)]*)] < B(h?) — Z ([(B(h-<)]%)

: @ﬁ‘” [B(h?) = Z([B(h-<)]")] . 20
Now, for q € (—o0,0) U (1,2) we have
@Bq_z (Z ([B(h-9)]?) = [B(R)?] < Z ([B(h-<)]%) — [(B(R))]" o
<M Doz (B o) - O],
and
q(qQ— 1)5«1—2 (B(h?) — Z(B(h - )]%)] < B(h%) — Z ((B(h- <))
(4.2.9)

< MY o2 [B02) - 2((BG- ),

under the assumption that [B(h - <)%, [B(h - c)]2 Jh2,hi, h-¢,h € L.

Proposition 4.2.3. For @ : [a, ] = R, ®(l) = lInl, (4.2.1) and (4.2.2) imply the

following results:

L 12 (B 9P) — (BW?] < Blh-)Z (B <)) — B(h) n[B(h)
26 : (4.2.10)
< L [z(B0-P) - B,
and
L [B®) — Z(Bh- )] < B(hnh) - Bh-<)Z (a[B(h- <))
26 ) (4.2.11)
< o (B - Z(B(- )]

assuming that In[B(h - <)],[B(h-<))*,h%, hlnh,h-<,h € L and B(h), B(h-<) > 0.
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It can be noted that (4.2.10) is equivalent to

v [ 15 (2 (B0 ) - By | < S2ECLZ Ll ) .
< exp {% (2 (B(h-oP) — (B0)P)|.

Proposition 4.2.4. Assume —co < a < h<f<ooand —oco < a < h-¢<p<o0.
The inequalities (4.2.1) and (4.2.2) for ®(1) = €',1 € R imply the following

£ exp(a) [ ([B(h-5)?) — [BU)P) < Z (exp(B(h- <)) — exp(B(h)) o
< 5 exp(3) [Z (1B P) = [BOP]
and
5 exple) [BW) — Z([B(h- )] < Blexp(h) ~ Z (exp(B(h- <))
) (4.2.14)
< 5 exp(8) [B(h?) = Z([Bh- <))

assuming that exp(B(h - <)), [B(h-<)]*,h? exp(h),h -, h € L.

From Proposition 4.1.4, we have

k " . %
a1 2 B 9I) — B < Py <

[Z ([B(h-<)]*) = [B(W)]],
(4.2.15)

and

[B(h?) — Z([B(h-<)]")] < Fy <

[B(h?) = Z([B(h-<)])] (4.2.16)

q(qg—1) q(q —1)

by assuming that the second order derivative of ® : S C RT — R exists on g’ k<
"> 1< K,le S;h: E— S, ®B(h-s)),[B(h-¢)]",h4, ®oh,h-s,h € L and ¢

is a weight function B, Z : L — R are isotonic linear and normalised functionals.
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Proposition 4.2.5. [f0<a<h<f<oand0<a<h-¢<f < o0 and we
assume that (1) = —Inl. Then for q € (—o0,0) we get
Oé_q

atg —1) | - (4.2.17)

(g — 1)
and
o [B(h?) = Z([B(h-<)])] < Z (In[B(h - <)]) — B(ln(h))
alg —1) o (4.2.18)
< =1 [B(h?) — Z([B(h - <)]")]
Now for q € (1,00), we obtain
B4
[Z ([B(h-))*) = [B(R))*] < In[B(h)] — Z (In[B(h - )])
(g —1) Y (4.2.19)
O 2Bk ) - (B
and
(ﬁ__ql) [B(h?) = Z([B(h-<)]*)] < Z (In[B(h - <)]) — B(In(h))
N - (4.2.20)
< =1 [B(h?) = Z([B(h - <)])]

by assuming that n[B(h-<)], [B(h )], k% Inh,h-s,h € L and B(h), B(h-<) > 0.

Proposition 4.2.6. [f 0 <a<h< <o and0<a<h-¢<f < o0 and we
suppose ®(1) = l1Inl. Then for q € (—o0,0) we get

q(j :qD [Z ([B(h-<)]*) = [B(R)])Y] < B(h-<)Z (In[B(h-<)]) — B(h) In[B(h)]
g o .
S W=D [Z ([B(h-<)I") = [B(W]],

(4.2.21)
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and

(a :ql) [B(hq) - Z([B(h : §)]q)] < B(hln h) - B(h . §>Z (IH[B(h . g)])
- BL-a (4.2.22)
< g BN = 2(Bh- 1]

Now for q € (1,00), we obtain

S 2B )Y) = (O] < Blh-)Z (alB(h-9)) = B:) ()
< o Z (B0 1) - (BT,
(4.2.23)
and
B = 2B 1Y) < Blhtnh) ~ B(h-)Z (wlB(A- <)
a9 - (4.2.24)
< o (B — Z(B(h-9)).

under the assumption that In[B(h-)],[B(h-<)]*,h?, hlnh, h-s,h € L and B(h), B(h-
) > 0.

Finally, we derive the following results by using Proposition 4.1.5.

YIn[B(h)] = Z (In[B(h-<)]))] < F> <T[In[B(h)] = Z(In[B(h-<)])],  (4.2.25)
and

v[ZW[B(h-<)]) - Bnh)] < F, <T[Z(n[B(h-<)]) — Bnh)]  (4.2.26)

by assuming that the second order derivative ® : S C R* — R exists on g” ,—00 <
v < PPP"(l) < T < 00, ®(B(h-s)),In[B(h-<)],Inh,®oh,h-¢,h € L and B(h -
5), B(h) > 0.
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Proposition 4.2.7. Let 0 < a < h< <o and 0 < a < h-¢ <[ < oo and
consider ®(1) = l1nl, the inequalities (4.2.25) and (4.2.26) yield
a[In[B(h)] = Z (In[B(h-<)]))] < B(h-<)Z (In[B(h - <)]) — B(h) In[B(h)]
(4.2.27)
< An[B(h)] = Z (I [B(h-<)])],

and

a[Z (In[B(h-<)]) — B(lnh)] < B(hln(h)) — B(h-<)Z (In[B(h - <)])

(4.2.28)
< B[Z(n[B(h-<)]) — B(Inh)]

under the assumption that In [B(h -<)],Inh,hinh,h-¢,h € L and B(h-s), B(h) > 0.

It can be observed that the inequality (4.2.27) is equivalent to

[B(h)] }a - exp [Z (ln[B(h . g)])B(h@)}
exp[Z(Im[B(h-Q))]| — [B(h)]P™) (4.2.29)
B(h) ’
- pr Z (I [B(h- g)])]}
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Chapter 5

Generalized form of Jessen type
functionals and exponential

convexity

In this paper, we introduce an extension of Jessen functional and investigate loga-
rithmic and exponential convexity. We also present mean value theorems of Cauchy
and Lagrange type. Several families of functions are also presented related to our
main results.

Throughout chapter, we assume ¢ is a weight function which satisfies (1.5.1).

5.1 Extension of the Jessen’s functional

Now we prove the counterpart of the inequality W(B(h)) < Z(V(B(h -<))) (see

Theorem 3.3.1) for compact interval S = [, (].

Theorem 5.1.1. Assume U be a convex function on S = [n,(] (—oo <n < { < 00).

Let L satisfies properties Li, Lo on a nonempty set E, < is weight function and
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B, Z are isotonic linear normalized functional on L, then for all h-¢ € L such that
U(B(h-s)) € L (sothatn < B(h-s) < (), we have

— B(h - B(h - —
2B o)) < B0 D gy B Ty 51
¢—n C—n
Proof. The definition of convex function implies
) < 200y + 22%(0) (a<b<ea<o)

c—a c—a

Now set a =n,b= B(h-<),c = ( give
¢—B(h-s) B(h-<)—n
ST RS A Ty (0.

< —y Y©

Since Z is isotonic linear and normalized functional, (5.1.1) holds. [l

U(B(h-s)) W(n) +

The next theorems are our main findings.

Theorem 5.1.2. Assume U be a convex function on S = [n,(] (—oo < n < { < 00).
Suppose L satisfies properties Ly, Ly on a nonempty set E, ¢ is weight function and

B, Z are isotonic linear normalized functional on L, then for all h,h -< € L such
that W(B(h-<)),¥(n+ ¢ — B(h-<)) € L (so thatn < B(h-<) < (), we have

W(n+¢=B(h) <¥(n)+¥(C) - Z(V(B(h-<))) (5.1.2)

Proof. The function ® : [, (] — R defined as ®(t) = V(n+( —1t),t € [, (] and the
function ¥ are convex and continuous. Then by the left hand side of the inequality
of (3.3.1), we have

»(B(h)) < Z(p(B(h <))
That is,
U(n+ ¢+ B(h) < Z(¥(n+¢—Bh-q))).
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Applying Theorem 5.1.1, we obtain

Z(U(n+ ¢~ B(h- o)) < %(’;%(m B“}'f)n_"@(o
(—B(h-g) B(h-s)—n
< S-Sy 20 Sy
¢~ B(h-<) B(h-<) 1
=U(n) + ¥(C) - = U(n) + = v (C)
< W)+ () — Z(U(B(h-<))).

The last statement is obtained by observing that if ¥ is concave then —W is convex

and B, Z are linear on L. O

Theorem 5.1.3. Assume U be a convex function on S = [n,(] (—oo <n < { < 00).
Suppose that L satisfies properties L1, Ly on a nonempty set E, < is weight function
and B, Z are isotonic linear normalised functional on L, then for all h - € L such
that W(h),¥(n+ ¢ — B(h-<)) € L (so that n < h(l) < for alll € E), we have

Z(¥(n+(—=DB(h-<)) <¥(n)+ V() — B(Y(h)). (5.1.3)
Proof. Similar to the proof of Theorem 5.1.2 we can prove it by using right hand
side of the inequality (3.3.1) and using Theorem 1.5.2 instead of Theorem 5.1.1. [

5.2 Exponential convexity

This section contains the investigation of the exponential and logarithmic convexity
of the functionals that are associated with the extension of Jessen functional given

in the previous section.
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Remark 5.2.1. We consider the following functionals under the assumption of

Theorems 5.1.2 and 5.1.3, respectively.

QW) = W(n) + ¥(¢) = Z(U(B(h <)) = ¥(n+ ¢ = B(h)), (5.2.1)
(V) = ¥(n) +¥(¢) = B(¥(h) = Z(¥(n+ (¢ — B(h-<)). (5.2.2)

Then Q(V) and (V) are positive.

In the following theorem and its corollaries we use notations as: C is a real open
interval, S is any real interval, © = {g; | | € C} is a family of continuous functions
defined on S. QW) is as given in Remark 5.2.1. Then the new m-exponentially

convex functions are produced by the useful results given below.

Theorem 5.2.1. Assume the function | +— [sq, S92, S3;qi] is m-exponentially J -
convex on C, where $1, 539,83 are distinct points of S. Then | — Q(g;) is an m-
exponentially J-convex on C. In addition, the continuity of this function implies

the m-exponential convezity on C.

lrl»lj
2

Proof. Suppose l;,1; € C,l;; =
Define the function A on S by

and a;,a; € R for i,j € {1,2,...,m} (m € N).

As) = Y aia;g,(s).

ij=1
Being the linear combination of continuous functions, A is continuous. The hypoth-

esis of m-exponential J-convexity of the function [ — [sy, sq, $3; gi] gives
m
[51,52,83; A] = Z a;a;[s1, 2,533 g1,,] > 0,
ij=1
which implies the convexity of A on S. In addition, the linearity of €2 gives

Z a;a;Q(g,;) > 0.

4,j=1
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We conclude that the function [ — Q(g;) is an m-exponentially J-convex function
on C. O

We have obtained the corollaries below from the above theorem.

Corollary 5.2.2. Assume the function | — [s1, 2, S3; 1] s exponentially J -convex
on C, where sy, 89, 83 are distinct points of S. Then | — Q(g;) is an exponentially
J-convex function on C. In addition, the continuity of this function implies the

exponential convezity on C.

Corollary 5.2.3. Assume the functionl — [s1, so, $3; gi] is 2-exponentially J -convex
on C, where s1, 9,83 are distinct points of S. Then | — (g;) is 2-exponentially
J-convex function on C. In addition, the continuity of this function implies the
2-exponential convezity on C, and thus the function is log-convex. That is, for

lyr;s € C such that r < s < the following holds
Q7" (gs) < Q7 (9,)2 " (q0)-
Proof. This is directly obtained from Theorem 5.2.1 and Remark 1.3.4. O]

To define the basic inequality of log-convex functions we present positive func-

tionals.

Remark 5.2.2. The following positive functionals are useful in defining the basic

inequality of log-convex functions.
1) = 75 (exp(ln) + exp(iC) — Z (exp (LB(h-5))) — exp(ln + I — 1B(R)))

Qq) = T i 0 (' 4+ =Z(B(h-<)') = (n+¢—B(h)).
1
(log!)?

Q) = 7 (exp(=nvD) + exp(—¢VD) = Z (exp (=Blh- V1)) = exp ((B(h) =0 - OVI))

Q) = (17" +17¢ — 7 (17Bt9) — Bh=n=¢)

—_
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Theorem 5.2.4. Let Q(V) be the linear functional defined by (5.2.1) and consider
the functions ¢; : (0,00) — R fori = 1,4 and ¢; : (1,00) = R fori = 2,3 defined
as

o1(1) = Qf), d2(1) = Uar), d3(l) = QM) pa(l) = QUky). Then

(i) The functions ¢; are continuous on (0,00) for i = 1,4 and continuous on

(1,00) fori=2,3.

(i) Suppose m € N, ly,... 1, € (0,00) for i = 1,4 and ly,...,l, € (1,00) for

2 j,E 1

are positive semidefinite matrices.

(iii) ¢;’s are exponentially convex on (0,00) wheni = 1,4 and on (1, 00) fori = 2,3.

(iv) Let l,r,s € (0,00) fori= 1,4 and r,s,l € (1,00) fori =23 withl <r < s,
then
(¢:(r)™ < (duD) " (ei(s)
where ¢;(1) fori=1,2,3,4 are defined in Remark 5.2.2.
Proof. (i) The continuity of these functions is obvious.

(ii) Let d;,l; € R, where j = 1,...,m (m is any natural number). Define the
auxiliary function A; on S =R by

Ai(s) = djdy, fiien (5).
j.k=1

Since ,
u d
Af(s) = Z djdk@f@(s) >0

jk=1
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for s € S by Lemma 1.3.3. This implies A; is convex. Now Theorem 5.1.2 implies
that Q(A;) > 0. This means that

I+ lk)r
o (2] L

is a positive semidefinite matrix.

To prove the remaining positive semidefinite matrices, we can define the auxiliary
functions A; for ¢ = 2,3, 4 in the similar manner.

We easily get (iii) and (iv) from (i), (ii) and Lemma 1.3.2. O

Remark 5.2.3. We can construct similar results for the positive functional J(¥)
defined in (5.2.2).

5.3 Mean value theorems

The lemma given below will be very helpful to state the mean value theorems of

Cauchy and Lagrange type.

Lemma 5.3.1. [52] Let U : S — R, S CR, be such that ¥ € C*(S), ¥” is bounded
and ® = infieg W'(1), © = sup,eq V”(I). Then the functions Uy, Uy : S — R defined
by

Uil = 22— w(),
2 R (5.3.1)
Wy (l) = V(1) — 512

are convex.

Theorem 5.3.2. Let L satisfies properties Ly and Ly on a nonempty set E, and
let U:8S — R, U e C*S), where S = [n,{] CR(—oc0<n<(<o00). If B,Z are

isotonic linear normalised functionals and < is a weight function (defined in (1.5.1)),
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then for all h,h-s € L such that W(B(h-s)),(B(h-s))? € L there exists some @ € S
at which

Y(n) + () = Z(¥(B(h-<))) = ¥(n+ ¢ — B(h) = a¥(w), (5.3.2)

where .
a=s [ +C=m+(=BM0)* = Z(BM-)P)].
Proof. Assume ® = max;eg V() and 0 = minjes ¥”(!). Then Lemma 6.2.1 gives

the convexity of the functions ¥, ¥y : S — R. Since they are also continuous.

Apply Theorem 5.1.2, we get
U(n) + () = Z(¥(B(h-<)) = ¥(n+ (- B(h) < a®, (5.3.3)
and
W(n)+ () = Z(¥(B(h-<))) = ¥(n+ ¢ — B(h)) = ad. (5.3.4)
Now combining these two inequalities and since ¥ is continuous, there exists w €
S (0 < U"(w) < D) such that (5.3.2) holds. O
Theorem 5.3.3. Assume L satisfies properties L1 and Lo on a nonempty set E,
and suppose @, U : S — R, &, ¥ € C*(S), where S = [1,{] CR(—o00 < n < ( < ).
If B, Z are isotonic linear normalised functionals and s is a weight function (defined
in (1.5.1)), then for all h,h-< € L such that ®(B(h-<)),V(B(h-<)),(B(h-s))* € L
and * +¢*— (n+¢—B(h))*— Z([B(h-s)]*) # 0 there exists some w € S such that
the following holds
V(@) [2(n) + ©(C) — Z(2(B(h <)) — ©(n + ¢ — B(h))]
= (@) [U(n) + ¥(C) = Z(¥(B(h-<))) = ¥(n+ ¢ = B(h))].
Proof. Suppose the function k € C*(S), k = ¢;® — cu¥, where ¢; and ¢, are defined
by

(5.3.5)

c1 = ¥(n) + V() = Z(W(B(h-<))) —¥(n+ = B(h)), (5.3.6)
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and
e = 0(n) + 2(¢) — Z(2(B(h <)) — ©(n+ ( — B(h)). (5.3.7)

As k € C*(S), applying Theorem 5.3.2 on the function k ensures the existence of
some w € S such that the following holds

k() + k() — Z(k(B(h <)) — k(n + ¢ — B(h)) = ok"(w). (5.3.8)

The left-hand side of the above equation is equal to zero. Since « is non zero, so we

have that £”(w) = 0. Thus the assertion of our theorem follows directly. O

Similarly we can define mean value theorems for Theorem 5.1.3. Here we omit

the proofs.

Theorem 5.3.4. Assume L satisfies properties L1 and Lo on a nonempty set F,
and assume U : S — R, ¥ € C*(S), where S = [,{] CR(—0c0 <n < (< o0). If
B, Z are isotonic linear normalised functionals and < is a weight function (defined in
(1.5.1)), then for all h-c € L such that ¥(n+(—B(h-)),¥(h), (n+{—B(h-<))* h? €
L there exists some w € S such that the following holds

V(n) + () = B(Y(h)) = Z(¥(n+ (= B(h-q))) = p¥" (@), (5.3.9)

where

§ =5 [P+ = BOA) — Z(n+ ¢~ Bh-o))].

Theorem 5.3.5. Assume L satisfies properties Ly and Ly on a nonempty set E, and
suppose @,V : S — R, &, U € C?(S), where S = [n,{] CR(—c0 <n < (< o0). If
B, Z are isotonic linear normalised functionals and s is a weight function (defined
in (1.5.1)), then for all h -< € L such that ®(n+ ( — B(h-<)),VY(n+ ¢ — B(h -
), D), W(R), (n+C— Blh-s)2, 2 € L and 1p+C2— B(h?)— Z([+C — B(h-s)[2) £ 0
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there exists some w € S such that the following holds

V(@) [®(n) + (¢) — B(®(h)) — Z(®(n+ ¢ = B(h-<)))]

(5.3.10)
= &"(@) [U(n) + V() — B(Y(h)) = Z(¥(n+ ¢ — B(h-<)))].

5.4 LBP type inequality for m(M)-y-convex func-

tions

The result below is related to counterpart of the inequality ¥ (B(h)) < Z(¢(B(h-s)))
(see (5.1.1)) over compact interval S = [n, (] for m(M)-1)-convex functions. In this

section, we use:

1= =20y 4 2D 2 0) - zuisin- o)
(= B(h-9) B(h-<)—mn B .
7, = =20 () + 2 0(0) - 2(0(B(R- <)

Theorem 5.4.1. Suppose ¢ : S = [n,(](C R) — R is a conver function and
h:E — S such that Y(B(h-<)),h-< € L, < is weight function and B,Z : L — R

are isotonic linear normalised functionals.
(i) Assume ® € £(S,m,¢) and ®(B(h-<)) € L, then
(17) Assume ® € (S, M,v) and ®(B(h-<)) € L, then

T, < MT. (5.4.2)

(1ii) Assume ® € B(S,m, M,1)) and ®(B(h-<)) € L, then both (5.4.1) and (5.4.2)
hold.
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Proof. (i) Since ® € £(S,m, ) and ®(B(h-<)) € L, this yield ® — m1) is convex
and (® — mw) o B(h-<) € L. For the convex function ® — ma), Theorem 5.1.1 is
applied to obtain the required results.
(i) Similarly, we observe ®(B(h-<)) € L and ® € $(S, M, ). It yields My — ® is
convex and (M — ®)o B(h-¢) € L.
(iii) It can be easily observed that this is true from (i) and (ii). O

The above theorem is used to obtain the below useful corollary.

Corollary 5.4.2. Assume the second order derivative of convex function ¢ : S C
R — R exists on S and h : E — S such that Y(B(h-<)),h-¢ € L, < is weight

function and B, Z : L — R are isotonic linear and normalised functionals.

(1) If second order derivative of ® : S — R exists and for given real number
m, ®"(1) > my"(l),l € S. Then (5.4.1) holds under the assumption that
®(B(h-<)) € L.

(ii) If second order derivative of ® : S — R exists and for given real number m,

(1) < My"(1),1 € S. Then (5.4.2) is true if ®(B(h-<)) € L.

(2ii) If second order derivative of ® : S — R exists and for given real number m,
my” (1) < ®"(1) < My"(l),l € S. Then both (5.4.1) and (5.4.2) hold, under
the assumption that ®(B(h-<)) € L.

The following propositions are some particular cases of the above corollary.
Proposition 5.4.3. Let the second order derivative of ® : S CR — R exists on S.

(i) For infle§ P"(l) = s > —o0, we get
= [+ QB(h-) —n¢ = Z(B(h- <)) < T, (5.4.3)
under the assumption that ®(B(h-<)),[B(h-<)]*> ,h-< € L.
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(13) For sup, o d"(l) = S < o0, we obtain

T, <2 [0+ QB(h-o) —nC — Z(Bh- )] (544)

assuming that ®(B(h-<)),[B(h-<)]*,h-c € L.

(i1i) For —oo < s < ®"(l) < S < o0,l € %, both (5.4.3) and (5.4.4) hold, under the
assumption that ®(B(h-<)),[B(h-<)]*,h-< € L.

Proof. Define the auxiliary function g(I) := ®(l) — 3sI*>. Then ¢"(I) = ®"(I) —s >0
yields ¢ is convex, or, equivalently, ® € £(S, %s, (1)?). The below inequality is
obtained by using Corollary 5.4.2.
—B(h-< B(h-<) —
=B B =
which is clearly equivalent to (5.4.3). Analogously, we can prove (ii), and (iii) follows

by (i) and (ii). 0

¢ = Z([B(h-<))")| < T,

Another useful finding has been given as;

Proposition 5.4.4. Assume that the second order derivative of ® : S C RT — R
exists on S. Let g € (—00,0) U (1,00) and define hy : S — R, h,(1) = ¢"(1)I>~2.

(1) For infleg hy(l) = k > —o0, we have

k _ _
Oy [aL4Z 1 (0. Q)B(h - <) = nC(q = VL5 (1.0) = Z(B(h - <))%)| < To. (5.45)
assuming that ®(B(h -<)),[B(h-<)]*,h < € L, and L, is the g-logarithmic
mean.

(13) For sup, ¢ hy(l) = K < 00, we have

K
q(qg—1)

T, > [qLiZ1(n, Q) B(h <) — n¢(q — 1)LIZ5(n, ¢) — Z([B(h-<)]9)] .

(5.4.6)
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under the assumption that ®(B(h-<)),[B(h-<)]*,h-< € L.

(1ii) For —oo < k < ®"(l) < K < 00,1 € g, both (5.4.5) and (5.4.6) hold, assuming
that ®(B(h-<)),[B(h-<)]",h-s € L.

Proof. (i) Define the auxiliary mapping g¢,(l) = ®(I) — ﬁlq. Then

g!(1) = ®" (1) — K172 = 172(12790" (1) — k)
= 192(h (1) — k) > 0.

which implies g, is convex or, equivalently, ® € £(S, ﬁ, (1)?). We Apply Corollary

5.4.2 to deduce (5.4.5). Analogously, we can prove (ii), and (iii) follows by (i) and
(ii). O

Below proposition is also true.

Proposition 5.4.5. Suppose that the second order derivative of ® : S C RT — R
exists on S. Define z(1) = ?®"(l),l € S.

(1) For infleg 2(l) =y > —o0, we have

v ZW[Bh <)) +In [I (% %)] +1- EZ((Z;” <. (5.4.7)

under the assumption that ®(B(h-<)),In[B(h-<)],h-s € L. L and I denote

the logarithmic and identric mean, respectively.

(ii) For suplegz(l) =T < oo, we get

Ty <T |Z(m[B(h-<))) + In {1 (% %)} 41— i((zg)} L (548

assuming that ®(B(h -<)),In[B(h-<)],h-s € L.
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(i13) For —oo <y < z(l) <T < o0 forl € %, both (5.4.7) and (5.4.8) hold, under
the assumption that ®(B(h-<)),In[B(h-<)],h-s € L.

Proof. Define the auxiliary mapping g(I) = ®(I)+~Inl. Analogously as in the proof
of Proposition 5.4.4, we get the required results. O

Finally, the following proposition holds.

Proposition 5.4.6. Suppose that the second order derivative of ® : S C Rt — R
exists on S. Define o(l) =1d"(1),l € S.

(1) For infzefé o(l) =& > —oo, we have

_G(n.Q)
L(n, ()

e Bt - mIm.o +mnq—3wfwmwm«m]sz

(5.4.9)
assuming that ®(B(h -<)),In[B(h-<)],h-s € L. G and L denote geometric

and logarithmic mean, respectively.
(13) For suplega(l) =Z < 00, then

G2(n,¢)
L(n,¢)

Ty <=| B in0) - +mn@—3w«wmwm«m]

(5.4.10)
under the assumption that ®(B(h-<)),In[B(h-<)],h-s € L.

(1ii) For —oo <& <o(l) <E< oo forl e %, both (5.4.9) and (5.4.10) hold, under
the assumption that ®(B(h-<)),In[B(h-<)],h-s € L.

Proof. Define the auxiliary mapping g(I) = ®(1) — {lInl. Analogously as in the
proof of Proposition 5.4.4, we get the required results. O
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Chapter 6

m~Exponential convexity of

refinements of

Hermite-Hadamard’s inequality

In this chapter, m-exponential convexity of the functions related with the refinement
of Hermite Hadamard inequality (1.4.10) is examined. In addition, the results about
exponential and log-convexity are deduced. To construct means with Stolarsky
property, Cauchy and Lagrange type mean value theorems are also given.

Below are the functional forms of inequalities (1.4.9):

Remark 6.0.1.
T(¥) = ai (O‘Tﬂ) b (#) _ ¢ (O‘;B) . (6.0.1)
L) = 5 i . /ji/}(r)dr —ap (O“Q”) + by (#) . (6.02)
L) = lee) ) +v0l - 5 [Cw 603)
() = (1 =c)p(a) + (1 = d)y(B) — ¥(9). (6.0.4)
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Then for 1 < j <4, I';(¢)) are positive.

6.1 Exponential convexity

Now we apply positive functionals (given in the previous section) on a given family
of functions to investigate m-exponential and exponential convexity:.

In the following theorem and its corollaries we use notations as: C is a real open
interval, S is any real interval, = = {g; | | € C} is a family of functions defined on S.
['1(P) is as given in Remark 6.0.1. Then we have the following useful results which

produce new m-exponentially convex functions.

Theorem 6.1.1. Suppose that the function | — [s1, o, 83; 1] is m-exponentially
J-convex on C, where $1, S, s3 are distinct points of S. Then | — T'1(g;) is an m-
exponentially J-convex function on C. In addition, the continuity of this function

implies the m-exponential convexity on C.

Proof. Suppose [;, [}, be the elements of C, 1, = lj;lk and c;j, ¢, are real numbers for
J,k=1,...,m. Consider the function A on S as
A(s) = Z CjCkdl, (S)-
k=1

The hypothesis of function [ — [s1, S, s3; g/] is m-exponentially J-convex thus yields

m

(51, 82, 83; A] = Z Cjck[81a82783;gljk] = 0.
Gk=1

This implies the convexity of A on S. Thus, we get I'1(A) is non negative. By the

linear property of I'y we have

> el (g,,) >0,

k=1
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concluding the m-exponentially J-convexity of function [ — I';(g;) on C. O
The above model results the following outcomes.

Corollary 6.1.2. Suppose that the function | — [s1, se, S3;g1] is exponentially J -
convex on C, where sy, s9, $3 are distinct points of S. Then | — T'1(g;) is an exponen-
tially J-convex function on C. In addition, the continuity of this function implies

the exponential convexity on C.

Corollary 6.1.3. Suppose that the function | — [s1, sq, S3; g1 is 2-exponentially J -
convexr on C, where sy, Sy, S3 are distinct points of S. Then below statements are
true:

i) The continuity of the function | — T'1(g;) implies the 2-exponential convexity

of l = TI'1(g;) on C, which concludes the log-convezity stated as:

I (gs) < T7°(90)T5 " (1)

forl,r;s € C withr < s <.
ii) Assume that the function l — T'1(g;) on C is strictly positive and its first order

derivative also exists, then for | < wu andr <wv, (I,r,u,v € C) yields
C(L r; Fl) < g(ua v; F1)7

where )
Li(g) \ -7 .
()™ i
s(l,r;Th) = (6.1.1)

d
exp <d’1(€zg(f)l))> , otherwise.

Proof. i) This is directly obtained from Remark 1.3.4 and Theorem 6.1.1.
ii) (i) follows the log-convexity of function ! +— I';(g;) on C, which yields [ —
logT'1(g;) is a convex function on C. Now for [ < w and r < v, applying [53,
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Proposition 3.2] we obtained

log Fl(gl) —log Fl(gr) < log Fl(gu) — log F1(9v)

6.1.2
[—r U —v ( )
It yields

g(lu r Fl) S g(uu v; Fl)
By applying limit on (8) follows the remaining cases. ]

Remark 6.1.1. In defining fundamental inequality of logarithmic convexity these

described positive functionals are very useful.

= & oo (152 ey (1022 e (1029,

i) = oy e+ )+ 00+ ) — (o + ).

F1<hl) = [al_%(a'i"‘f) + bl‘%(ﬁ‘i"?’) _ l—%(cx+ﬁ)i| )

Lik) = [aexp (—%(a + wﬁ) +bexp (—%(5 4 v)\/Z> —exp (_%m + 5M)] |

Theorem 6.1.4. Consider the linear functional I'y(¢)) stated in (6.0.1). Now for
i=1,4 and 1=2,3 let’s define 6; : (0,00) — R and 0; : (1,00) — R, respectively, as

91(1) - Fl(fl)a 92@ = Fl(gl)a 03(” = Fl(hl>’ ‘94(l) = Fl(lfl)~
We then have:

(i) Fori=1,4 andi= 2,3, 0; functions preserve continuity on (0,00) and (1,00),

respectively.

(i1)) Let m € N, [; € (0,00) and l; € (1,00) (1 <i<m) fori=1,4 andi= 2,3,

respectively. This implies that the below matrices are positive semidefinite.

()]
2 4. k=1
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(#ii) The exponential convexity holds for 6; functions on (0,00) and (1,00) fori =

1,4 and i = 2,3, respectively.

(iv) Suppose l,r,s € (0,00) and l,r,s € (1,00) fori = 1,4 and i = 2,3, respec-
tively. It yields

(0:(r)* ™" < (0:(D) " (0i(s)) ™, (< <)

(v) Assume that 0; functions are strictly positive and their first order derivative
also exist on (0,00) and (1,00) for i = 1,4 and i = 2,3, respectively. Then
forl <w and r <wv, where [,r,u,v € (0,00) and l,r,u,v € (1,00) fori=1,4
and 1 = 2,3, respectively yield

§(l, T, 91) < §(U, v; el)a

with

o
s(l,r;0;) = (6.1.3)

exp (méé(il()l))) . otherwise.

Proof. (i) The functions | — 6;(1) (1 < i < 4) are obviously continuous.
(ii) For natural number m and ¢;, ¢, are real numbers for j,k = 1,...,m, consider

the function A; on S = R defined as

m

A = ; , )

1(s) Z Cjckflg;rlk (s)
J,k=1

Now for s € S Lemma 1.3.3 yields

Al(s) =) cickgg it (s) 2 0.

J,k=1
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This yields the convexity of A;. Theorem 1.4.7 results that I';(A;) is non negative.

It implies that the following matrix is a positive semidefinite matrix:

()]
2 4, k=1

Analogously, the auxiliary functions A; (i € {2,3,4}) may be defined are helpful in

proving rest of the positive semidefinite matrices.
(i), (ii) and Lemma 1.3.2 simply yield (iii) and (iv). Part (iv) is simply used to
prove (v). O

6.2 Mean value theorems

Below lemma is important in proving our results.

Lemma 6.2.1. [52] Consider S = [a, B](C R), ¢ € C*(S). Suppose i) : S — R, 9"
is bounded and let 0 = infscg 1) (s),D = sup,eg ¥ (s). It implies the convexity of
the real functions 11,1y defined over the set S as

i(s) = 55 —1(s)
> (6.2.1)
Unls) = (s) — o5

Theorem 6.2.2. Suppose S = [«, 5](C R) is compact and assume a real function
Y on S, where ¢ € C%(S). Consider the points v, € S, and a,b,c,d are defined in
(1.4.9). It implies the existence of point w € S such that

at (”2”) by (@) — (‘“;5) — /(w), (6.2.2)
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Proof. Suppose 0 = mingeg1"(s),® = maxges¥”(s). Lemma 6.2.1 follows the
convexity of functions 1,1, : S — R; the continuity property also holds for ¢, and
1. Now using the leftmost inequality of (1.4.10) yields

a+y B+ a+p
wlt5) e (557) o (F57) ==
o () o () (557 oo

Joining the above two inequalities and using the fact that second order derivative of

and

1 is continuous, results the existence of a point w in S with 0 <" (w) <. This

proves the required result. O

Theorem 6.2.3. S = [«a, 5](C R) is compact and assume two real functions 1, x
on S, where 1, x € C?(S). Consider the points v,6 € S, and a,b,c,d are defined in
(1.4.9). It implies the existence of point w € S such that

() {“x (QTH) i (ﬁ) o (a;m (6.2.3)

e {w (a—zl—”y) " (ﬁ—l-’y) w(a;ﬁ)}.

Proof. Define a function ¢ € C*(S) by ¥ = e;x — ea1), where

el_aw(o‘+7)+b¢<5;7) w(agﬂ) (6.2.4)

ey = ax (‘%7) + by (@) —X<O‘;B). (6.2.5)

As the function ¥ € C?(S) and implementing this function to Theorem 6.2.2 implies

and

the existence of a point @w € S such as
o (ﬁ”) b <5;7) 19(0‘;5) _ 0" (). (6.2.6)
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The expression on right side of this equation is non zero, whereas the one on the

left side is zero. Thus it follows, ¥”(w) = 0 concluding the required result. O

Remark 6.2.1. We may describe different types of means by applying (6.2.3) under
the assumption that x”/¢" is invertible.

() (%)

Applying mean value Theorem 6.2.3 (Cauchy kind) on x = f;,% = f, (given by

Such as,

Lemma 1.3.3). This implies
Q(l7 T F1) = log §(l7 T Fl)

provide
a < Q(Z,T,Fl) < ﬁ

Thus Q(I,r;T1) is a mean. Now suppose [,7,u and v are real numbers such as

[ <wu,r <wv then Theorem 6.1.4 results that this mean is monotonic.
N\
Ti(fy) \oor .
(R, L #7

T1(dd. f1) 2 _
exp (W) - exp (—7) , Ll=1r#0.

§(l, r; Fl) =

Furthermore, applying mean value Theorem 6.2.3 (Cauchy kind) on x = ¢, = g,

(given by Lemma 1.3.3). This implies the existence of an element w € S so that

For distinct points [, r, we obtain




provided that @ + w!™" is invertible. This provides ¢(I,r;T';) is a mean which is

monotonic as well, where
O
(g -r .
(Fl(gr)) ) ! 7& T

i(g0-91) 1-21 —
exp(—%)-exp(m), l=r#1.

§(l, r, Fl) =

Remark 6.2.2. Analogous result can also be constructed for I';(¢), j = 2,3,4
stated in Remark 6.0.1.
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Chapter 7

Jensen’s inequality for generalized
Choquet integral and exponential

concavity

This chapter applies the notion of m-exponentially concave functions on the func-
tional A which is associated with the Jensen’s inequality for generalized Choquet
integral (1.4.11). Its outcomes lead to useful results about log-concavity and ex-
ponential concavity. The consequence of the above result provide us an interesting
application in the probability. The Stolarsky type means and Cauchy and Lagrange
type mean value theorems are discussed in section 3. In the last section, few appli-

cations about information and probability theory are given.

7.1 m-Exponential concavity

The following lemma is very useful.
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Lemma 7.1.1. (i) Let ¢, : [0,00) — R, with p € [0,1] defined as
op(z) = 2P.

Then p — ¢p(z), and p — j—;%(:c) are increasing and concave for each

z € [0,00).

3

251
2t

' 15f

Q
1
o

0 I I I
0 0.5 1 15 2 25 3
- X

Figure 7.1: The graph of ¢,(z) = 2 for p =0,0.2,0.5,0.8, 1

- X

Figure 7.2: The graph of ¢ (x) = p(p — 1)2?~2 for p = 0,0.2,0.5,0.8,1
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(ii) Let ) :[1,00) — R is defined as

h(z) =e”
Then x — ¢(z) and x %221#(35) are increasing and concave for each x €
[17 m)’

8=

0.75

. . . . . . . . .
1.2 1.4 1.6 1.8 2 22 24 2.6 2.8 3
- X

Figure 7.3: The graph of ¢(z) = e~ v

- X

Figure 7.4: The graph of ¢/ (z) = e~+ (1 — 2z) /a*

It can be observed from Figures 1, 2, 3 and 4 that the above functions are

increasing and concave.
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The following lemma is very important in proving our results.

Lemma 7.1.2. Assume g : [0,a] — R be a concave function with

sup g(1) = g(a), (7.1.1)
1€[0,a]

then ¢ is an increasing concave function.

Proof. Assume on contrary ¢ is not an increasing function, then there exists x,y €
[0,a] such that 0 < z < y < a with g(z) > g(y). It yields g(y) > g(a), but
SUPepo,q 9(1) = g(a). We get a contradiction. O

Remark 7.1.1. In Lemma 7.1.2, if g : [0,00) — R then (7.1.1) is equivalent with

lim sup ¢g(l) — oo.
a0 1€0,a]

The below given functional is acting on an increasing concave functions:

g9 = Mg) = Cu(9(X)) — 9(Cn(X)). (7.1.2)
Theorem 1.4.8 implies A(g) < 0.

Theorem 7.1.3. Suppose that g — A(g) is a linear functional given in (7.1.2) and
let Ay :]0,00) = R and Ay : [1,00) — R defined as

Ai(p) = Moyp), Aa(z) = A(Y(2))

where the functions ¢, and ¢ are given in Lemma 7.1.1. Then following assertions
hold.

(i) Functions A; are continuous on [0,00) fori =1, and [1,00) fori = 2.
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(i1) For natural numbers m and 1 <i <m, u; € [0,00), v; € [1,00), the following

()] [ ()],
2 4 k=1 ’ 2 Gk=1

are negative semidefinite.

matrices

(#ii) The functions A; are exponentially concave on [0,00) fori =1 and, [1,00) for
1= 2.

(iv) Assume l,m,n € [0,1] with | < m < n, then

n—m

(CurX™) = (Cu (X)) 2 (CuX) = (Cun(X))') " X(Co (X = (Con(X))")"

Assume r,s,t € [1,00) with r < s < t, then

(6 (o () - (i)
= (0 (o (3)) o0 (i) (0 (o0 (3)) -0 (520))

Proof. (i) The functions A;, i = 1,2 are continuous (obvious).
(ii) For each natural numbers m and 7;,u; € R, (1 < j < m) be arbitrary and

define auxiliary function ©; : [0, 00) — R by

O1(z) = Z njnkﬁb“frT%(I)'

jk=1

Now lim, o0 SUP (.4 Pp(7) — 00, and Lemma 7.1.1 implies

m d2
o1 (r) = Z njnk@qs“j;“k (z) <0,

J,k=1
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provided that n; and 7, have same signs and > 0. Further Lemma 7.1.2 indicates

that ©; is an increasing concave function. Theorem 1.4.8 suggests A(0©;) < 0. This

& ()]
jk=1

By defining an auxiliary function O, in similar manner, we can conclude that

2 (557)],
2 k=1

)

yields

is negative semidefinite matrix.

is negative semidefinite matrix.

(i), (ii) and Lemma 1.6.1 simply yield (iii) and (iv). O

The following model about m-exponential concavity based on Theorem 7.1.3

stated as follows:

Theorem 7.1.4. Assume C be an open interval of R, and define a family of continu-
ous functions T = {pi|t € C'} on S C[0,00), such that lim, e SUP,¢( 4 p£(T) — 00
and t — %pt(x) is m-exponentially concave on C for every x € S. Assume the
functional g — A(g) as stated in (7.1.2). Then t — A(p:) is an m-exponentially

concave function on C.

Remark 7.1.2. In the above theorem, we can easily add other key components of
Theorem 7.1.3.

7.2 Mean value theorems

The mean value theorems will be constructed with the help of below lemma.
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Lemma 7.2.1. Assume g € C*([0,a]), such that sup,cp, 9(1) = g(a). Suppose
0 =inficj0,q 9"(1), D =supieqg”(1). Then the functions p; : S — R fori=1,2
described as

o1(1) = g1) ~ 2P
(7.2.1)

are concave and increasing functions.

Proof. Since the functions ¢, @2 meet the hypothesis of Lemma 7.1.2, so we obtain

the desired result. OJ

Theorem 7.2.2. For all X € L, and g € C*([0,a]), sup,coq9(z) = g(a). Then
there exrists 0 < w < a such that

Cuw (9(X)) = 9 (Cu (X)) = 0g"(w), (7.2.2)
where .
0 =5 [Cuw (X*) = (Cpw (X))].

Proof. Suppose ® = maxX,cjq 9" () and 0 = mingcpq ¢”(x). Then the functions
01,02 ¢ [0,a] — R given in Lemma 7.2.1, are concave and increasing. It yields
A1), Alp2) <0, that is,

00 < Chuy (9(X)) = 9 (Cu(X)) < 0D. (7.2.3)

Now by Bolzano theorem of intermediate value, there exists @w € [0, a| from (7.2.2).
O

Corollary 7.2.3. For all X € Ly, Let f,g € C*([0,a]) are concave functions with

SUD,eq0,a) f(¥) = f(a),sup,ep.q 9(x) = g(a) and f(0) = g(0) = 0. Then 0 <w < a
exists which ensures

9"(@) [Cw (f(X)) = f(Cun(X))] = f"(@) [Cw (9(X)) — g (Cu(X))]  (7:24)
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under the assumption that the denominators are not equal to zero.

Proof. Assume an auxiliary function x € C?([0,a]) defined with x(x) = a1 f(z) —

asg(x), where a; and ay are defined by

11 = G (9(X)) — 9 (Cu (X)), (7.2.5)
and
az = Oﬂu (f(X)) - f (OHV<X)) . (726>

Since A(x) < 0 and sup,¢oq X(z) = x(a). Now by using Theorem 7.2.2, there is

some w (0 < w < a) exists which ensures

Chur (X(X)) = X (G (X)) = o (). (7.2.7)

At right-hand side o # 0 whereas at left-hand side, the whole expression is zero. So

we conclude x”(w) = 0. O

Remark 7.2.1. With the existence of inverse of ¢”/f”, the means of different kinds
can be defined by (7.2.4), that is,

_ (fc_)_l (%) | (7.2.8)

Let’s use particularly g(z) = ¢,(x), f(x) = ¢p(x)in (7.2.4) (¢, functions are defined

in Lemma 7.1.1), the following expressions are obtained:

Cu (X™)—(Cuv .
( c”W XP)— CHW(X) > n # p;
v(n,p; A) =
(Crw (XN ln(C v (X)) =X"In X (Cp (X™))’ o
exp < M (u N (Co ()" ) , N=p= 1.

89



7.3 Applications

Theorem 7.1.3 results a significant application in the theory of probability and a

captivating link can also be seen among the moments of random variables.

Corollary 7.3.1. Let (S, F) be a measurable space and assume X be an integrable
real-valued random variable and P = p = v with a finite expectation Ep(X), where

P is the probability measure, then for0 <m <n <p <1
{Ep (X") — (Ep(X))"}™ (73.1)
> {Ep (X™) — (Ep(X))" " {Ep (X*) — (Ep(X))"}"™.

The Jensen type inequality stated below is a very strong and useful tool in

statistics.

Proposition 7.3.2. Form > 1/2, we get

3m—1/2

EpX™ < (EPX)m+|:(EP\6/)?>2 + (EPW) YEpX + f/EPX]

<[Bp (VX) - VERX].
Proof. Choosing j = 1/6,k =1/2 in (7.3.1) yield the required result. O

Do (P||Q) (Rényi divergence) and Dy (P||Q) (Kullback-Leibler divergence) are
two most important quantities in the theory of information and probability. These

quantities are defined as follows:

1
DuPIQ) = [ 50 du (o> 1)

Di(Pl|Q) = / pin g,

where p and ¢ are probability mass functions. (For details and applications see [16]
and [59].)
The following proposition is a relation between Kullback-Leibler and Rényi di-

vergernce.
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Proposition 7.3.3. D,(P||Q) > Dkr(P||Q), where a > 1

Proof. Since log g is concave, from Theorem 2.3 of [52], we get

log ( / pgdu> > / plog gdp.
X X

a—1
Substitute g(t) = (2 t), we get the required result.
9 q
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Conclusion

This dissertation is based on following four aspects; some advancement in Jensen’s
type inequalities, the exponentially convex functions and their construction in a
similar way given by J. Jakseti¢ and J. Pecari¢, exponential concavity, mean value
theorems which led us to Stolarsky type means.

Firstly, the positive functional (defined in the form of the difference of the two
sides of the known Jensen’s inequality for norms) has been used to investigate the
m-exponential convexity and the log-convexity. We gave an application in the prob-
ability which was the consequence of our theorem. This gave an interesting con-
nection between moments of discrete random variables. We also gave an important
advancement in the Jessen and reverse Jensen inequality by introducing weight func-
tion. We opted an elegant method of constructing m-exponential convex functions
by applying the positive functionals associated with the weighted integral Jensen'’s
inequality and weighted Jessen inequality. Some interesting results that are asso-
ciated with this refined Jessen’s inequality for m(M)-y-convex have been shown.
We have introduced the counterpart of the refined Jessen inequality and investigate
logarithmic and exponential convexity. We also gave LBP inequality for m (M )-1-
convex functions. We have deduced a useful corollary and presented some of its
particular cases by defining some auxiliary functions. These expressions contained

some well known means which depict their usefulness. Moreover, we investigated
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the m-exponential convexity and the log-convexity by using positive functionals
which were associated with the refinement of Hermite Hadamard inequality. We
also gave an idea of logarithmic and m-exponentially concave functions. We have
applied this concept on the linear functional associated with the Jensen’s inequality
for generalized Choquet integral. The consequence of obtained results provided us
significant application in the theory of probability and a captivating link can also
be seen among the moments of random variables. D, (P||Q) (Rényi divergence) and
Dk (P||Q) (Kullback-Leibler divergence) are two most important quantities in the
theory of information and probability. We also gave a useful result that showed a
relation between Kullback-Leibler and Rényi divergence. Furthermore, cauchy and
Lagrange mean value theorems are also given which enable us to construct means
with Stolarsky property. Several families of functions have also been presented re-

lated to our main results.
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