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Abstract

Information extraction from printed documents images remains an active re-
search area. Several methods have been proposed in literature that extract
information by utilizing various approaches, e.g., using document geometric
or layout information along with various combination of textual attributes.
We propose a learning based solution that does not use any layout infor-
mation and solves this problem using only text blocks contained within the
document. We transform the problem into entity relationship mapping and
try to find out the probability of a relationship if it is true or not. The
method can be used on new documents that are similar in content but can
be different in size or layout.
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Chapter 1

Introduction and Motivation

1.1 Introduction

Information extraction also sometimes termed as document understanding
problem is defined as extracting useful and structured information from im-
age of an unstructured or semi-structured document. This involves the task
of extracting of information that is understandable by humans and trans-
forming it into format for machine compatible way and then for further pro-
cessing or storage purpose. The information in a document is present in
many content forms e.g. text, images, logos, tables and input fields etc. In-
formation in textual objects further compromises of dates, names, numbers,
addresses and other text contents. A document in the form of paper needs to
be transformed into electronic format which is then acceptable for the docu-
ment understanding systems. A straight forward way of obtaining document
images is by scanning original printed documents. Extracting information
from images of printed documents play an important role in many applica-
tion domains, e.g. office automation, knowledge management and document
archival. The output of a information extraction system may be of different
format e.g. extracted named value pairs, table contents, text content classi-
fication. The few common documents types include forms, invoices, medical
reports, postal envelops, technical specification sheets, patents, faxes, insur-
ance documents, contracts, letters and scientific research papers. Processing
these documents manually is expensive due to human labor costs incurred
when processing a large number of documents. Adding a level of automation
to the process of extracting information will have a profound impact in many
applications e.g. office automation, knowledge management and document
archival. Making a fully automated system for information extraction is a
huge challenge due to large variety of document layouts and content types.
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CHAPTER 1. INTRODUCTION AND MOTIVATION 2

There are many commercial [14] [29] information extraction systems avail-
able which help in automation of various tasks.
A document contains several pieces of information. An example document is
shown in figure 1.1 Fields found in documents is the particular area of focus
for our work. A field has a label and an associated value as shown in figure
1.2. There are various challenges involve in field detection and identification.
A field can be found anywhere in a document, the data type of each field’s
values could be different, e.g., numeric, text only, date, currency and so on.
Variation in font sizes and colors also play a significant role in adding com-
plexity.
Information extraction systems are widely classified into two types. First
where document class to be processed is known and second where document
class is unknown. Our approach falls into the first category where we know
the class of a document being processed. In this type of systems the knowl-
edge about document class should be known in advance.

1.2 Challenges

There are many challenges involved in information extraction from fields of a
document. The position of a particular field is not fixed even in same type of
document. The length and width of field label and its content is also varying.
Fields compromise of variety of data types e.g text only, numeric, alphanu-
meric, currency, data and time. Difference in fonts also play an important
role and adds more complexity during information extraction process. Some
fields may be missing even if we consider only one type of document. As an
example two portions of document forms from data sheets class of two dif-
ferent vendors are shown in figure 1.3 and 1.4. Only fields with label Power
Dissipation and Storage Temperature are highlighted. Although these
two forms are from same document class but they possess significant dif-
ference in terms of field position, size and content of their value data type.

1.3 Motivation

The focus of this work if to make up limitations for previous work. Create an
information extraction system that is not dependent on layout of documents
and can work on documents with varying layouts.
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Figure 1.1: A sample document image
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Figure 1.2: Fields from a portion of a document. There are three fields
shown here with their labels in red boxes and values in blue boxes. The fields
are Date of publication:, Application Number:, Date of filing: and
their corresponding values are 03.12.2008, 07010853.5 and 01.06.2007

respectively.

1.4 Goal

The main goal of our work is to design and implement an information extrac-
tion system for diverse document forms with respect to layout and size. The
information extraction system should not depend on any layout information
and that can be easily generalized.



CHAPTER 1. INTRODUCTION AND MOTIVATION 5

Figure 1.3: A sample data sheet document form. There are two fields shown
here with their labels in red boxes and values in blue boxes. The fields
are Power Dissipation and Storage temperature and their corresponding
values are 1.3W and -55 to +200 respectively.



CHAPTER 1. INTRODUCTION AND MOTIVATION 6

Figure 1.4: A sample data sheet document form. The fields are Power

Dissipation and Storage temperature and their corresponding values are
1.0W and -65 to +200 respectively.



Chapter 2

Literature Review

This chapter contains various contributions, related work and challenges in-
volved in the field of information extraction. We also discuss the advantages
and short comings of these approaches.

2.1 Overview

Information extraction approaches are classified based on fact if class of doc-
ument to be handled is known or unknown. If it is not necessary for a system,
to have knowledge about the document class, a good quantity of knowledge
regarding exact application domain i.e receipts, invoices etc is normally re-
quired and is part of system. As an example a list of ”main primary tags”
has been used in [6] to find labels of information. This work only deals with
the invoices and is dependent on language. The systems which require doc-
ument class to be known in advance are usually more efficient in detection
and extraction of required information, but these have to struggle with two
problems. First is the problem of association of each document to its cor-
responding class and second problem is to define document model for every
document class. Solving these two problems require human involvement.
Excellent information extraction systems are present that can process doc-
uments from same template beforehand e.g a keyword, rule or layout based
systems. Some collection of systems have been proposed that depend on first
classifying the template [10,13,16,27,33,35].

2.2 Related Work

A lot of work on document understanding deals with invoices [6,10,11,18] and
forms [4,34] because of economic value of these types of documents in terms

7



CHAPTER 2. LITERATURE REVIEW 8

of volume and cost. There are numerous workflows involved in information
extraction depending on particular document type and end user application.
Document understanding systems can be categorized by the approach they
use. There are various approaches found in literature ranging from a simple
technique of using regular expressions [1], using pre-defined keywords [19] to
the more complex scenarios of finding addresses [22] or contents of tables [6].
The complication involved in document understanding systems and various
challenges involved are studied in [15] using black pixels spatial density and
image edges. The work in [4] is related to automatic processing of printed
forms. The authors have proposed a method document structure grammar
which is represented by Table Form Markup Language TFML. This is a semi-
automatic method which analyzes a blank form layout and characterizes its
structure in TFML. This work make use of printed rules which may not exist
in some other type of documents. Although our work does not directly deal
with document classification, the task of matching document with classes is
discussed in detail in [5] and [37].

The approach discussed in [11] expresses the document in the form of
attributed relational graphs. A good performance in identifying the searched
information is stated but this has a limitation of experimentation on only
two document classes. Another similar approach is presented in [3]. In
order to increase the limitations of coverage of graph based work, they have
used decision trees along with use of bi-grams and tri-grams which are then
applied on to the textual content blocks. The objective is to identify the
document structure; that is recognizing general information (for example
captions, body, title). The underlying model is composed of collection of
logical and geometrical structures and is based on statistical methods. This
works efficiency is tested on dataset consisting of 800 documents of single
page, where the complexity is dependent on three levels basing on the count
of objects, and these objects belongs to text regions with in the document.
The work in [23] identifies the document structure. The authors have made
fuzzy logical rules for the classification of textual blocks, which involve both
textual and layout features.

In the work by Daniel and Michael [35], whole document (after performing
optical character recognition)is represented in XML hierarchical structure
with top level beginning at page, paragraphs, lines words and characters.
Each document is associated with a template. First it will try to find the
document template and then use the template along with the results of OCR
in XML are are passed to another module called indexer. Indexer performs
the actual work of information extraction. Three types of indexers are used.
First is fix field indexer for each field which is fix value across template.
Second is a position-based indexer with fix position and variant value. Third
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is context-based indexer with variant position and variant value.
The work presented by Bela d [6] is based on morphological tagging for

invoice analysis. The reason for using this approach is to tag columns and
fields of tables. The drawback is that tables to be processed are already
extracted before tagging. The approach discussed in [18] have used some
words are flagged as keywords for the purpose of information extraction.

Marcal et al. [33] develop a structural model that encodes pairwise rela-
tionship between a field to be extracted and all other words that appear in
the document. This structural model is represented by a star graph. Where
each node of graph holds the word transcription and each edge represents the
spatial relationship between word and field in polar coordinates. Daniel et
al. [13] presented a positional based approach. It works by learning generic
position of each field from a document template. Each included word in a
document is concatenated with the position of its occurrence. Matsumoto et
al. [26] have considered layout based properties e.g italic or bold characters
for generating rules.

Cesarini et al [10] have worked on invoice documents. First a layout
structure of invoice is extracted. This layout is extracted using a bottom
up approach and attempts to cluster pixels into physical objects(e.g., lines,
words and logos). Next the document understanding module uses a com-
bination of position and value based methods on word physical objects to
obtain final results.

Dengel et al [16] use different set of rules to extract information. The
rules are governed by field data type, its value and position with respect to
document page. In the work by Medvet et al [27] the document is represented
by a set of blocks. Each block constitutes its position, size and content.
Further a document also has also an associated schema and a model. Schema
dictates what information needs to be extracted from the given document and
model defines how to discover that information. A model has set of rules
where each rule corresponds to a single field from schema. A rule is a triplet
of cardinality, matching probability and an extraction function to determine
the best match with respect to the fields. Pandey et al. [31] have used similar
probabilistic based model to identify index fields and text content from tables.
A drawback of these trainable approaches is that it require a large number
of sample documents and require annotations manually.

Rasmus et al [30] have presented an approach for invoice analysis that
require no configuration at start. The work does not depend on layout of
invoice but uses a global model for invoice and which can be generalized to
new and unseen invoices with different layout. This single model is trained
from the data which is automatically extracted from the feedback provided
by end user. The advantage is that it eliminates the dependency on user
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to provide precisely annotated data. Although authors have claimed their
work to be able to process invoices with unseen and varying layout but it
still require a global invoice model. Another issue is the results are reported
on a private data set of invoices.

Another problem which is not directly linked information extraction from
printed documents but is dependent on document analysis; is the recogni-
tion of order of reading. The work given in [2] and [40] find many features
(foreground color, background color, font size, font type, coordinates etc)
from colorized English language scanned documents and then using spatial
inference and natural language processing

2.3 Conclusion

Information extraction and document understanding is one of the focus areas
for many automation systems. Many information extraction systems have
been described that are represented by a specific layout. Many organizations
have to process a very large quantity of documents that are described by
different layout and which correspond to different classes. In majority of the
cases the system require a document template and/or a document model in
order to perform information extraction process. The major disadvantage is
that as system depend on having seen the template before, these are not able
to handle documents with unseen templates with enough accuracy.



Chapter 3

Design and Methodology

We have transformed the information extraction problem into entity relation-
ship mapping also sometimes called common sense reasoning [39] and used
Neural Tensor Network [36] for training and evaluation purpose.

3.1 Proposed Solution

We have proposed solution as a series of steps. These steps are listed below
and shown in figure 3.1

Figure 3.1: Steps in our proposed solution

1. Pre-processing

2. OCR

3. Text Blocks

11
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4. Word Embeddings Learning

5. Entity Relationship Mapping

6. Neural Tensor Network

The Pre-processing, OCR and Text block are part of data set and are
discussed in chapter 4 and in sections 4.1.1, 4.1.2 and 4.1.3. The word em-
beddings learning and entity relation ship mapping is described in 3.3.1 and
3.3 respectively. We have explained Neural Tensor Network below in section
3.2.

3.2 Neural Tensor Network

The goal of network is to learn models for common sense reasoning, the capa-
bility to comprehend that certain facts hold entirely because of other previous
relations. The goal can be described in other words as to link prediction in
an existing network of relationship between entities. A neural tensor net-
work is good for reasoning over relationship between two entities. In this
paradigm there are two entities and a relationship between them. The enti-
ties and relationship are expressed in the form of triplet (e1, R, e2) where e1
and e2 are entities and R is relationship between them. The objective of this
approach is argument such that two entities (e1, e2) are in relationship R.
Input to the network is entities along with relationship and network outputs
the probability value of relationship R holding true between entities e1 and
e2 as shown in figure 3.2. The network gives a high probability value if rela-
tionship is true and low otherwise. An example of entity relationship triplet
is russell bufalino gender male. Here russell bufalino and male are
entities and the relationship between them is gender.
The objective of network is to be able to predict if a relationship R holds true
for two entities (e1, e2). For example a triplet (e1, R, e2) = (russell bufalino

gender male) is true and with that probability. The Neural Tensor Net-
work(NTN) consists of a bilinear tensor layer that directly relates to two
entity vectors across multiple dimensions. The network calculates the prob-
ability of two entities in a relationship by below NTN function

g(e1, R, e2) = uTRf(eT1W
[1:k]
R e2 + VR

[
e1
e2

]
+ bR)

Here f = tanh is nonlinearity that is applied element-wise. W
[1:k]
R ∈ Rd×d×k

represents a single tensor and vector h ∈ Rk is the result of bilinear product
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Figure 3.2: Entities are fed into the network in the form of corresponding
word embeddings along with the relationship. The network outputs proba-
bility of relationship being true.
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Figure 3.3: A neural tensor network suitable for reasoning over relationship
between two entities.

of eT1W
[1:k]
R e2. The remaining parameters for relationship R are in the from

the standard neural network i.e VR ∈ Rk×2d, U ∈ Rk and bR ∈ Rk.
A detail description of network is shown in figure 3.3. There are few

hyper parameters in network and these are

• Batch Size

• Corrupt Size

• Regularization Parameter

• Number of Iterations

• Activation Function

3.3 Methodology

In order to use the Neural Tensor Network we have to convert all of the enti-
ties and relationships into embeddings. Vectorized representation of text are
known as embeddings and serve as a fundamental component in many Nat-
ural Language Processing(NLP) systems. Embeddings can be generated for
words [28], sentences [21], paragraphs [12] and even for whole documents [24].
Embeddings play a vital role in our approach as we are not using any layout
information from documents and our method only depends upon text blocks.
There are two choices available with respect to the use of embeddings. First
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choice is to use randomly initialized embeddings and the other is to learn
embeddings using an algorithm. We have used Continuous Bag Of Words

(CBOW) algorithm by Tomas et al [28] to learn embeddings for entities and re-
lationships. Embeddings help in establishing similarity between two entities.
In our case an entity may contains more then one word and thus forming
a multi word entity e.g Storage Temperature. If we assign a single vector
to each entity as in [8] [20] [7] then it does not permit sharing of statistical
power between words making up entity. For this reason we have modeled
every word as d-dimensional vector ∈ <d and calculated entity vector as the
composition of its word vectors. Therefore for a total of NW unique words
making NE entities, if training on word levels (during training the word vec-
tors also receive error derivatives through back propagation) and represent
entities using word vectors, then the complete embedding has the dimension-
ality of E ∈ <d×NW or else if we represent every entity as a single vector so
its dimensionality will be E ∈ <d×NE . We have used entity vector by averag-
ing its words vectors. As an example VStorageTemperature =

VStorage+VTemperature

2
.

This can be generalized as

Ventity =
Vw1 + Vw2 + Vw3 + · · ·+ Vwn

n

There is an additional advantage of training word vectors that we can ben-
efit from already trained unsupervised word vectors, which generally adds
some syntactic and semantic information. All embeddings are of d = 100-
dimensional vectors.

All the model are trained with objective function of max-margin. The
central thought is that every triplet from training set T (i) = (e

(i)
1 , R

(i), e
(i)
2 )

will get a much higher score then a triplet in where one of the entities is being
replaced with a random entity. We mention the triplet with a random entity
corrupted and express the corrupted triplet as T

(i)
c = (e

(i)
1 , R

(i), e
(i)
c ). Here

we have taken entity ec randomly which can come at that position. Since we
have only one relation so for the above both original and corrupted triplets
i = 1 for R(i). Let the NTN parameters be Ω = u,W, V, b, E. We try to
minimize the below function

J(Ω) =
N∑
i=1

C∑
c=1

max(0, 1− g(T (i)) + g(T (i)
c )) + λ||Ω||22

where N is the total number of training triplets and the correct triplet is
scored higher than corresponding corrupted one with up to margin of 1. For
every triplet we generate C number of random corrupted triplets. Standard



CHAPTER 3. DESIGN AND METHODOLOGY 16

L2 regularization parameter is used for all parameters and weighted by the
hyperparameter λ.
The training of model is done by taking the derivatives with respect to the
five groups of parameters. Similar to as in general backpropagation the
derivatives of the standard neural network weight V are the same. Excluding
the relation specific index R, below is the derivative for the j’th slice of full
tensor

∂g(e1, R, e2)

∂W [j]
= ujf

′(zj)e1e
T
2

where

zj = eT1W
[j]e2 + Vj

[
e1
e2

]
+ bj

where
Vj is the j’th row of V matrix and
zj is the j’th element of the k-dimensional hidden tensor layer
We have used minibatch L-BFGS [25] for optimization which has property to
converge to local optimum for the non-convex objective function. We have
also tried AdaGrad [17] but its performance is not better then L-BFGS.
Out objective is to make prediction of correct facts in the form of the
relations (e1, R, e2) in the testing data. We have find a threshold TR in
the development set such that g(e1, R, e2) ≥ TR then (e1, R, e2) holds else
it does not holds. In the process of making testing set for classification,
we had randomly changed entities from correct testing triplets and that
has resulted in a total of 2×Testing triplets where number of positive
and negative samples are equal. For example a correct triplet is -55C to

+150C,is,StorageTemperature and its corresponding negative example might
be -55C to +150C,is,Model. The triplets which are classified correctly
made up the final accuracy value.

3.3.1 Dataset preparation

The Ghega dataset is in the form of a set of text blocks for each document
image along with ground truth. Before using neural tensor network we have
to convert this data set in to the format of entities and relationships. We
read both CSV files and generate corresponding entity relationship entries
triplets. An example of such a triplet is
7. November 2002 (07.11.2002)#is#FilingDate

where 7. November 2002 (07.11.2002) is first entity and it is the text
block read from CSV file, FilingDate is second entity and is also called field
in our case, is is the relationship between these two entities and # is special
symbol(separator) used to separate entities and relationship in a single line.
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Data Sheets Patents
Entities 7847 6218
Words 8141 8952

Table 3.1: total number of entities and words in Data sheets and Patents

An entity may consist of one or more words. The total number of entities
and words for both Patents and Data-sheets are shown in table 3.1. We
have only one relationship for both Date sheets and Patents.



Chapter 4

Dataset

We have used ghega dataset [27] for training and testing of our approach.
This dataset is super set of a public dataset and is used by [10].

4.1 Composition

The documents in data set are divided into two groups. This partition in
data set is based on different domains of documents. First document group
is Patents and second is Data-sheets. The text in data set consists of printed
English language characters.

Patents consists of 136 patent document images obtained from 10 dif-
ferent patent sources where every source of patent is related to a different
class. The class which is largest of all classes consists of 22 patents and 7
classes consists of 10 or more patents. There are total eleven important fields
in patents listed below

• Title

• Applicant

• Inventor

• Representative

• Filing Date

• Publication Date

• Application Number

• Publication Number

18
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Figure 4.1: A sample patent document form is shown on left side and a
zoomed in snapshot of same document is shown on right side. There are
seven fields shown here with their labels in red boxes and values in blue
boxes. Note that some fields have their values on right side and some have
on their bottom.

• Priority

• Classification

• Abstract 1st line

A sample patent document form is shown in figure 4.1
Data-sheets contains 110 data sheets of different electronic components

(e.g Zener diodes) from different vendors and divided in 10 classes. There
are total eight important fields in data-sheets listed below

• Model

• Type

• Case

• Power Dissipation

• Storage Temperature
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Figure 4.2: A sample data-sheet document form is shown on left side and
a zoomed in snapshot of same document is shown on right side. There
are two fields shown here with their labels in red boxes and values in blue
boxes. The fields are Storage temperature and Power Dissipation and
their corresponding values are -55 to +200 and 1.3Watt DC respectively.

• Voltage

• Weight

• Thermal Resistance

A sample data-sheet document form is shown in figure 4.2. Data-sheets of
same class have shared producer type and consumer type. The argest 5
classes contain approximately 85% of these documents.

In the document data set the following three situations may occur.

1. There are certain classes whose corresponding documents do not con-
tain a given field at all e.g in a certain producer of a certain electronic
type component may not present Storage Temperature field.

2. There are certain classes for which only few documents contain a certain
field e.g a certain patent source has Representative field while some
other many not contain this field.

3. There are certain classes whose document contain multiple occurrence
of certain fields e.g there are certain documents that may contain a
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field of Total Amount in more then one page or even more then once
on same page.

Each document sample in data set compromises of four different files. Each
document is obtained from their corresponding PDF sources and converted
into binary images at 300 dpi. Approximately 50% of those PDFs were
gathered by scanning the corresponding paper document. Each document
image is accompanied by three more files, so in total there are four files for
each sample document.

4.1.1 Original Document Image

First file is an original document image in the form pf png image at 300dpi .

4.1.2 Pre-Processed Image

Second file is processed image of original image. This processing includes
de-skewing and binarization of original image. Every document image is
transformed into collection of text blocks by utilizing an OCR engine [2] [9].

4.1.3 Text blocks file

The OCR used was configured in best possible way and it may deskew image
if required. The OCR system may add some errors and in most of the
scenarios these errors were result of different scanning artifacts. These errors
from OCR can be categorized in two categories, first is segmentation errors
and second is text-recognition errors. First type of error results in text blocks
having different text components amid different documents from the same
class. Second type of error resulted in textual content values which are
different from what is really printed on the paper document. It is generally
seen that segmentation errors normally imply text recognition errors. In
addition low printing quality e.g documents which were printed from dot
matrix printer mostly generate text recognition errors. The data set also
includes the documents where OCR engine has produced errors, this has
affected the text blocks that have the values being searched. These has
made us to access our method capability in a very practical environment
with respect to these OCR errors. Next the third file is a CSV file which
contains all the text blocks which were found by applying this OCR to the
processed document image. This blocks file contains multiple blocks where
each block is rectangular piece from processed image file where OCR engine
has found a single-line of text. OCR is used with default configuration with
respect to line segmentation. A single line contains
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• block type (just one fixed value)

• page (Starting from 0)

• x position from upper-left corner of the page, in inches

• y position from upper-left corner of the page, in inches

• width in inches

• height in inches

• found text

• Serialized data (not used)

An example of text line from this CSV file is
TextLineBlockCommon, 0, 0.4833329916000366, 3.809999942779541, 2.1266698837280273,
0.11333300173282623, ELECTRICAL CHARACTERISTICS, [B@2dee1281

4.1.4 Ground truth file

The fourth file called ground truth file also in the form of a CSV file. A
single line of file contains

• Element type

• Page of the label block(-1 if not present)

• x location of the label block

• y location of the label block

• w(width) of the label block

• h(height) of the label block

• text of the label block

• page of the value block

• x location of the value block

• y location of the value block

• w(width) of the value block
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• h(height) of the value block

• text of the value block

An example of text line from ground truth CSV file is
PowerDissipation, 0, 0.5066670179367065, 3.549999952316284, 1.926669955253601,
0.14333300292491913, Power Dissipation



Chapter 5

Results

5.1 Evaluation Measures

There are many evaluation criteria available e.g. accuracy, precision, recall
F1 score. The results in our work have been analyzed using all the measuring
scales and final comparison has been made on the basis of F1 score because
it outperforms the other scales.
Accuracy
Accuracy is defined as the number of entities relation triplets identified as
correct for both positive and negative pairs divided by the total number of
entities relation triplet in test data.
Precision
Precision describes the ratio of correctly identified entities relation triplets
among the truly identified entities relation triplets. It is also sometimes
referred to as exactness.

Precision =
Tp

Tp + Fp

Recall
Recall describes the number of positive identifications divided by the number
of positive values in test dataset.

Recall =
Tp

Tp + Fn

F1 Score
F1 score is the mean of precision and recall. This is the most suitable

measure scale as it deals with the non-uniform data distribution of data

24
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F1 =
2× Precision×Recall
Precision+Recall

We have tried different values of hyper parameters described earlier in sec-
tion 3.3.1 and come with some optimum values of parameters which provide
best results. The hyper parameters are tuned for giving maximum accuracy
value.

5.2 Hyper parameters tuning

Below are the effects of using various values of hyper parameters on accuracy
value. Each hyper parameter is tuned for both types of documents and their
values are shown along side each other.
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Figure 5.1: Variation in number of training iterations and its effects on accu-
racy. Data sheets and patents have best performance for number of training
iterations at 500 and 400 respectively

We have performed the training on data set using various values of number
of iterations while keeping all other hyper parameters constant. The Number
of iterations for data sheets and patents provide best results for the values
of 500 and 400 respectively see figure 5.1.
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Figure 5.2: Variation in batch size and its effects on accuracy. Data sheets
and patents have best performance for batch size of 6000 and 5000 respec-
tively.

The batch size is the number of training samples used in one single iter-
ation. There are three options available for batch size. 1. Batch Mode: The
batch size value is equal to the total number of samples in data set and thus
make iteration and epoch values same. 2. Mini-batch mode: The batch size
value is less then the total number of samples in data set but is greater then
one. 3. Stochastic Mode: The batch size is equal to the value of one. In
this case the gradient and parameters are updated after every sample. For
batch size the values of 6000 and 5000 work best for data sheets and patents
respectively see figure 5.2.
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Figure 5.3: Variation in corrupt size and its effect on accuracy. Data sheets
and patents have best performance for corrupt size of 10.

We pick a triplet T and replace its second entity i.e e2 with another
randomly picked entity. The score of objective function should be higher
then corrupted with a margin of one. This phenomena is explained in 3.3.
The corrupt size of 10 work best for data sheets and patents see figure 5.3.
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Figure 5.4: Variation in regularization and its effects on accuracy of Data
sheets. It has best performance with value of 0.00001

Figure 5.5: Variation in regularization and its effects on accuracy of Patents.
It has best performance with value of 0.00001

The regularization helps in avoiding the model to overfitting to the train-
ing data. to We have tried a range of values for regularization parameter and
found that the value of 0.00001 is best for both data sheets and patents 5.4
and 5.5.
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Figure 5.6: Effect of using different activation functions on accuracy. Data
sheets and patents have best performance for tanh.

We had experimented with three activation functions namely tanh, sigmoid
and identity and found that tanh works best for both data sheets and
patents see figure 5.6.
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Figure 5.7: Effect of using different embeddings source on accuracy. Data
sheets and patents have best performance when embeddings are learned.

As stated earlier we have converted all the entities into embeddings before
using NTN, there are two methods that we used for embeddings generation
one is to initialize them randomly and other is to learn embeddings. We have
found that learning embeddings provide best results for both data sheets and
patents see figure 5.7.
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Figure 5.8: Data sheets and patents cross validation.
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5.3 Field wise results

We have shown evaluation measurements discussed in 5.1 for each of the
fields for both document types. The field wise results for Date sheets and
Patents are shown in table 5.1 and 5.2 respectively. Their error analysis is
explained in section 5.4.

Accuracy Error Precision Recall F1
Case 0.98 0.02 0.92 0.98 0.95

Model 0.98 0.02 0.96 0.98 0.97
Power Dissipation 0.89 0.11 0.94 0.89 0.92

Storage Temperature 0.93 0.07 0.90 0.93 0.91
Thermal Resistance 0.96 0.04 0.99 0.96 0.98

Type 0.97 0.03 0.98 0.97 0.97
Voltage 0.94 0.05 0.91 0.99 0.95
Weight 0.99 0.01 0.91 0.99 0.95

Table 5.1: Data sheets fields wise results

Accuracy Error Precision Recall F1
Abstract 1st Line 0.86 0.14 0.92 0.86 0.89

Applicant 0.95 0.05 0.90 0.95 0.92
Application Number 0.80 0.20 0.93 0.80 0.86

Classification 0.91 0.09 0.97 0.91 0.94
Filing Date 0.95 0.05 0.91 0.95 0.93

Inventor 0.92 0.08 0.97 0.92 0.94
Priority 0.89 0.11 0.96 0.89 0.92

Publication Date 0.96 0.04 0.89 0.96 0.92
Publication Number 0.99 0.01 0.89 0.99 0.94

Representative 0.99 0.01 0.92 0.99 0.95
Title 0.91 0.09 0.87 0.91 0.89

Table 5.2: Patents fields wise results



CHAPTER 5. RESULTS 34

5.4 Error Analysis

The accuracy is worst for Power Dissipation and Application Number for
Data sheets and Patents respectively. There are two reason for this. First
is due to a large number of OCR errors. Second is because of difference in
content value type (numeric vs alphanumeric) which arises due to different
sources of these documents. A few examples of Power Dissipation are 250,
l 90 and I 75 and examples of Application Number are 05019107.1 and
PCT/HU2004/000120. We have got best accuracy for fields whose value type
have uniform appearance e.g Weight and Publication Number and have less
number of OCR errors.



Chapter 6

Conclusions and Future Work

Information extraction from printed documents has been an active area of
research for past many years. It has got many challenges despite being a lot
of work is done in this domain. Most of the techniques require a document
model, a document schema and combination of these in some ways along with
layout knowledge for information extraction. We have proposed an approach
to extract information without using any layout or positioning attributes. We
had demonstrated this by transforming information extraction problem into
common sense reasoning domain. We have used Neural Tensor Network for
information extraction task and have achieved a reasonable level of success.
This method can work on new documents that are similar in content but
they can have a very different layout or size. Our approach is a generalized
method and is not bound to any specific document type and can easily be
extended to other type of documents.

There are some opportunity places in our work where there is a great
chance of improvements. The first issue is minimizing the OCR errors. Al-
though our work is not related to improving OCR results but OCR is an
important step in increasing performance of any information extraction sys-
tem. In this regard [38] have proposed to minimize OCR related errors. The
second place for improvement is to combine learning of word and entity em-
beddings from other sources such as [32] which make use of unsupervised
learning. Third improvement factor is to combine Neural Tensor Network
and embedding learning network and make it an end to end learning system.

35
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