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Abstract

Timely diagnosis and identification of apple leaf diseases are imperative for prevent-

ing the spread of diseases and ensuring the sound development of the apple industry.

Convolutional Neural Networks (CNNs) have achieved phenomenal success in the area

of leaf disease detection, which can greatly benefit the agriculture industry. However,

their large model size and intricate design continue to pose a challenge when it comes

to deploying these models on lightweight devices. Although several successful models

(e.g. EfficientNet and MobileNet) have been designed to adapt to resource-constrained

devices, these models have not been able to achieve significant results in leaf disease

detection task and leave a performance gap behind. This research gap has motivated

us to develop an apple leaf disease detection model that can not only be deployed on

lightweight devices but also can outperform the existing models. In this work, we pro-

pose AppVit, a hybrid vision model, combining the features of convolution and multi-

head self-attention, to compete with the best performing models. Specifically, we begin

by introducing the convloution blocks that narrows-down the size of the feature maps

and helps the model to encode local features progressively. Then, we stack VIT blocks

in combination with convolution blocks allowing the network to capture non-local de-

pendencies and spatial patterns. Embodied with these designs and a hierarchical struc-

ture, AppVIT demonstrates excellent performance on apple leaf disease detection task.

Specifically, it achieves 96.38 % accuracy on plant pathology 2021 - FGVC8 with about

1.3 million parameters, which is 11.3% and 4.3% more accurate than ResNet-50 and

EfficientNet-B3. The precision, recall and f-score of our proposed model on apple leaf

disease detection and classification are 0.967, 0.959, 0.963 respectively.

Keywords: Transformers, Convolutional Neural Networks (CNNs), Leaf Disease De-

tection, Vision Transformer, Multi-head self-attention.
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Chapter 1

Introduction

1.1 Introduction

1.1.1 Background

Apples are one of the most widely cultivated and consumed fruits worldwide. Apples

because of their high nutritive and remedial value are considered to be the most pro-

ductive fruit. The antioxidant effects, due to the presence of rich amount fiber and

phytochemicals, apple helps guard a cell’s DNA against oxidative harm, which can lead

to cancer [1]. Moreover, these chemicals present in the apple prevents the growth of

new cancer cells and inhibit the expansion of existing ones [1]. Apple is rich in vitamin

C, sodium, potassium, fiber, phosphorus, calcium, and iron. [2] have demonstrated that

eating more apples can help lower the risk of stroke. Besides their significant nutritive

benefits, apples also play a vital role in the economies of agrarian countries. In Pakistan,

apple is the fourth largest fruit crop in terms of production. In 2020, apple production in

Pakistan exceeded 0.67 million tons. However, apple plants are prone to various diseases

that can affect the quality as well as the quantity of apples produced. These diseases

range from fungal infections to viruses, nematodes, and bacteria, among others.

Diseases such as scab, complex, rust and frog eye leaf spot inhibit the sound development

of the apple industry. Among these, scab, which is caused by the ascomycete Venturia

inaequalis [3], is the most significant disease. Identifying the area of the leaf affected

by scab is quite challenging, and this disease can inflict more damage on the plant than

any other disease. Rust disease not only causes serious damage to the apple tree but
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Chapter 1: Introduction

also leads to reduction of the size of the fruit. Caused by the fungal pathogem, frogeye

leaf spot is quite prevalent disease in apple trees [4]. Frog eye leaf spot can lead to

fruit infections, severely impacting the apple crop harvest. Therefore, it is essential to

accurately diagnose and treat apple diseases to ensure a healthy and productive harvest.

Figure 1.1: Apple Leaf Diseases.

1.1.2 Problem Statement

On time identification and diagnosis of these disease is essential for preventing the

economic losses and preserving the nutritional quality of the apples. Timely diagnosis

of the correct disease, when it appears, and taking appropriate precautionary measures

can help farmers save both the apple harvest and the environment.

For a long time, humans were the primary agents for disease identification. This di-

agnostic and recognition approach is biased, costly, lengthy, and susceptible to errors.

Furthermore, the emergence of new diseases in previously uncharted regions—where

there isn’t the requisite local expertise for treatment—is another challenge. This back-

drop highlights the pressing need for automated methods to detect citrus plant diseases.

Thanks to modern tools and rapid computer-aided techniques, real-time scanning and

automatic detection of plant anomalies have become more feasible. Traditional machine

learning methodologies have demonstrated considerable efficacy in identifying and di-

agnosing plant ailments, but they primarily cater to a series of image processing tasks

such as image segmentation through clustering methods, feature extraction, and uti-

lizing classifiers like Support Vector Machine (SVM), K-Nearest Neighbor (KNN), and

2



Chapter 1: Introduction

Artificial Neural Network (ANN). However, pinpointing and extracting the most potent

pathogenic features is a challenging endeavor, necessitating the expertise of seasoned

professionals. This not only introduces variability but also isn’t economically efficient

in terms of human and financial resources. Contrarily, deep learning has the prowess

to innately discern the layered features of diseases, eliminating the need for manual

intervention in feature extraction and classification processes.

With the advent of AlexNet [5], the CNNs became the natural choice for the vision

applications, leading to the development of high performing models having extensive

connections and sophisticated form of convolutions. The recent success of CNNs models

was largely due to stacking large number of layers and training very deep networks.

CNNs demonstrated significant success in agriculture industry, particularly plant leaf

disease detection tasks. [6–9] employed deep ResNet-like architectures with certain

modifications for the identification and classification of plant leaf diseases. Due to

their substantial model size and intricate network structures, these models achieved

remarkable success. Successive works [10–14] focused on developing models that were

computationally efficient and could be deployed on resource-constrained devices. Despite

being resource efficient, these models fell short of achieving the desired results.

Recently, the transformer architectures have attracted the attention because of their

superior performance and ability to model long range dependencies. Equipped with

MHSA (multi head self attention), VIT (vision transformers) have achieved valuable

results in the field of image classification [15], video classification [16–18], semantic

segmentation [19], object detection [20, 21], video object segmentation [22], 3D object

detection [23]. However, VITs, due to excessive number of model parameters and high

floating-point operations per second (FLOPs), may not be incompatible for real world

applications, especially when they need to be deployed on lightweight devices.

Therefore, considering the constraints on storage and computational capacity in em-

bedded device deployment, it is imperative to reduce the excessive number of model

parameters and flops of model without compromising on the model’s performance.

1.1.3 Objectives

Based on the features of CONV-NET and multi-head self-attention, this paper pro-

poses lightweight apple leaf disease detection and classification model dubbed as AP-

3



Chapter 1: Introduction

PVIT. Embodied with the characteristics of CNNs and VITs, APPVIT surpasses best

lightweight CNNs i.e. EfficientNet in terms of accuracy-efficiency trade-off on lightweight

devices. To verify the effectiveness of our model, we compare the results our model with

some state of the art CNN architectures. The purpose of this research is to efficiently

and accurately identify apple leaf disease in real settings.

Figure 1.2: Model Architecture.

Research Contributions: The main contributions of this research are as follows:

a) We present a lightweight leaf disease detection network for the identification and

classification of five types of apple leaf diseases.

b) Through our findings, we prove that our model outperforms some state of the art

CNN architectures in terms of accuracy-efficiency trade-off on lightweight devices.

1.1.4 Thesis Overview

The article unfolds as follows: Chapter 2 delves into the relevant literature. Chapter 3

elucidates the proposed methodology and its execution. Chapter 4 presents the findings

from our experiments. Chapter 5 concludes the study, and finally, Chapter 6 charts out

potential future directions.

4



Chapter 2

Literature Review

2.1 Literature Review

Traditionally, the time-consuming task of leaf disease identification was performed by

experts in the field: farmers. This conventional approach is time-taking and prone to

errors, as the affected areas on leaves are minute and may go unnoticed. Furthermore,

people undertaking these jobs were required to possess a thorough understanding of the

various diseases, their symptoms, and their respective treatments. An alternative to

carry out these tasks manually is to design such systems that are capable of perform-

ing these tasks with increased precision and reduced human intervention. Previously,

researchers used different machine learning algorithms for the tasks of leaf disease detec-

tion. Some of these popular algorithms were support vector machines (SVM) [24–26],

random forest [27], filter segmentation [28], K-means clustering [29], KNN [30] and some

other image processing methods [31–33]. However, the machine learning algorithms dis-

cussed have limited scope and have not achieved the anticipated performance level.

The use of deep learning algorithms in the agriculture industry, especially in plant leaf

disease detection, have shown promising results. Since the emergence of AlexNet [5],

CNNs have become the de facto choice for the vision researchers, especially in object

recognition and classification tasks. CNNs have proven to be an effective contender for

plant leaf disease detection, as it bypasses the cumbersome process of segmentation and

feature extraction. [34–36] employed CNNs for the classification and identification of

different leaf diseases. The ability of CNNs to extract local features from the neighbor

pixels enabled them to achieve favorable results when compared with machine learning

5



Chapter 2: Literature Review

algorithms. [37] proposed a method combining the features of VGG and InceptionNet

for the purpose of apple leaf disease recognition. The model achieved accuracy of 97.14

% on ALDD data set containing 26,377 images of five different diseases.

In [7], the researchers carried out apple leaf disease detection using ResNet-18 and

ResNet-34 architectures. Owing to their large size and huge number of parameters, the

models achieved accuracies of 99% and 97%. Although these models achieved desirable

results, they were not feasible for deployment on lightweight devices. Another successful

research carried out in apple leaf disease detection domain is by [38]. The authors trained

DenseNet-121 on limited dataset that encompassed only three diseases, segmented into

five categories based on disease severity. Their trained model with around 8 million

parameters achieved accuracy of 93.1%. In [8], the authors of trained ResNet-197 model

for the detection and classification of apple leaf disease. The authors have shown that the

model achieves 99.58% accuracy on self collected data set. Although the model is quite

successful in disease identification and classification task, its large number of parameters

and flops makes it unsuitable for deployment on resource-constrained devices. The

authors of [39], combine EfficientNet-B3 and EfficientNet-B4 with certain modifications

to built a new model called AFD-Net. The model was trained on plant pathology 2021

- FGVC8 data set and achieved 92.6% test accuracy with 28.2 million parameters.

In [40] the authors substitute all the dense layers from the conventional deep convo-

lutional neural network with a global average pooling layer. An enhanced Softmax

classifier is then employed to classify apple leaf disease types. Experimental outcomes

on the apple leaf disease image dataset reveal that this technique effectively addresses

the overfitting issue, elevates the disease identification accuracy, and substantially cuts

down both the training and classification durations of the model. [9] proposed a im-

proved residual network for the identification and classification of apple leaf diseases. To

enhance the model’s performance, the authors made following changes to ResNet archi-

tecture: decomposition of the kernel size, improvements in identity mapping, reduction

in residual modules and replacement of the batch normalization (BN) layer. Owing

to the changes they made, the model achieved test accuracy of 95.7% with only 3.87

million parameters. Compared to the previous studies, this model achieved significant

reduction in model parameters without compromising on model accuracy.

6



Chapter 2: Literature Review

Study Classification Method Dataset Accuracy

P. Jiang [37] VGG and InceptionNet ALDD Dataset 97.14%

Li and Rai [7] ResNet-18 and ResNet-34 self-made 99%, 97%

Zhong and Zhao [38] DenseNet-121 self-made 93.1%

Yu et al. [41] ROI-aware DCNN self-made 84.3%

Liu et al. [35] Improved AlexNet self-made 97.62%

Pandian et al. [8] ResNet-197 self-made 99.58%

Yadav et al. [39] AFD-Net Plant Pathology 2021 92.6%

Yu et al.. [9] Modified ResNet Plant Pathology 2021 95.7%

Table 2.1: Studies in apple leaf diseases identification.
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Chapter 3

Dataset and Methodology

3.1 Dataset

In this section, we first discuss the dataset, data augmentation methods, and dataset

distribution.

3.1.1 Dataset

The image dataset is taken from Kaggle Plant Pathology 2021 - FGVC8 [42]. The data

set comprises 18,632 images belonging to 12 different diseases. These images were taken

with diverse backgrounds under natural conditions. The classes are: scab, healthy, frog

eye leaf spot, complex and rust. The data distribution is shown in Figure 3.

Figure 3.1: Samples of Apple Leaf Diseases.

8



Chapter 3: Dataset and Methodology

Figure 3.2: Apple Leaf Diseases Dataset before Augmentation.

3.1.2 Data Augmentation

The performance of deep learning problems in closely linked to quality, quantity and

relevancy of training data. Insufficient data is one of the biggest challenges when imple-

menting deep learning. Data augmentations are imperative for enhancing and expanding

the training dataset as well as in increasing the gener- alizability of deep learning models.

It also assists in preventing overfitting.

Data augmentation has been performed using the Keras pre- processing layers API.

Keras provides a wide number of data augmentation techniques. The ones we used are:

Random Rotation: Randomly rotates (clockwise or anti- clockwise) the image upto

certain degree.

Random Flip: This layer randomly flips the image. Both horizontal and vertical flips

are performed by this technique.

Random Translation: This preprocessing layer randomly translates the image.

Brightness: Add brightness to images by certain amount.

Random Zoom: This preprocessing layer randomly zooms (in or out) images.

Random Contrast: The preprocessing layer that randomly adjust contrast.

9
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Diseases Original Images Augmentated Images

Healthy 2875 5790

Scab 1116 5580

Rust 962 5772

Complex 2774 5548

Frog Eye Leaf Spot 1908 5724

Table 3.1: Augmented Apple Leaf Disease Dataset.

After applying the data augmentation, the data set comprises of total 28,414 images

belonging to five different diseases. A sufficient data set not only help the model to

generalize well but also prevents overfitting.

3.1.3 Dataset Distribution

The data set comprising 28,414 images has been split into three sets, namely: training,

validation and test set. The split- ting ratio for training, validation and test set is 3:1:1.

Figure 3.3: Dataset after augmentation.

10
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Figure 3.1 indicates that the dataset is imbalanced, the high- est number of images in

dataset are that of Scab class and the lowest number of images are that of Complex class.

In or- der to enlarge the dataset to improve the model’s performance, data augmentation

i.e. random-rotation, random-flip, random- translation, brightness, random-zoom and

random-contrast has been performed on dataset to increase the size of the dataset as

well as to enhance the quality of the images.

Figure 3.2 and Table 3.1 shows the distribution of dataset after augmentation. After

augmentation the dataset now contains 38,069 im- ages compared to 9,655 images before

augmentation. The total number of images for each class is as follows follows: Scab 2,895;

Rust 6,696; Complex 6,734; Healthy 8,322 and Frog Eye Leaf Spot 7,632.

3.2 Methodology

Before delving into our model, we begin by giving a concise overview of vision trans-

former and how they can be optimized for lightweight devices. A 2D image fed into VIT

is first split into flattened sequence of patches, where H, W represents the height and

width of input image and C denote the channel dimensions of the input image [15]. This

patchification is performed with a reduction ratio of, where N = HW/P2 is the resulting

number of patches and (P, P) is the resolution of each image patch [15]. Before adding

position embeddings to the patch embeddings, a special class token (cls) is added to

the visual tokens. The resulting sequence of embedding vectors are fed as input to the

transformer encoder. The transformer encoder is combination of alternating layers of

multi-head self attention (MHSA) and a feed forward networks (FFN).

Multi Head Self Attention: Multi-Head Self Attention (MHSA) mechanism allows the

network to model long-term dependencies and learn complex features. Self-attention

has been shown to be very effective for learning the global context or long-range spatial

dependency of an image, which is critical for visual recognition.

By having multiple heads, the model can capture various types of relationships and

dependencies in the data. Multi-head attention typically results in richer representations

of the input, making it beneficial for downstream tasks.

Global Average Pooling (GAP): GAP is a layer used within convolutional neural net-

works, primarily towards the end of the network architecture. Its primary goal is to

11
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reduce the spatial dimensions of a 3D tensor (height, width, depth) to a 1D tensor,

retaining the depth (number of channels or feature maps). In recent years, GAP has

gained popularity in several state-of-the-art architectures, as it provides a lightweight

and efficient means to transition from spatial feature extraction to classification deci-

sions.

3.2.1 Overview Architecture of APPVIT

Figure 3.4: Model Architecture.

The aim of this research is to create a hybrid model that is not just lightweight (suitable

for deployment on mobile de- vices) but also exhibits strong performance in identifica-

tion and classification of apple leaf disease dataset. We demonstrate that combining

the convolution blocks with multi-head self attention module in hierarchical structure

allows the network to model long range dependencies and to learn complex features.

Specifically, the network starts with convolution block with VIT blocks stacked after-

wards. First, input image is passed through a convolution stem with a kernel size of 3

x 3 and stride 2. APPVIT consists of three sections, each section comprising of con-

volution block in combination with successive VIT blocks. Convolution block helps the

network to encode local features and to narrow down the size of the attention maps.

The convolution block is combination of alternating layers of convolution and batch nor-

malization (BN). Afterwards, successive VIT blocks are stacked allowing the network to

model global dependencies and contextual information of the features maps. VIT block

consist on 2D convolution, multi-head self-attention, layer normalization and droupout

layers. From Figure 3.4, it can be seen that 1st section contains 2 successive VIT blocks

while 2nd and 3rd section section contains 4 and 3 successive VIT blocks respectively.

The loss function used is Categorical Cross Entropy. Categorical Cross Entropy is also

12
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known as Softmax Loss. It’s a softmax activation plus a Cross-Entropy loss used for

multiclass classification.

13



Chapter 4

Results and Discussions

4.1 Results

Implementation Details. APPVIT is trained and the experiments are conducted on

plant pathology 2021 - FGVC8 dataset. The models is built with Tensorflow 2.11, and

trained from scratch for 60 epochs on NVIDIA TESLA P100 GPUs using AdamW [43]

optimizer and cosine learning rate scheduler. The batch size was set to 32. The input

images are resized and randomly cropped into 256 × 256. The initial learning rate is

0.002 with weight decay of 0.000125. The data augmentation performed on dataset is

discussed in detail in the above dataset section.

Parameter Values

Learning rate 0.002

Batch-size 32

Optimizer AdamW

Epoch 65

Table 4.1: Setting of model parameters.

Results.

This section discusses the performance of the proposed APPVIT on plant pathology

2021 - FGVC8 dataset. These results are obtained using standard performance metrics.

Precision, recall and F-score are some of the common performance metrics used to

14



Chapter 4: Results and Discussions

measure the performance of the classification model. The formulae for the performance

metrics i.e. Accuracy, precision, recall and F-measure are given below:

Accuaracy = No. of images correctly classified

Total no. of images
(4.1.1)

Precision = All TP

TP + FP
(4.1.2)

Recall = All TP

TP + FN
(4.1.3)

F − measure = 2 ∗ Precision ∗ Recall

Precision + Recall
(4.1.4)

TP stands for True Positive, FN stands for false negative and FP stands for false positive.

A true positive occurs when the model accurately identifies a case as belonging to the

positive class. Conversely, a true negative arises when the model correctly classifies a

case as not belonging to the positive class.

A false positive happens when the model wrongly categorizes a case as part of the

positive class. On the other hand, a false negative occurs when the model mistakenly

classifies a positive case as being negative.

In addition, this research also takes into consideration the relation of parameter memory,

number of parameters and FLOPs with the accuracy of the model.

Figure 4.1 shows the training and validation accuracy and loss curves for our proposed

model: APPVIT.

Table 4.2 presents the comparison of the APPVIT with some state of the art architec-

tures. The comparisons here involve three factors: the accuracy, number of Parameter

and flops. APPVIT achieves accuracy of 96.4% on plant pathology 2021 - FGVC8

dataset. Compared to the state of the art CNN based architectures, APPVIT surpass

all the models in terms of not just accuracy but also in terms on Parameter Memory /

Mb as well.

Comparisons with ResNets, Inception and VGG.

We first compare APPVIT with ResNet models, such as ResNet-152 and ResNet-50.

Specifically. compared to ResNet-152, APPVIT achieves 16.4% better top-1 accuracy,
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(a) Training and Validation Accuracy. (b) Training and Validation Loss.

Figure 4.1: Training and Validation Curves for Accuracy and Loss.

and is remarkably more efficient, using 97.8% fewer parameters and 94.35% flops. Com-

pared to state of the art ResNet-50, APPVIT obtains 11.2% higher accuracy and yet

has 94.92% fewer parameters and 83.9% fewer flops. When compared to Inception-

V3, APPVIT obtains 16.1% better accuracy with 88.73% fewer flops and 94.54% fewer

parameters. Moreover, APPVIT achieves 13.4% higher accuracy when compared VG-

GNet. Our model has staggering 99.06% fewer parameters and 95.79% fewer flops than

VGGNet.

In terms of parameter memory / mb, our model APPVIT exhibited reduction of 99.05%,

97.81% and 94.89% when compared to VGGNet, ResNet-152 and ResNet-50, respec-

tively.

Comparison with Efficient CNNs.

We also compare our model with lightweight and efficient CNNs. When compared to

EfficientNet-B3 and EfficientNet-B4 our model achieves 4.3% and 5% better top-1 accu-

racy. In terms of number of parameters, flops and parameter memory / mb, our model

demonstrated reduction of 64.22%, 89.17% and 89.12% respectively, in comparison to

EfficientNet-B3. In comparison to EfficientNet-B4, our model has 84.67% fewer flops,

93.16% fewer parameters and 93.10% reduced parameter memory / mb.

Comparisons with AFD-Net and MSO-ResNet.

When compared to AFD-Net [39], our proposed model achieves 3.8% better accuracy.

Moreover, the APPVIT has 95.39% fewer parameters than AFD-Net and is more com-
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Figure 4.2: Comparison of Model Accuracies.

Method #Param (M) FLOPS (B) Parameter Memory / Mb Accuracy

VGGNet 138 15.3 525 83%

ResNet-152 60 11.4 228 79.9%

AFD-Net 28.2 - - 92.6%

ResNet-50 25.6 4 97.66 85.2%

Inception-V3 23.8 5.7 90.5 80.3%

EfficientNet-B3 12 1.8 45.8 92.1%

EfficientNet-B4 19 4.2 72.33 91.4%

MSO-ResNet 3.87 0.982 14.77 95.7%

APPVIT 1.3 0.644 4.99 96.4%

Table 4.2: Performance comparison of different experiment schemes.

patible for deployment on lightweight devices.

In comparison to MSO-ResNet [9], our model saw 66.41% reduction in number of pa-

rameters and 34.38% fewer flops. Our model despite being lightweight achieves 0.7%

better accuracy than MSO-ResNet.

In evaluating various deep learning models for a particular task, the performance metrics

of precision, recall, and F1 score serve as critical indicators of each model’s capability.
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(a) Comparison of different Model Parameters . (b) Comparison of different Model FLOPS.

Figure 4.3: Comparison of APPVIT with State of the Art Architectures.

Among the models analyzed, APPVIT showcased superior results, indicating its robust-

ness and accuracy in the given context.

Specifically, APPVIT achieved a precision of 0.967, a recall of 0.959, and an F1 score

of 0.963. These numbers outpace those of other popular architectures. For instance,

ResNet variants, such as ResNet-34, ResNet-50, and ResNet-152, recorded F1 scores of

0.888, 0.897, and 0.886 respectively, all of which are noticeably lower than APPVIT’s

score.

DenseNet121 and EfficientNetb0, though closer contenders with F1 scores of 0.916 and

0.920 respectively, still lag behind the performance exhibited by APPVIT. Even the

MSO-ResNet, which garnered a commendable F1 score of 0.957, doesn’t quite match

the prowess of APPVIT.

Based on the provided performance metrics in Table 4.3, APPVIT emerges as the clear

front-runner. Its higher precision indicates a better ability to correctly identify positive

samples, and its recall suggests fewer false negatives. The combined effect of these is

reflected in its leading F1 score, demonstrating a balanced and superior performance in

comparison to the other models.

18



Chapter 4: Results and Discussions

Figure 4.4: Comparison of Model Accuracies.

Model Precision Recall F1 Score

ResNet-34 0.891 0.889 0.888

ResNet-50 0.896 0.896 89.70

ResNet-152 0.888 0.886 0.886

DenseNet121 0.917 0.917 0.916

EfficinetNetb0 0.921 0.922 0.920

MSO-ResNet 0.957 0.958 0.957

APPVIT 0.967 0.959 0.963

Table 4.3: Performance comparison of different Models.
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Chapter 5

Conclusion

In this work, we propose a lightweight apple leaf disease detection model dubbed as

APPVIT from the perspective of on-device deployment. Embodied with the character-

istics of CNNs and VITs, APPVIT achieves superior results on visual recognition task,

when compared to some of the state of the art CNN architectures. Extensive exper-

iments on plant pathology 2021 - FGVC8 shows that APPVIT outperforms ResNets

and their modified versions while being faster than them. We have successfully proven

that not only our model achieves highest accuracy compared to the other state of the

art architectures but also it has much fewer number of parameters, flops and parameter

memory / mb compared to these state of the art architectures. These experiments verify

both the effectiveness and efficiency of our model. The detection system we have devel-

oped can be very helpful tool for farmers and apple growers to aid them in diagnosis,

quantification and follow-up of infections.
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Chapter 6

Future Work

This work is based on five types of apple leaf diseases. To conduct a more in-depth

analysis, other apple leaf diseases classes can be explored. Absence of data has remained

the biggest hurdle while conducting this research. In future, the data of other types of

apple disease can be added.

Furthermore, in future, such lightweight models can be extended to other fruits and

vegetables as well.

Next challenge that we are dealing with is the detection of these diseases during early

stages.
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