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Abstract

Droughts are continuous periods of precipitation that are much below average can

cause water shortages, decreased soil moisture, and a number of negative impact on

ecosystems, agriculture, humans and wildlife. RDI are typically used for monthly and

annually data processing to simultaneously calculate precipitation and potential evap-

otranspiration on an appropriate time scale. Study improves the methods for choosing

predictors and create an innovative model to forecast drought in Punjab, Pakistan.

This study analyzed precipitation and temperature data from 9 meterological site us-

ing RDI. This study aim is to compare four well-known models: Autoregressive Inte-

grating Moving Average (ARIMA), Support Vector regression (SVR), Neural Network

Auto Regressive (NNAR) and Dynamic Linear Model (DLM) in order to assess and

compare the effectiveness of various forecasting model in predicting RDI. The training

(January 1961 to November 2000) to evaluate its performance and for testing data

(December 2000 to December 2016) to estimate their performance. ME, RMSE, MPE

and MAPE for performance measure. And for model selection we use AIC and BIC.

The selection of best model is based on minimum value of RMSE, ME, MPE, MAPE,

AIC and BIC. The evaluation results suggest that NNAR outperforms the other three

models. The study found that the NNAR model demonstrated the highest accuracy

and prediction for RDI forecasting. The NNAR model performed better than other

models capturing RDI changes with unique accuracy. These results demonstrate the

effectiveness of the NNAR model in predicting drought conditions and to evaluate the

model selection for RDI prediction. These finding help improve planning and manage-

ment efforts for droughts, enabling efficient use of resources and decision-making. The

results of this study provide proof for the decision, particularly droughts, as well as for

creating drought mitigation efforts and applying plan into action to lessen the impact

of drought in Punjab.
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Chapter 1

Inroduction

Droughts is uncertain phenomena that has been caused by human-caused activities

and climate change [1]. Significant changes have been caused at the local level by

droughts. When there is much less water available than usual, a region is said to be

experiences a drought and for the affected areas, the effects of drought vary. Essentially,

a meteorological drought is described as a precipitation deficit across a region for

a particular period of time [2]. Due to a lack of precipitation, dry wind and high

temperature are highly variables and do vary from region [3].

The financial impact of the droughts in the United States is estimated to be between

6 and 8 billion dollars per years [4]. The IPCC noted in its fifth assessment report the

effects of global warming on natural and human systems may be seen across all con-

tinents and seas [5]. Alterations to the hydrological cycle are thought to have greater

impact on climate change (CC) than droughts, storms and floods [6]. However, the

Middle East and North Africa are anticipated to see a 10-25% and 10-40% decline in

rainfall and runoff, respectively and 5-20% rise in evaporation [8]. When droughts have

negative impacts on agricultural land and cause significant reduction in yearly agricul-

tural production, the related issues become more challenging [7]. The environment here

is primarily dry and semi-arid, with an annual rainfall of 250 mm or less in about 60%

of Pakistan and 250 to 500 mm in around 24% of the ratios [9]. Pakistan’s economy

is largely dependent on its agricultural, which is highly exposed to and beneficial to

changes caused by the environment. Because agricultural productivity varies according
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to change in precipitation, temperature and solar radiations, it has a big impact on

the nation’s socioeconomic stability. In this area, a trend has led to periodic floods

and droughts except for 2004-2005, which was a rainy year. Pakistan has experienced

droughts and water stress circumstances recently, which have had an impact on wheat

productivity in both rain-fed and irrigated regions. The Punjab province, Pakistan’s

second-largest and most populated province, was the site of the current study. Punjab

contributes the greatest portion of the nation’s agriculture output; as a results, it is

crucial to sustainable development of the country’s economy. The agricultural sector

dominates Punjab’s landscape in terms of both the overall amount of agricultural land

(16.68 million hectors) and its percentage of the nation’s total agricultural gross do-

mestic product (GDP) from (PBS), which is 60%(Reviewed on 2 December 2021) [10].

In various climates and for many purposes, a vast variety of weather related droughts

indices of different complexity have been used. The RDI, a relatively new index [11],

has been proposed at the moment. This index is used widely throughout the world,

especially in semi-arid and arid regions and noted for its high sensitivity, adorability

and minimal data requirements [12]. Using the Drought Indices Calculator (DrinC),

an application of specific software designed to offer an accessible interface for the esti-

mation of drought indices [13]. Generally, if temperature rise, water demand increase

as well, RDI may be modified to be used as an indication for future drought risk eval-

uation linked to different water areas.

Data-driven techniques are now the ones that are most frequently used to evaluate

and forecast drought [14]. While made more challenging by the fact that defining the

beginning and end of drought is highly difficult, numerous drought forecasting tech-

niques have been created to increase the capability of drought forecasting [15]. All these

methods are used and compare their performance in drought forecasting in the Punjab,

Pakistan. A wide range of topics have seen as increase in use of NNAR and SVR. More

specifically several earlier research [16] have demonstrated that these two methods are

efficient for drought forecasting in certain study area. Droughts forecasting cannot be

predicted with good accuracy using time series stochastic models (ARIMA)[17]. NNAR

has some advantage over SVR and ARIMA models for drought forecasting because to
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the lower root mean square error and larger regression co-efficient value [18]. A par-

ticular type of ANN is the Neural Network Auto-Regressive (NNAR) model, in which

the lagged values of time series are used as predictor for the model’s input and model’s

output is predicted values of the series. The NNAR does not include limitations on its

parameters to achieve stationarity, which is one of the main difference between it and

ARIMA models [19]. The nonlinear autoregressive neural network (NNAR) has been

employed in this study [20] since the drought event is a nonlinear issue and a single

feature (RDI) has been used as the input parameter. Time series data are viewed by

state space models (SSMs) as the output of a dynamic system that is subject to ran-

dom distribution. A specific instance of SSMs, the Bayesian dynamic model or simply

dynamic linear model (DLM) is linear and Gaussian may be used to model, predict

time series data and forecast data [21]. The forecasting performance of the ARIMA,

NNAR, SVR and DLM were compared to predict the future daily values of the series

using the model selection and model evaluation criteria.

1.1 Objectives

The objective of the study include the following:

• To determine which forecasting method (ARIMA, SVR, NNAR or DLM) provides

the most accurate prediction for drought conditions, the study may compare the

performance of different modelling approaches. This goal assist in choosing best

approach for this specific application (RDI).

1.2 Signifiance of study

The following factors make a study on the Punjab droughts in Pakistan significant and

extremely valuable. Punjab is an agricultural region, thus droughts can have a serious

impact on food productions. In order to help policymakers and farmers create effective

methods for droughts resistances.
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Chapter 2

Study Area and Datasets

The following section provide the study area and data sets.

2.1 Study Area

Punjab is the province with highest population in the Pakistan, with more than 54% of

all people living there, and it is enhanced by the fertile areas of five rivers [22]. Punjab

province, the agricultural heartland of Pakistan is located between latitudes 27.70◦ N

and 34.02◦ E and longitudes 69.32◦ E and 75.38◦ N. Punjab has second largest province

in term of area 205,344 km2(79,284 sq mi) after Baluchistan[23]. In terms of weather,

Punjab has season: the hot season (April to June), the cold or moderate season (Oc-

tober to March) and rainy season (July to September)[24]. Temperature in Punjab

range from 2 to 45 ◦C, and average rainfall ranging from 460 to 960 mm. However, in

some areas Punjab, temperature can approach 50◦. The mean annual precipitation in

this province is about 22.18mm. Due to Punjab province’s important significance in

Pakistani agriculture, it was chosen as the study region. The important cities in Pun-

jab, Pakistan, showed in Figure 3.1 include Bahawalnagar, Bahawalpur, Faisalabad,

Khanpur, Lahore, Mianwali, Multan, Murree, Jhelum in figure 3.1. These stations

are chosen based on how important the climate is to the population, industries, and

agriculture. Due to the threat of drought and the varied weather patterns from region

to region, Punjab’s agriculture industry is currently facing crisis [25]. Investigating the

impacts of drought variability in various Punjab region is important.
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Figure 2.1: Map of the selected meterological stations of Punjab, Pakistan
.
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2.2 Datasets

The observations used in this study, include the meteorological stations data with 672

observations of Droughts in Punjab between January 1962 to December 2017. The

minimum temperature, maximum temperature, precipitation and daily values for the

years 1962 to 2017 are converted to monthly data are acquired from Pakistan Meteo-

rological Department (PMD) for Meteorological stations in Punjab. Time series model

that was created to compare the ARIMA, NNAR, DLM and SVR models and per-

formance will be thoroughly assessed and the model which performance is best used

for future forecasting. I use number of statistical methods together to calculate the

forecasts. In particular, ARIMA models, NNAR, SVR and DLM. For phenomena like

the droughts patterns, which is characterized by linear and nonlinear dynamic compo-

nents. The combinations of various time series forecast methods should maximize the

chance of capturing both the linear and nonlinear droughts patterns. It is well known

from the research work of [26] that combining approaches with special characteristics

may improve performance and prediction accuracy.
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Chapter 3

Methodology

The following steps form the study’s methodology: the RDI, ARIMA, NNAR, SVR

and DLM, model evaluation.

3.1 RDI

One of the primary natural factors causing harm to ecosystems, agricultural outputs,

water supplies etc is drought. To gauge the severity of the droughts, numerous indexes

have been created. The RDI are most recent index used to measure drought.

3.1.1 Calculation of RDI

Climate change has a significant influence on dryland’s water supply and demand. Ap-

plying the RDI, the dry and wet conditions at the choose station have been evaluated.

The RDI, which measure the severity of drought, can be calculated. The initial α and

standard form RDIst of RDI are both used to express it. Based on the ratio of prospec-

tive precipitation (P) to total precipitation(P), RDI is calculated and on a yearly basis

(k=12). The following equation is used to determine the annual values of α0 for the

ith year.

α
(i)
0 =

∑12
j=1 Pij∑12

j=1 PETij
(3.1)

Where i= 1 to n and j=1 to k. The PET of month j (j=1 October, to j= 12 September)

of years i and n. The P and PET during jth month of ith year are represented by Pij
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Figure 3.1: Illustrates the techonological road map for this thesis.
.
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and PETij, respectively in 3.1.

By implementing for each time scale, the Normalized RDI (RDIn), is the second form

is produced.

RDI in =
αi

ᾱ0

− 1 (3.2)

The ᾱ0 represent the average value for I over the n years that are represented in the

data. The Standardized RDI (RDIst) is the third form, which is provided in equation

3.2.

RDI
(i)
k =

yik − y′k
σyk

(3.3)

Where y(i) = lnα(i), ȳk arithmetic mean and the σyk be the standard deviation. The

alpha RDIαk, normalized RDIn and standardized RDIst versions of RDI are all pos-

sible formulations. While the RDIαk is used as an aridity index, the RDIst is used

to measure how severe a drought. The aggregated P and PET theories are the fun-

damental theoretical underpinnings of the measure [27]. Data analysis revealed that k

closely matches the gamma and lognormal distribution across a range of stations and

time scale. However, as suggested by [28] and used in this study, the gamma distri-

bution was generally more useful. As a result, by modifying the gamma distribution,

the computation of RDIst may be performed under ideal conditions more successfully.

The brief overview of the gamma distribution’s probability density function [28].

g(x) =
1

βγΓ(γ)
xγ−1e

−
x
β (3.4)

where x show the rainfall amount, β the scalw and γ is the shape parameter. Now we

estimate the values for the both γ and β which is describe by below equation.

γ =
1

4A
(1 +

√
1 +

4A

3
) (3.5)

β =
x̄

γ
(3.6)

Where A = ln x̄-
∑

ln(x)
n

. Taking the parameters γ and β for specific year, the cumulative

probability function of a measured rainfall is calculated [29].

G(x) =
1

Γ(γ)

∫ x

0

xγ−1

β
e−

x
β (3.7)

9



Drought class RDIst
Extremely wet ≥ 2.0
Very wet 1.99 to 1.50
Moderately wet 1.49 to 1.00
Normal 0.99 to 0.00
Near normal 0.00 to −.99
Moderately dry −1 to −1.49
Severely dry −1.5 to −1.99
Extremely dry ≤ 2.0

Table 3.1: Classification of Standardized RDI values.
.

The cumulative probability function changes because the gamma function is undefined

at x=0 and the distribution of precipitation contains some zeros.

H(x) = q + (1− q)G(x) (3.8)

Where G(x) represent the cumulative probability of the incomplete gamma distribu-

tion. The values are in Table 3.1.

3.1.2 Calculation of PET

The most often used method for determining PET is the Thornthwaite methodology,

which only considers the average temperature [30]. As a result, it can be used in areas

where there is a limited supply of data. PET calculation are based on a multiple steps.

First, using the equation below, we determine the monthly Thornthwaite heat index i.

i =
t1.1514

5
(3.9)

Where temperature (t) in Celsius (◦C ) on monthly average. The annual index is then

calculated by adding the monthly indexes.

I =
n∑
i=1

i (3.10)

10



Thirdly, it is assumed that a month consist of 30 days and that a day has 12 hours of

sunlight [29].

PETnon−corrected = 16.

(
N

12

)
.
(m

30

)
.

(
10.t

I

)α
(3.11)

These figures were then adjusted to reflect the actual amount of sunny days and hours

in a month [31], as shown below:

PET = PETnon−corrected
N

12

d

30
(3.12)

For each month, N: is the number of days and d is the number of theoretical sunshine

hours.

3.2 ARIMA

The ARIMA model originated in 1970 by Box and Jenkins [32] widely used in the

social sciences, economics and finance. The ARIMA models is expressed as ARIMA

(p, d, q) where p denotes the number of parameters in the autoregressive (AR) models,

d represents the differencing degree, q indicates the number of parameters in mov-

ing average(MA) models. By describing autocorrelation in the data, ARIMA models

provide an alternative method for time series forecasting. In recently years, ARIMA

linear model has been often applied to predict droughts [33]. The general non-seasonal

ARIMA model’s equation is expressed as [10].

Zt =
θ(β)αt
φ(β)∇d

(3.13)

θ(β) = (1− θ1β − θ2β2 − ....− θqβq) (3.14)

φ(β) = (1− φ1β − φ2beta
2 − .....− φpβp) (3.15)

In equation 3.13 Zt represent observed time series and β is Back shift operator. Polyno-

mial of order p and q are θ(β) and φ(β). The orders p and q respectively, represent the

non-seasonal auto-regression and moving average orders. ∇d specifies the differencing

process, d regular differencing. Three model building processes and a forecasting step
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are including in the Box and Jenkins methodology.

• Identification: The time series is thought to be stationary under the Box-Jenkins

models. The statistical properties of a stationary time series, such as the mean

is constant through time. The technique of transformation and differencing were

applied to non-stationary series in this research.

• Diagnostic test: Evaluate a preliminary model’s goodness of fit, a variety of diag-

nostic approach can be applied. The models in this study were examined using a

variety of diagnostic statistic and graph. To examine the white noise in residuals,

the Ljung-Box (LB) [34] test was applied. ACF and PACF plots of the residuals

were also used to evaluate the absence of correlation between the residuals. With

the use of Durbin-Watson (DW) statistics [35] it was also determined whether

there was any correlation between the residuals.

• Forecasting: For predicting, the model with lowest RMSE was selected.

To determine whether or not our data are steady, we performed unit root test DF

and ADF. Conduct were fixed to satisfy the model’s basic elements. Identifying a

time series stationary was the initial step in developing ARIMA models. After non-

stationarity has been eliminated, the data’s correlation structure was determined using

ACF and PACF. After the ACF and PACF were to identify the significant lags. Based

on the model’s accuracy and precision, a set of ARIMA models was chosen. Time

series consists of linear and nonlinear components and different model approaches that

forecast future values using previous observed data and separate dataset into two sets

with ratio of 70% for training and 30% for testing set. The results of the RDI with

monthly data and AIC and BIC used.
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3.3 NNAR

Artificial neural networks (ANNs) are a well-liked method for modelling nonlinear

time series. ANNs are machine learning model that may identify nonlinear, complex

correlation between variables since they are based on the structures of the neurons.

ANNs solve various weather patterns, stock market trends and traffic flow and many

other forecasting issues. The "nnetar ()" function included in Hyndman’s package

"forecast" (in the R environment) was used to identify NNAR models. The primary

focus was on NNAR model and using training and test data sets. The objective was

to determine the "prediction performance" of the produced NNAR models. However,

in this study NNAR, ARIMA were created under the R software environment and

the "forecasting performance" of these model approach was compared.First data were

transformed using Box-Cox method before model was estimated. The hidden layer

chosen automatically throughout the modelling process, we concentrated on the NNAR

model. Just as lagged values in a linear autoregressive model, lagged values of the time

series can actually be used as input data to neural network with time-series data. In

NNAR models, complicated nonlinear interactions and functional form are represented

by a network of neuron or nodes. The neurons of a simple neural framework are

arranged in two layers: the original time series is identified in the bottom layer, which

the forecasts are identified in the top layer. When an intermediary layer containing

"hidden neuron" is added, the final model transform into a nonlinear one, although it

is still equal to simple linear regression 3.2. The NNAR models called NNAR (p, k)

models that are used to forecast time series models. Where p is the non-seasonal delays

as input, k is the number of nodes in hidden layer. The neural network is feed forward

neural network which involves a linear combination function and activation function.

netj =
∑

wijyij (3.16)

The sigmoidal function, which was proposed by Master [1993] [36], is the activation

function that is used most commonly.

f(y) =
1

1 + ε−y
(3.17)
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Figure 3.2: The design of NNAR with input, hidden and output layer
https://otexts.com/fpp3/figs/nnet2-1.png

After combining the inputs using a linear function, the output is then sent through a

non-linear sigmoid activation function. In R Core Team (2014), the back propagation

algorithm is used to update the neural network’s weights. It is possible to understand

the weights as in the case of normal regression models, which use a closed form for

the minimization of sum of squared errors, because the weights are derived through

computational techniques 3.2. It is true that [37] advise against interpreting the fitted

weights. The MAE, RMSE, MAPE, MASE is used to check out the goodness of fit.

The equation for NNAR model as follow [38].

yt = f(yt−1 + εt) (3.18)

where in 3.18 y(t−1) = (y(t−1), y(t−2), .y(t−n)), is vector that contains number of lagged

values for observed data, f is the neural network with n number of neurons in the single

layer and εt is the error term. We can simulate future sample pathways of this model

iteratively, by randomly generating a value for, εt either by resampling from historical

values.

y∗T+1 = f(yt + ε∗T+1) (3.19)

3.19 is used to forecast for the time series.

14
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3.4 SVR

Support vector machine (SVMs) were developed by Vapnik in 1997 [39] to describe

the characteristics of learning machine and their ability to simplify unknown substance

[40]. Support Vector Regression (RDI) is a machine learning technique that is partic-

ularly relevant for RDI forecasting due to its abilitiy. For the linear separable data

for training set T = {(x1, y1), (x2, y2), ..., (xl, yl)}∈ {x× y} with a collection of sample

points X = {x1, x2, ..., xn} derived from Rn with target value Y = {y1, y2, .., yn} with

the input and target value {x′is, y′i} is the monthly record of RDI where yi ∈ R The

optimization problem is solved by:

min
w,b

1

2
‖w‖2 (3.20)

yi[(w.xi) + b] ≥ 1, i = 1, 2, 3, .., l (3.21)

where in equation 3.21, the best solution determines the classification surface w∗ and

b∗ is:

(w∗.b+ b∗) + b∗ = 0 (3.22)

The important qualities must be preserved when using the SVM approach, namely

SVR to tackle the regression problem. The "loss model" is expressed as follows using

"loss function" based on the Vapnik standard as a frame work.

min
1

2
‖w‖2 + c

m∑
i=1

(εi + ξ∗i ) (3.23)

The decision boundary of the support vector expands as C in equation 3.23 σ is the

nuclear density, ξi and ξ∗i are slack variables that specify the model’s error requirements

and c is the penalty parameter. The relationship between sigma and gamma in the

radial basis function (RBF) formula. In the RBF, sigma and gamma are determined

as follow:

gamma =
1

2σ2
(3.24)

Therefore, a decrease in σ or an increase in gamma result in reduction in the RBF’s

width in equation 3.24. According to conventional neural network, which conform to
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the empirical risk minimization concept, SVR models support the structural risk mini-

mization principle [41]. All SVR models were developed using online SVR program [42]

which may be used to develop support vector machine for regression. The training set

was made up of 70% of the data, while the training set was made up of the remaining

30%. The data unlike neural networks, can only be divided into two sets, with the cal-

ibration set serving as a substitute for the training and testing sets in neural networks.

The range of all input and output was set to 0 to 1. A constant called the c parameter

minimizes the model space and determines how complicated the solution. Where ε is

the loss function that represents the regression vector without all of the input data and

C is a positive constant that is a C is a positive constant that is a capacity control

parameter [43]. These three parameters were chosen through a process of trial and

error. These set of variables lowest RMSE value from testing data is selected.

3.5 DLM

A category of non-stationary time series models is defined by DLMs. Trends, season-

ality and autoregressive components can all be modelled using DLMs. The dynamic

Bayesian model is founded on the idea that uncertainties must be represented by a

probability distribution as formalized by West and Harrison [44]. The fundamental

method of DLM modelling is to develop a structural model for the time series, rep-

resenting all parameters and observable data. A common method for smoothing and

predicting time series is DLMs. The dynamic linear model with an observation equation

and a model/evolution equation is:

yt = F ′tθt + εt (3.25)

θt = Gtθt−1 + wt (3.26)

The equation 3.25 is observational equation and 3.26 is evoluation equation.

t=1,2,..,n.

Observation made at time t is yt. although clarity is assumed, it might actually

be a vector. The vector at time t with size is a row vector of covariate at time t
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θt = (θt,1, θt,2, .., θt,p) with dimension p× 1. F ′t is a row vector(dimension (p× 1) of

covariate at time t. Gt is a matrix of dimension p× p known as evolution or transi-

tion matrix. We will mainly talk about the Bayesian analysis of these models, whose

Kalman filter are equivalent [44] Bayesian Forecasting and Dynamic Models, [45].

The expression(Pt/θt−1) represents the probability of transition state. This probability

captures the Markov property, which states that the current state θt depends only on

the previous state θt−1 and not on any earlier states.

θt/θt−1 ∼ N(Gtθt−1, wt) (3.27)

yt/θt ∼ N(F ′t , εt) (3.28)

The time series aim is future forecasting observation, with the length of the forecast

depending on the nature and objective of the study. To achieve this, the first step is

to estimate the next value of the state vector θt+1 based on the available data (y1:t).

Subsequently, the next observation yt+1can be forecasted using estimate state and same

step is used for k step forecasting [46]. The selection of model is best we use AIC and

BIC and for performance we use ME, RMSE, MAPE, MPE. For each method and each

modelling time forecasting is obtained.

3.6 Model Evaluation

Evaluating the performance in statistical modelling, analysis is an important stage.

Effectiveness of calibrated models is assessed numerically by various statistical measures

as well as graphically by comparing the observed and predicted value and forecast these

values which are listed in the subsections that follow.

3.6.1 Numerical Evaluation

How closely the test data predictions and observed values match determines the perfor-

mance of models. The performance obtained for the ARIMA, NNAR, SVR and DLM

are compared using four distinct prediction consistency measures: ME 3.29, RMSE,

MPE 3.31 and MAPE 3.32. And for model selection we use AIC 3.33 and BIC 3.34.

17



This is an estimate of the random component standard deviation in data. Model per-

formance was assed using RMSE. The optimal model has a minimal RMSE, This is

an estimate of the random component’s standard deviation in data.[47]. Four distinct

metrics were used to numerically evaluate the model’s performance:

ME =
1

n

n∑
t=1

[yt − ŷt] (3.29)

RMSE =

√√√√ 1

n

n∑
t=1

(yt − ŷt)2 (3.30)

MAPE =
1

n

n∑
t=1

|yt − ŷt
yt
| × 100% (3.31)

MPE =
n∑
t=1

|yt − ŷt| (3.32)

n represent points, yt(observed), yt(predicted) stand for the observed and predicted

data from the model, respectively in equation. A model is said to have higher accuracy

when its value for RMSE is lower when compared to the performance of other models.

RMSE quantifies the difference between observed data and model presented data.The

MAPE is one of the most often used error metrics in time series forecasting 3.32. It is

calculated by dividing the actual values by the absolute difference between the values

that were observed and those that were anticipated. The normal percentage error of

the forecast is measured by term MPE. ME determine the average of the forecast and

actual value differences.

Despite the fact that both AIC and BIC are driven by Maximum Likelihood estimate

and penalize free parameter to prevent overfitting, they do so in ways that produce

noticeably different behavior. Assuming regularly distributed errors and other well-

behaving assumptions, the following approach is one that is frequently used.

AIC = −2 ln(L) + 2k (3.33)

BIC = −2 ln(L) + k ln(N) (3.34)
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The number of parameters is denoted by k 3.33, captures the complexity of a model.

In(L), the log-likelihood of the model on the data, captures the goodness of fit. And n

is number of data points. In this context of maximum likelihood estimation, AIC and

BIC reward the goodness of fit, the likelihood function and penalize the complexity of

a model and the number of parameters.

3.6.2 Graphical Evaluation

Using a yearly graph, the predicted data are contrasted with the data that was observed

during 52-years period (1961-2017) for the purpose of graphic evaluation. The graph

for comparing the observed and predicted values to evaluate the performance of various

models, such as ARIMA, NNAR, SVR and DLM. For this purpose, a graph can make

that contrasts each model’s projected values with the observed values. The time period

or data point can be presented on x-axis and the values can be represented on the y-

axis in a line graph. The observed data first convert to time series data for further

predictions. The lines represent the predicted value and observed values on the graph

and on the basis of that forecasting the values. The time period or data point can be

presented on x-axis and the values can be represented on the y-axis in a line graph.

The observed data firs convert to time series data for further predictions. The lines

represent the predicted value and observed values on the graph and on the basis of that

forecasting the values. The find out about each model’s performance and identify the

one that offers the best correspond for the information provided by comparing observed

and predicted values and looking at the error metrics.

3.6.3 Future Projection

The future projection is to find out more about each model’s performance and identify

the one that which provide the best correspond for the information provided by com-

paring the observed and predicted values and looking at the error metrics. First fitting

the model (ARIMA, SVR, NNAR and DLM) and then training each model with the

ratio of 70:30. The 70% for the training set and 30% for the testing set. Determine
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the forecast for the number of years in the future for which years we determine the

forecast accuracy. The observed and predicted values and from that forecast the values

for next two years.
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Chapter 4

Results and Analysis

This chapter is divided into two parts. In first part the result about the performance

of the model and the forecast result are presented while second part is about the

discussion.

4.1 Checking the Stationarity

In this research, the series variances were normalized and stationarity transformed

using the Box and Cox [48] power transformation. This unit root test may be used

to distinguish between a stationary and non-stationary time series [49]. Augmented

Dicky-Fuller employed to evaluate the stationary behavior of time series processing in

this study. Regression models use nonstationary time series may produce false results

[50]. Additionally, any non-stationary series first order differencing seems to be series is

steady (p-value < 0.01). As a result, it was assumed that each series integrated model

term or order of differencing (d) had a single unit root.

4.2 Model structure and learning

It is difficult to give the results for all seven stations in detail, split data which consists

of training data testing data is chosen. The observed and predicted values for RDI

produced by each of the nine station in Punjab, Pakistan using the various suggested

models. The testing set is used to check the performance of these four models. The
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following is a summary of the details. According to [51], the autocorrelation function

is statistically practical method for obtaining a time series description [52]. ARIMA

models were developed using various combinations that resulted in the model with best

fit was chosen as the one with smallest AIC. The outcome of the different performance

indicator of the ARIMA model at each of nine stations. A time series model’s lack of fit

might be investigate using the LB test [50]. Additionally, it has been demonstrated that

neural networks with a single hidden layer may accurately approximate any function

when the model include enough weight [54]. The forecast stream flow for droughts,

model including support vector regression (SVR) was applied. The C, γ and ε are

parameters values were determined by trial and error. The objective of this trial and

error was to reduce the RMSE for selecting the model [43]. We establish the prior

distribution for and this quadruple as well as walk through the DLM specification [53].

The ability to combine regression, trend, seasonal components to produce a single DLM

is a significant benefit of dynamic linear model (DLM). The model’s performance and

selection can be detected and check which model is best on the basis of that model we

forecast our results.

4.3 Qualitative performance measure

In this study, various performance metrics are taken into account while comparing the

models. There is no single measure that can be used for all data-driven techniques,

which is the main reason for the use of many measurements. Various metrics can also

account for possible consequences that may be hidden in data set. The model fitting

and prediction using the ARIMA, NNAR, SVR and DLM models for the prediction

period of January 1962 to December 2017. Although all models work, it is not clear

which model is the most effective. The ME, MPE, RMSE and MAPE from testing data

are selected and forecasting accuracy measure to evaluate the provided model’s quality.

Table 3.1 display the performance and results of ARIMA, NNAR, SVR and DLM. The

other four criteria are model performance criteria, whereas the AIC and BIC are used

to pick models. The NNAR model’s performed for RDI provide satisfactory and better
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accuracy result than other models. We listed the primary forecast accuracy metrics

and the top-chosen parameter for the models in the table.

4.4 Choice of best model

The choice of best model depends on RMSE, ME, MPE and MAPE and we compare

the performance metrics across the models and identity the model with high accuracy

and lowest error. Depending on the particular requirements and feature of RDI, the

most appropriate model will be chosen. It is recommended to test our various mod-

els, evaluate their efficacy and choose the one that provides a perfect combination of

precision. In the table we see that the highlighted AIC, BIC, ME, RMSE, MAPE,

MPE perform best on training set in all of our research. The value for these criteria

vary depending on the station and model. The values for the various models can be

compared to find the model that performs the best for each station in terms of accuracy

and goodness of fit. Better performance models are those with lower RMSE, MPE and

MAPE values as well as lower AIC, BIC for all models 4.3.

For the station "Bahawalnagar," the "NNAR" model has the lowest AIC (268.12),

BIC (271.37), RMSE (0.288), MPE (0.008) and MAPE (5.612) values among all the

models, making it the best model for this station. NNAR is more effectively for the

station "Bahawalpur," with the lowest AIC (795.4), BIC (808.7), RMSE (0.097) and

MPE (0.002) values. NNAR is more effectively and has the lowest MPE (0.002) and

second lowest RMSE (0.010) values for the station "Faisalabad," as well as the low-

est AIC (375.4) and BIC (388.7) values. Therefore, for this station, NNAR is more

effectively. NNAR is more effectively for the station "Jhelum," having the lowest AIC

(785.4) and BIC (798.6) values, as well as the lowest RMSE (0.102) and MPE (0.009)

values. NNAR is more effectively for the station "Khanpur" having lowest AIC (706.0)

and BIC (719.2) values. NNAR is more effectively for the station "Lahore," having

the lowest AIC (375.5) and (388.7) values. NNAR is more effectively for the station

"Mainwali" having the lowest AIC (295.7) and BIC (308.9) values. NNAR is more

effectively for the station "Multan," having the lowest AIC (545.0) and BIC (558.2)
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values. NNAR is more effectively for the station "Murree," having the lowest AIC

(545.027) and BIC (558.272) values.

4.5 Forecasting results

It is shown in the table that NNAR models has higher forecast quality and assess that

the data better than the rest of the models, making it more appropriate model for

predicting the RDI. We therefore, used the NNAR model to predict the forecasted

RDI for time series from January 1, 2018, to December 31,2020. The best model for

the RDI with more accurate value are NNAR. Lewis’view [55] state that all prediction

models are extremely accurate since MAPE is less than 10. The prediction specially

display a forecast accuracy range between 95.68% and 97.84%. The NNAR estimation

(testing) methodology has been used. There is no set approach for determining the best

network design in neural network. As a result, Predictions of the RDI in the A variety

of parameter settings have been used to explore the Punjab region while taking into

account hidden layer. In order to increase the number of observation for comparison

in the prediction, having the number of observation for training from January 1961

to November 2000 and for testing data from December 2000 to December 2016. Due

to its demonstrated efficiency accuracy, and dependability, the Levenberg- Marquardt

(LM) algorithm was employed the train the NNAR model [56]. The forecast for the

next 2 years. Numerous simulations were run when the NNAR was begin developed in

an effort to determine the optimal model. We compare four models and it can be seen

that there are no significant difference between them.

4.6 Point forecast

The predicted annual values for the year 2018-2020. It is important to note that, unlike

other forecasting models implemented in R, the "nnetar" function only provides point

forecast at this moments, not that 80%and 95% prediction intervals 4.4. The results

suggest that the droughts for all the stations will be increased and decreased which

mean drought condition change and not same and the trends during the next two years
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Station Models Model selection criteria Model Performance Evaluation criteria
AIC BIC ME RMSE MPE MAPE

Bahawalnagar ARIMA 465.16 519.06 0.512 0.829 0.658 3.69
NNAR 259.52 268.5 0.005 0.291 0.225 3.807
SVR 566.52 625.13 0.008 0.349 0.221 7.661
DLM 614.4 715.6 0.749 1.110 0.937 8.112

Bahawalpur ARIMA 515.9 528.9 0.002 0.318 2.743 8.512
NNAR 640.54 654.01 0.002 0.390 0.023 1.009
SVR 886.45 987.22 0.015 0.3684 0.2424 8.789
DLM 3076.4 3089.8 0.331 0.362 0.231 9.324

Faisalabad ARIMA 560.8 580.8 0.224 1.153 0.798 8.432
NNAR 409.31 422.79 0.004 0.326 0.199 1.196
SVR 713.7 842.3 0.009 0.264 0.992 5.663
DLM 3108.7 3122.2 0.001 0.408 0.242 7.621

Jhelum ARIMA 672.4 713.9 0.557 1.167 0.904 4.198
NNAR 596.6 619.1 0.000 0.376 0.245 1.0265
SVR 564.25 680.83 0.003 0.379 0.248 2.326
DLM 3041.1 3054.6 0.012 0.387 0.241 9.876

Khanpur ARIMA 896.9 907.6 0.287 0.904 1.189 7.944
NNAR 575.34 597.8 -0.002 0.371 0.2038 1.234
SVR 413.1 523.9 -0.231 0.361 0.209 2.039
DLM 3006.8 3020.2 0.005 0.378 0.1908 9.987

Lahore ARIMA 629.1 633.5 0.599 1.0334 0.852 5.234
NNAR 214.27 223.25 0.012 0.281 0.168 3.661
SVR 1143.9 1234.7 0.001 0.333 0.218 7.124
DLM 884.7 897.5 0.004 0.344 0.203 8.427

Mainwali ARIMA 144.5 149 -0.144 1.033 0.645 6.933
NNAR -54.08 -36.12 0.001 0.229 0.146 1.258
SVR 998.6 1011.8 0.004 0.261 0.156 6.896
DLM 559.6 573.1 -0.054 0.269 0.170 6.978

Multan ARIMA 469.8 472.9 -0.144 0.813 0.645 9.723
NNAR 370.94 388.9 0.001 0.318 0.234 3.897
SVR 672.9 722.3 0.005 0.312 0.264 2.663
DLM 790.67 804.14 0.007 0.320 0.998 3.992

Murree ARIMA 234.5 345.9 0.945 1.276 0.789 1.745
NNAR 136.59 172.51 0.001 0.318 0.234 2.998
SVR 554.0 887.9 0.009 0.368 0.332 4.723
DLM 790.6 804.1 0.0012 0.320 0.235 3.399

Table 4.1: Model selection among the competing model for Reconnaissance Drought
Index (RDI) for all variable at each station using train data.
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Station Models Model selection criteria Model Performance Evaluation criteria
AIC BIC ME RMSE MPE MAPE

Bahawalnagar

ARIMA 453.81 493.54 0.003 0.345 4.331 1.045
NNAR 268.12 271.37 -0.001 0.228 0.008 5.612
SVR 912.37 921.39 -0.613 0.532 0.001 8.101
DLM 715.92 724.74 0.006 0.816 -5.81 8.112

Bahawalpur

ARIMA 855.2 877.3 -0.003 0.318 2.743 8.512
NNAR 795.4 808.7 0.000 0.097 2.358 3.595
SVR 831.9 840.8 -1.468 1.926 -4.35 4.256
DLM 911.4 920.4 0.003 0.362 1.247 7.483

Faisalabad

ARIMA 629.0 633.4 0.002 0.404 0.998 8.432
NNAR 375.4 388.7 -0.002 0.010 0.002 6.177
SVR 818.2 831.4 -0.021 0.165 -6.877 1.226
DLM 912.3 921.3 0.003 0.404 0.237 26.177

Jhelum

ARIMA 869.4 891.4 0.002 0.382 1.030 21.891
NNAR 785.4 798.6 0.000 0.102 0.009 1.766
SVR 884.2 893.2 0.609 0.707 0.609 5.271
DLM 909.9 919.0 0.002 0.362 1.247 7.482

Khanpur

ARIMA 793.6 711.2 -0.012 0.359 0.204 93.860
NNAR 706.0 719.2 0.000 0.233 0.138 3.756
SVR 864.5 873.5 -0.3607 0.761 0.610 4.821
DLM 1698.7 1706.6 0.005 0.327 0.196 9.838

Lahore

ARIMA 629.1 633.5 0.005 0.325 0.197 4.012
NNAR 375.5 388.7 -0.0001 0.103 0.067 3.193
SVR 818.2 831.5 -1.398 1.875 1.424 3.258
DLM 912.3 921.3 0.005 0.327 0.196 9.838

Mainwali

ARIMA 306.8 311.2 -0.004 0.263 0.169 6.586
NNAR 295.7 308.9 0.094 0.095 0.067 2.751
SVR 889.7 898.7 0.186 0.411 0.294 3.864
DLM 698.1 706.9 0.005 0.327 0.196 9.838

Multan

ARIMA 653.23 670.9 -0.003 0.321 0.236 4.369
NNAR 545.0 558.2 -0.0006 0.095 0.069 2.261
SVR 881.9 890.9 -0.758 0.939 0.760 6.262
DLM 698.1 706.9 0.005 0.327 0.196 9.838

Murree

ARIMA 653.2 670.8 -0.0003 0.321 0.236 9.738
NNAR 545.027 558.272 -0.0002 0.089 0.066 2.264
SVR 1308.6 1316.9 -0.758 0.939 0.760 6.262
DLM 1698.4 1706.7 0.005 0.327 0.196 9.838

Table 4.2: Model selection among the competing model for Reconnaissance Drought
Index (RDI) for all variable at each station using test data.
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Station Models Model selection criteria Model Performance Evaluation criteria
AIC BIC ME RMSE MPE MAPE

Bahawalnagar(Training) NNAR(23,9) 456.3 472.8 0.009 0.567 0.378 3.987
NNAR(16,6) 542.88 672.9 2.998 0.736 0.019 10.98
NNAR(13,8) 779.8 812.8 1.914 0.456 0.459 8.194
NNAR(24,14) 968.9 1090.6 0.184 0.993 2.561 4.790

Bahawalnagar ( Testing ) NNAR(23,9) 2098.9 2109.6 0.987 0.8234 2.743 8.512
NNAR(16,6) 1098.7 1116.9 1.789 1.876 3.987 9.845
NNAR(13,8) 918.0 920.9 2.789 1.205 3.427 7.093
NNAR(24,14) 2918.6 3032.1 1.372 0.236 2.743 8.256

Table 4.3: Goodness-of fit measure for different model of NNAR using train and test
data

in Table 4.5. As a result, the model projects that would rise and fall in these stations,

the drought predicted to be equivalent to -0.634 to 1.365 for Bahawalnagar and same

forecasting procedure for all other stations. Positive forecasting data correspond to data

when the model forecasts increased precipitation or an excess of water. The region is

predicted to have above-average precipitation and high amount of water availability

than the historical norm, according to favorable data. Negative forecasting values

represent time when the model anticipate less precipitation or a shortage of water.

These low level indicates that the region will likely see below-average precipitation,

which would cause water scarcity and the possibility of droughts. The point forecast

values for all the stations are in Table 4.4-4.12.

4.7 Graphical representation of NNAR

In the graph black line represent the observed, red line represent the predicted and

blue for forecasted values for all stations. We take one station Bahawalnagar with

NNAR (26,14) model with last 26 dataset (y(t−1), y(t−2), , y(t−26)) used as input antic-

ipate output yt with 14 neuron in hidden layers. The forecast value in the graph

Bahawalnagar the minimum value is -0.968 and maximum value is 1.365 respectively.

The term "Nonlinear Neural Autoregressive" or "NNAR," designates an autoregressive

model with nonlinear functions, which is what the forecasting model is. The forecasted

variable’s past values are used by autoregressive models to project its future values.
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Months Point Forecast
Jan-18 -0.634
Feb-18 -0.381
Mar-18 -0.606
Apr-18 -0.660
May18 -0.946
Jun-18 -0.860
Jul-18 -0.968
Aug-18 -0.753
Sep-18 -0.686
Oct-18 -0.745
Nov-18 -0.598
Dec-18 -0.406
Jan-19 -0.206
Feb-19 -0.186
Mar-19 0.115
Apr-19 0.310
May19 0.465
Jun-19 0.572
Jul-19 0.684
Aug-19 0.820
Sep-19 0.971
Oct-19 1.013
Nov-19 1.264
Dec-19 1.365

Table 4.4: Forecasted value from NNAR for Bahawalnagar from January, 2018-January,
2019 as a blue line in graph.

.
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Months Point Forecast
Jan-18 0.282
Feb-18 0.507
Mar-18 0.275
Apr-18 -0.004
May18 0.061
Jun-18 0.589
Jul-18 0.409
Aug-18 0.688
Sep-18 0.907
Oct-18 -0.036
Nov-18 0.451
Dec-18 0.406
Jan-19 0.031
Feb-19 -0.0967
Mar-19 0.121
Apr-19 0.23
May19 0.298
Jun-19 -0.054
Jul-19 0.194
Aug-19 -0.056
Sep-19 -0.216
Oct-19 0.087
Nov-19 -0.369
Dec-19 -0.038

Table 4.5: Forecasted value from NNAR for Bahawalpur from January, 2018 to January,
2019 as a blue line in graph.

.
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Months Point Forecast
Jan-18 0.283
Feb-18 0.507
Mar-18 0.277
Apr-18 -0.004
May18 0.062
Jun-18 0.589
Jul-18 0.409
Aug-18 0.688
Sep-18 0.907
Oct-18 -0.036
Nov-18 0.451
Dec-18 0.406
Jan-19 0.031
Feb-19 -0.0967
Mar-19 0.121
Apr-19 0.235
May19 0.298
Jun-19 -0.054
Jul-19 0.194
Aug-19 -0.059
Sep-19 -0.216
Oct-19 0.087
Nov-19 -0.369
Dec-19 -0.0383

Table 4.6: Forecasted value from NNAR for Faisalabad from January, 2018 to January,
2019 as a blue line in graph.

.
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Months Point Forecast
Jan-18 1.496
Feb-18 1.433
Mar-18 1.146
Apr-18 1.115
May18 1.097
Jun-18 1.043
Jul-18 1.132
Aug-18 0.756
Sep-18 1.178
Oct-18 0.205
Nov-18 0.351
Dec-18 0.371
Jan-19 0.443
Feb-19 0.509
Mar-19 0.519
Apr-19 0.517
May19 0.509
Jun-19 0.595
Jul-19 0.431
Aug-19 0.680
Sep-19 0.250
Oct-19 0.537
Nov-19 0.368
Dec-19 0.289

Table 4.7: Forecasted value from NNAR for Jhelum from January, 2018 to January,
2019 as a blue line in graph.

.
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Months Point Forecast
Jan-18 1.249
Feb-18 1.354
Mar-18 1.373
Apr-18 1.313
May-18 1.277
Jun-18 1.185
Jul-18 0.863
Aug-18 1.001
Sep-18 0.845
Oct-18 0.618
Nov-18 0.765
Dec-18 0.8984
Jan-19 1.267
Feb-19 1.567
Mar-19 1.768
Apr-19 2.031
May-19 2.003
Jun-19 2.083
Jul-19 1.916
Aug-19 1.935
Sep-19 1.627
Oct-19 1.6234
Nov-19 1.463
Dec-19 1.439

Table 4.8: Forecasted value from NNAR for Khanpur from January, 2018 to January,
2019 as a blue line in graph.

.
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Months Point Forecast
Jan-18 0.342
Feb-18 0.332
Mar-18 0.342
Apr-18 0.177
May-18 0.083
Jun-18 0.007
Jul-18 0.279
Aug-18 -0.030
Sep-18 0.419
Oct-18 0.772
Nov-18 0.990
Dec-18 0.839
Jan-19 0.702
Feb-19 0.773
Mar-19 0.637
Apr-19 0.758
May-19 0.714
Jun-19 0.710
Jul-19 0.672
Aug-19 0.826
Sep-19 0.609
Oct-19 0.373
Nov-19 0.286
Dec-19 0.492

Table 4.9: Forecasted value from NNAR for Lahore from January, 2018 to January,
2019 as a blue line in graph.
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Months Point Forecast
Jan-18 0.342
Feb-18 0.332
Mar-18 0.342
Apr-18 0.177
May-18 0.083
Jun-18 0.007
Jul-18 0.279
Aug-18 -0.030
Sep-18 0.419
Oct-18 0.772
Nov-18 0.990
Dec-18 0.839
Jan-19 0.701
Feb-19 0.773
Mar-19 0.637
Apr-19 0.758
May-19 0.711
Jun-19 0.717
Jul-19 0.672
Aug-19 0.826
Sep-19 0.601
Oct-19 0.377
Nov-19 0.286
Dec-19 0.492

Table 4.10: Forecasted value from NNAR for Mianwali from January, 2018 to January,
2019 as a blue line in graph.
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Months Point Forecast
Jan-18 -0.619
Feb-18 -0.427
Mar-18 -0.642
Apr-18 -0.679
May-18 -0.931
Jun-18 -1.018
Jul-18 -1.109
Aug-18 -0.930
Sep-18 -0.889
Oct-18 -1.072
Nov-18 -1.043
Dec-18 -0.944
Jan-19 -0.830
Feb-19 -0.880
Mar-19 -0.607
Apr-19 -0.623
May-19 -0.609
Jun-19 -0.495
Jul-19 -0.361
Aug-19 -0.185
Sep-19 -0.229
Oct-19 -0.359
Nov-19 -0.340
Dec-19 -0.500

Table 4.11: Forecasted value from NNAR for Multan from January, 2018 to January,
2019 as a blue line in graph.
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Months Point Forecast
Jan-18 -0.617
Feb-18 -0.441
Mar-18 -0.599
Apr-18 -0.659
May-18 -0.990
Jun-18 -1.039
Jul-18 -1.180
Aug-18 -0.922
Sep-18 -0.860
Oct-18 -0.916
Nov-18 -0.872
Dec-18 -0.682
Jan-19 -0.565
Feb-19 -0.509
Mar-19 -0.215
Apr-19 -0.033
May-19 0.023
Jun-19 0.048
Jul-19 0.122585
Aug-19 0.155
Sep-19 0.136
Oct-19 0.159
Nov-19 0.349
Dec-19 0.299

Table 4.12: Forecasted value from NNAR for Murree from January, 2018 to January,
2019 shown in blue line in graph.

.
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The (13,7): (p, k) is the parameters of NNAR model are indicating by numerical in

brackets: p: The total number of inputs that are non-seasonal lags. Since p in this

instance is 13, the model will use 13 previous observations as input to forecast the

following values in the time series 4.1. k: The quality of nodes in the neural network’s

hidden layer. In this instance, k is 7, indicating that there are 7 neurons in the hidden

layers. NNAR (13,7) denotes that the forecasting model for Bahawalnagar is an au-

toregressive model with a neural network topology with 7 neurons in the hidden layer

and use 13 previous data as input. It takes advantages of these features to forecast

future values in time series with nonlinear functions, making the model well suited

to identifying intricate correlations and patterns in the data. NNAR (25,13) denotes

that the forecasting model for Bahawalpur is an autoregressive model with a NNAR

topology with 13 neurons in the hidden layer and use 25 previous data as input 4.2.

NNAR (25,13) denotes that the forecasting model for Fasialabad is an autoregressive

model with a neural network topology with 13 neurons in the hidden layer and use

25 previous data as input 4.3. NNAR (26,14) denotes that the forecasting model for

Jhelum is an autoregressive model with a neural network topology with 14 neurons in

the hidden layer and use 26 previous data as input 4.4. NNAR (13,7) denotes that the

forecasting model for Khanpur is an autoregressive model with a neural network topol-

ogy with 7 neurons in the hidden layer and use 13 previous data as input 4.5. NNAR

(25,13) denotes that the forecasting model for Lahore is an autoregressive model with

a neural network topology with 13 neurons in the hidden layer and use 25 previous

data as input 4.6. NNAR (25,13) denotes that the forecasting model for Mainwali is

an autoregressive model with a neural network topology with 13 neurons in the hidden

layer and use 25 previous data as input 4.7. NNAR (26,14) denotes that the forecasting

model for Multan is an autoregressive model with a neural network topology with 13

neurons in the hidden layer and use 25 previous data as input 4.8. NNAR (26,14)

denotes that the forecasting model for Murree is an autoregressive model with a neural

network topology with 13 neurons in the hidden layer and use 25 previous data as

input 4.7.

.
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Figure 4.1: Comparison between forecast, observed and predicted for the time period
(1962-2019) at Bahawalnagar.

.
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Figure 4.2: Comparison between forecast, observed and predicted for the time period
(1962-2019) at Bahawalpur.

.
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Figure 4.3: Comparison between forecast, observed and predicted for the time period
(1962-2019) at Faisalabad.

.
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Figure 4.4: Comparison between forecast, observed and predicted for the time period
(1962-2019) at Jhelum.

.
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Figure 4.5: Comparison between forecast, observed and predicted for the time period
(1962-2019) at Khanpur
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Figure 4.6: Comparison between forecast, observed and predicted for the time period
(1962-2019) at Lahore.

.
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Figure 4.7: Comparison between forecast, observed and predicted for the time period
(1962-2019) at Mianwali.

.
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Figure 4.8: Comparison between forecast, observed and predicted for the time period
(1962-2019) at Multan.

.
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Figure 4.9: Comparison between forecast, observed and predicted for the time period
(1962-2019) at Murree.

46



Chapter 5

Conclusions

In fact, more accurate estimates are essential to improve the multi-step forecast required

for the most immediate best management practices. The (12-24 month) drought index

is proven to be easier to predict with shorter lead time using ARIMA model. Although

this linear technique falls short of perfectly capturing the non-linearity component of

time series, machinelearning models are rapidly taking its place. In recent studies on

drought forecasting machine learning models such as NNAR and SVR have certainly

been utilized extensively since they can predict drought circumstances for which there

isn’t a strong mathematical solution. It has been demonstrated that machine learning

models are capable of detecting non-stationarity and the data that are not linear in

time series. According to research, modeling with machine learning models can accu-

rately predict drought indices (RDI).

The study attempted to predict a short-term meteorological drought situation for Pun-

jab, which is located in central-east Pakistan. Reconnaissance Drought Index (RDI),

a drought measure has been predicted using ARIMA, NNAR, SVR and DLM. These

methods are developed for nine meteorological station across Punjab, including Ba-

hawalnagar, Bahawalpur, Lahore, Jhelum, Faisalabad, Mainwali, Khanpur, Murree

and Multan for future forecasting.

This study compared various time-series models using drought data collected in Pak-

istan from January, 1962 to December, 2017 as training and testing data set. Training

set, we calculated the models and on the training set, we evaluated them. For the
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ARIMA, NNAR, SVR and DLM models, we computed the RMSE, ME, MPE and

MAPE. The NNAR models outperforms the other competing models in term of pre-

dicting since its out-of-sample RMSE, MPE were the lowest among all other models.

Currently, the NNAR models outperforms the other models in terms of forecast, eval-

uation and quality. According to the comparison criteria, the NNAR model provides

the most appropriate outcome. The NNAR model is the best model for estimating the

drought condition in Punjab region since it will give management insight into how to

prevent the rise in droughts.
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