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ABSTRACT 
 

 

Cloud computing has revolutionized the way data is stored and managed, 

providing unparalleled scalability and accessibility. However, the rapid adoption of 

cloud services has led to an escalating challenge in digital forensic investigations, 

resulting in a considerable backlog of cases. In response to this critical issue, cloud 

forensic constraints are defined, and then a Cloud Forensic Framework is designed 

to alleviate the burden of this forensic backlog. Building upon cloud constraints 

and cloud forensic framework, a streamlined Cloud Forensic Process Flow is 

established. To address the issue of data duplication that contributes to the forensic 

backlog, we reduce it by using hashing. By doing so it optimizes storage utilization 

and minimizes redundancy, thereby expediting investigation processes. And in the 

context of fraud detection within cloud-stored email data, we focus on relevant 

data extraction and prioritization. Our framework offers an approach to identify 

pertinent information efficiently, enhancing effectiveness of subsequent analysis. 

Specifically, we employ Topic Modelling using Latent Dirichlet Allocation (LDA) 

for the detection of fraudulent emails, facilitating rapid fraud identification. To 

further augment information extraction, Named Entity Recognition (NER) 

powered by BERT is employed to identify entities of interest from the email text 

data. Additionally, we described Relation Extraction at the end to uncover 

connections between entities, aiding in the identification of different named entities 

and relations between them to help in our investigative purposes. The results of our 

experimentation found out that BERT model gives exceptional results as compared 

to rule-based approach and CRF model. Further it is revealed that by using data 

deduplication, by using relevant data extraction, and prioritization within our 

Forensic Framework significantly reduces investigation time, storage, and backlog.  

Keywords: Cloud Forensics, Cloud Forensic Constraints, Cloud Forensic Framework, Cloud Forensic 

Backlog, Topic Modelling, Latent Dirichlet Allocation, Named Entity Recognition, Relation Extraction, 

BERT Model.  



iii 

 

TABLE OF CONTENTS 

 

 

ACKNOWLEDGEMENTS ........................................................................................................................................................i 

ABSTRACT ............................................................................................................................................................................... ii 

TABLE OF CONTENTS ......................................................................................................................................................... iii 

LIST OF FIGURES ................................................................................................................................................................. vii 

LIST OF TABLES ..................................................................................................................................................................... ix 

LIST OF ABBREVIATIONS .................................................................................................................................................... x 

Chapter 1. Introduction ............................................................................................................................................................. 1 

1.1 Overview ................................................................................................................................................................... 1 

1.2 Challenges in Cloud Forensics .................................................................................................................................. 1 

1.3 Motivation behind Research ...................................................................................................................................... 3 

1.4 Problem Statement ..................................................................................................................................................... 3 

1.5 Objective of Research ................................................................................................................................................ 4 

1.6 Scope of Proposed Work ........................................................................................................................................... 4 

1.7 Significance of Research ........................................................................................................................................... 5 

1.8 Methodology of Research .......................................................................................................................................... 6 

1.9 Research Process ....................................................................................................................................................... 6 

Chapter 2. Literature Review .................................................................................................................................................... 9 

2.1 Introduction ............................................................................................................................................................... 9 

2.2 Research Questions.................................................................................................................................................. 10 

2.3 Research Methodology ............................................................................................................................................ 10 

2.3.1 Define Category ......................................................................................................................................... 10 

2.3.2 Developing a Review Protocol................................................................................................................... 10 

2.3.2.1 Selection criteria .......................................................................................................................... 10 

2.3.2.2 Search strategy ............................................................................................................................. 11 

2.3.2.3 Quality Assessment ..................................................................................................................... 11 

2.3.2.4 Data Extraction and Data Synthesis ............................................................................................. 12 

2.4 Results ..................................................................................................................................................................... 13 

2.4.1 Cloud Forensic Frameworks (Research Question 1) .................................................................................. 15 

2.4.2 Cloud Forensic Tools (Research Question 2) ............................................................................................. 16 

2.4.3 Challenges & Limitations in Cloud Forensics (Research Question 3) ....................................................... 16 

2.5 Discussion ............................................................................................................................................................... 17 

Chapter 3. Cloud Forensics and its Concepts ......................................................................................................................... 18 

3.1 Introduction ............................................................................................................................................................. 18 

3.2 Types of Forensics ................................................................................................................................................... 19 

3.3 General Cloud Forensic Process Flow ..................................................................................................................... 20 

3.4 Digital Forensics ...................................................................................................................................................... 21 

3.4.1 Digital Forensic and Its Background .......................................................................................................... 21 

3.4.2 Digital Evidence and Modes of Digital Investigation ................................................................................ 22 

3.5 Cloud Forensics ....................................................................................................................................................... 22 



iv 

 

3.5.1 Digital Evidence in Cloud Environment .................................................................................................... 23 

3.6 Discussion ............................................................................................................................................................... 24 

Chapter 4. Methodology ........................................................................................................................................................... 26 

4.1 Introduction ............................................................................................................................................................. 26 

4.2 Centralised Cloud Forensic Evidence System ......................................................................................................... 26 

4.2.1 Cloud Forensic Evidence Collection .......................................................................................................... 26 

4.2.2 Disk Image Generation .............................................................................................................................. 27 

4.2.3 Classification of Pertinent Data ................................................................................................................. 28 

4.3 Cloud Forensic Analysis Techniques to Reduce Backlog ........................................................................................ 28 

4.3.1 Known Data Acquisition ............................................................................................................................ 28 

4.3.2 Unknown Data Relevancy and Prioritization ............................................................................................. 28 

4.4 Alleviating Cloud Forensic Backlog Methodology ................................................................................................. 29 

4.4.1 Data Deduplication using Hashing ............................................................................................................. 29 

4.4.2 Relevant Data Extraction and Prioritization ............................................................................................... 29 

4.4.3 Information Extraction ............................................................................................................................... 30 

4.5 Experimentation Design .......................................................................................................................................... 30 

4.6 Discussion ............................................................................................................................................................... 31 

Chapter 5. Cloud Forensic Framework for Reducing Backlog (CFFRB) ............................................................................ 32 

5.1 Introduction ............................................................................................................................................................. 32 

5.2 Cloud Forensic Investigation Process Flow ............................................................................................................. 33 

5.2.1 Incident Identification and Reporting ........................................................................................................ 33 

5.2.2 Case Initiation and Planning ...................................................................................................................... 34 

5.2.3 Evidence Identification and Preservation ................................................................................................... 35 

5.2.4 Cloud Service Provider Cooperation.......................................................................................................... 35 

5.2.5 Evidence Collection and Acquisition ......................................................................................................... 36 

5.2.6 Evidence Examination and Analysis .......................................................................................................... 37 

5.2.7 Artifact Interpretation and Extraction ........................................................................................................ 37 

5.2.8 Document Validation and Reporting.......................................................................................................... 38 

5.2.9 Presentation and Legal Proceedings ........................................................................................................... 39 

5.3 Cloud Forensic Constraints for Reducing Backlog .................................................................................................. 39 

5.4 Cloud Forensic Framework for Reducing Backlog (CFFRB) .................................................................................. 41 

5.5 Discussion ............................................................................................................................................................... 43 

Chapter 6. Data Deduplication of Cloud Forensic Evidence ................................................................................................. 44 

6.1 Introduction ............................................................................................................................................................. 44 

6.2 Data Deduplication to Reduce Storage in Cloud Forensics ..................................................................................... 45 

6.3 Data Deduplication Process ..................................................................................................................................... 46 

6.4 Data Deduplication Process Implementation ........................................................................................................... 47 

6.5 Evaluating Generated Test Disk Images .................................................................................................................. 47 

6.6 Actual & Effective Acquisition Speed & Disk Size Comparison ............................................................................ 50 

6.7 Discussion ............................................................................................................................................................... 57 

Chapter 7: Relevant Data Extraction and Prioritization ...................................................................................................... 58 

7.1 Introduction ............................................................................................................................................................. 58 

7.2 Forensic Evidence Information and Dataset Details ................................................................................................ 59 

7.3 Testing Environment for Experimentation .............................................................................................................. 59 



v 

 

7.4 Data Preparation Stages ........................................................................................................................................... 59 

7.5 Relevant Fraudulent Emails Detection Methods ...................................................................................................... 61 

7.6 Fraudulent Email Detection using Topic Modelling ................................................................................................ 62 

7.6.1 Preprocessing the Email Text Data ............................................................................................................ 63 

7.6.2 Creating the LDA Model ........................................................................................................................... 63 

7.6.2.1 Latent Dirichlet Allocation Model (LDA) ................................................................................... 63 

7.6.3 Extracting Fraud-Related Topics ............................................................................................................... 66 

7.6.4 Classification and Scoring ......................................................................................................................... 68 

7.6.4.1 Logistic Regression ..................................................................................................................... 69 

7.6.4.2 Linear Support Vector Classifier ................................................................................................. 69 

7.6.4.3 Bernoulli Naive Bayes ................................................................................................................. 70 

7.6.4.4 K-Nearest Neighbours ................................................................................................................. 70 

7.6.4.5 Random Forest Classifier ............................................................................................................. 71 

7.6.4.6 Gradient Boosting ........................................................................................................................ 71 

7.6.4.7 Decision Tree Model ................................................................................................................... 72 

7.6.5 Model Evaluation and Improvement ....................................................................................................................... 73 

7.7 Prioritizing Fraudulent Email Data to Reduce Forensic Backlog ............................................................................ 73 

7.7.1 LDA Model and Fraud Detection .............................................................................................................. 73 

7.7.2 Flagging Fraudulent Emails ....................................................................................................................... 73 

7.7.3 Prioritization for Testing ............................................................................................................................ 73 

7.7.4 Resource Optimization ............................................................................................................................... 74 

7.7.5 Risk Mitigation and Efficiency .................................................................................................................. 74 

7.7.6 Post-Testing Steps and Continuous Monitoring and Adaptation................................................................ 74 

7.8 Discussion ............................................................................................................................................................... 74 

Chapter 8: Name Entity Recognition Using BERT Model & Relation Extraction ............................................................. 75 

8.1 Introduction ............................................................................................................................................................. 75 

8.2 Name Entity Recognition & Relation Extraction ..................................................................................................... 75 

8.2.1 Name Entity Recognition (NER) ............................................................................................................... 75 

8.2.2 Relation Extraction (RE) ............................................................................................................................ 76 

8.2.3 NER and RE After Topic Modelling.......................................................................................................... 77 

8.2.4 Name Entity Recognition & Relation Extraction Process .......................................................................... 78 

8.2.4.1 Preprocessing Before NER .......................................................................................................... 78 

8.2.4.2 Named Entity Recognition (NER) ............................................................................................... 78 

8.2.4.3 Relation Extraction (RE) ............................................................................................................. 79 

8.2.4.4 Postprocessing and Analysis ........................................................................................................ 79 

8.3 Name Entity Recognition Using BERT ................................................................................................................... 80 

8.3.1 Preprocessing Data..................................................................................................................................... 80 

8.3.2 Model Initialization & Training Setup ....................................................................................................... 82 

8.3.3 Fine-tuning BERT Model .......................................................................................................................... 82 

8.3.4 Token-level Predictions ............................................................................................................................. 83 

8.3.5 Post-processing .......................................................................................................................................... 83 

8.3.6 Performance Evaluation ............................................................................................................................. 83 

8.4 Relation Extraction .................................................................................................................................................. 86 

8.4.1 Data Preprocessing..................................................................................................................................... 86 



vi 

 

8.4.2 Entity Pair Identification ............................................................................................................................ 87 

8.4.3 Feature Extraction ...................................................................................................................................... 87 

8.4.4 Apriori Algorithm ...................................................................................................................................... 87 

8.4.5 Association Rules Generation .................................................................................................................... 87 

8.4.6 Rule Filtering and Evaluation .................................................................................................................... 87 

8.5 Comparison Between NER using BERT and NER using Combination of Rule-based Approach & CRF Model ... 87 

8.5.1 Metrics Results .......................................................................................................................................... 88 

8.5.2 Differences in Approach ............................................................................................................................ 89 

8.6 Discussion ............................................................................................................................................................... 90 

Chapter 9: Conclusion and Future Directions ....................................................................................................................... 91 

9.1 Introduction ............................................................................................................................................................. 91 

9.2 Data Deduplication of Cloud Forensic Evidence ..................................................................................................... 91 

9.3 Relevant Data Extraction and Prioritization of Cloud Forensic Evidence ............................................................... 92 

9.4 Data Analysis of Collected Evidence Using NER and RE ...................................................................................... 92 

9.5 Conclusion and Research Summary ........................................................................................................................ 93 

9.6 Future Directions ..................................................................................................................................................... 93 

References ................................................................................................................................................................................. 95 
 



vii  

LIST OF FIGURES 

Figure 2.1: Search Strategy .................................................................................................. 12 

Figure 2.2: Cloud Forensics Process Flow .......................................................................... 13 
Figure 3.1: NIST Visual Model Representation ................................................................... 18 
Figure 3.2: Types of Forensics ............................................................................................. 19 

Figure 3.3: Stages of General Cloud Forensic Process Flow ............................................... 20 

Figure 3.4: GAO Report for Cyber Related Incidents for Fiscal Year 2021 ........................ 23 

Figure 4.1: Centralized Cloud Forensic Evidence System ............................................................ 27 
Figure 4.2: Alleviating Cloud Forensic Backlog Method .................................................... 30 
Figure 5.1: Cloud Forensics Process Flow ........................................................................... 33 

Figure 5.2: Cloud Forensics Framework for Reducing Backlog (CFFRB) .......................... 42 
Figure 6.1: Data Deduplication Process Flow ...................................................................... 46 
Figure 6.2: Disk Images with Different Sizes ...................................................................... 48 

Figure 6.3: Creating Disk Image .......................................................................................... 49 
Figure 6.4: Number of Files and Folders in Disk Image ...................................................... 49 
Figure 6.5: Disk Image Summary ......................................................................................... 50 

Figure 6.6: Number of Duplicates in Disk Images ............................................................... 52 

Figure 6.7: Experimentation of Disk Image file 5 ................................................................ 52 
Figure 6.8: Initial and Final Size Comparison after Deduplication ...................................... 53 
Figure 6.9: Initial and Final Size Comparison w.r.t Area Graph.......................................... 54 

Figure 6.10: Initial and Final Size Comparison w.r.t Time Series Plot ................................ 54 
Figure 6.11: Actual and Effective Speed Comparison ......................................................... 55 

Figure 6.12: Actual and Effective Speed Comparison w.r.t Area Graph ............................. 56 
Figure 6.13: Actual and Effective Speed Comparison w.r.t Time Series Plot ..................... 57 
Figure 7.1: Enron Dataset with Columns file & message .................................................... 60 
Figure 7.2: Top 20 Employees Who Sent Most Mails ......................................................... 60 

Figure 7.3: Days of Week and Hours in Which Emails were Sent ...................................... 61 
Figure 7.4: Combining subject & body Column Figure ....................................................... 63 
Figure 7.5: Cleaned Data Column After Text Cleaning ....................................................... 63 

Figure 7.6: The LDA model ................................................................................................. 65 

Figure 7.7: Four Topics are Printed Each with 5 No. of Words ........................................... 65 

Figure 7.8: Visual Representation of LDA model ................................................................ 66 

Figure 7.9: Data Frame after Flagging Topic 1 as Fraudulent ............................................. 67 

Figure 7.10: Counts of Fraudulent Emails............................................................................ 67 

Figure 7.11: Fraudulent Email Detection using LDA Model ............................................... 67 

Figure 7.12: Comparison of Manual and Email Detection using LDA Model .................... 68 

Figure 7.13: Training & Testing Data .................................................................................. 68 

Figure 7.14: Confusion Matrix & Classification Report using Logistic Regression............ 69 

Figure 7.15: Confusion Matrix & Classification Report using Linear SVC ........................ 69 

Figure 7.16: Confusion Matrix & Classification Report using Bernoulli Naive Bayes ....... 70 

Figure 7.17: Confusion Matrix & Classification Report using K-Nearest Neighbours ....... 70 

Figure 7.18: Confusion Matrix & Classification Report using Random Forest ................... 71 

Figure 7.19: Confusion Matrix & Classification Report using Gradient Boosting .............. 71 

Figure 7.20: Confusion Matrix & Classification Report using Decision Tree ..................... 72 

Figure 7.21: Comparison of Accuracy of Different ML Algorithms ................................... 72 

Figure 7.22: Data Frame after Flagging Topic 1 as Fraudulent ........................................... 73 

Figure 8.1: NER and RE After Topic Modelling ................................................................. 76 



viii  

Figure 8.2: NER and RE Process.......................................................................................... 79 

Figure 8.3: Bidirectional Encoder Representations from Transformers Model ................... 80 

Figure 8.4: Fraudulent Email Text Data After Topic Modelling Using LDA Model .......... 81 

Figure 8.5: Reshuffled body Column ................................................................................... 81 

Figure 8.6: New word Column with sentence_no ................................................................ 81 

Figure 8.7: New word Column with POS & NER tags ........................................................ 81 

Figure 8.8: Last 2 Epoch with Average Train Loss .............................................................. 83 

Figure 8.9: Confusion Matrix for NER using BERT............................................................ 84 

Figure 8.10: Classification Report for NER using BERT .................................................... 85 

Figure 8.11: Learning Curve About Training and Validation Loss ..................................... 86 

Figure 8.12: Comparison of NER using BERT and NER using Combination of Rule-based               

Approach & CRF Model ...................................................................................................... 88 

Figure 8.13: Comparison of F1-Score using BERT & Combination of Rule-based Approach  

& CRF................................................................................................................................... 88 

Figure 8.14: Comparison of Precision using BERT & Combination of Rule-based Approach 

& CRF................................................................................................................................... 89 

Figure 8.15: Comparison of Recall using BERT & Combination of Rule-based Approach & 

CRF ....................................................................................................................................... 89 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



ix  

LIST OF TABLES 

 
Table 2.1: Search Terms and Database Details ..................................................................... 12 
Table 2.2: Data Extraction .................................................................................................... 12 

Table 2.3: Data Synthesis ..................................................................................................... 12 

Table 2.4: Digital Library Details with Research Reference ................................................ 13 
Table 2.5: Category Details with Research Studies ............................................................. 13 
Table 2.6: Cloud Forensic Frameworks, Models, Processes ................................................ 15 

Table 2.7: Cloud Forensic Tools .......................................................................................... 16 
Table 2.8: Challenges in Cloud Forensics ............................................................................ 17 
Table 6.1: Image Files with information .............................................................................. 48 

Table 6.2: Image Files with Information After Data Deduplication .................................... 51



x  

 

LIST OF ABBREVIATIONS 

 
LDA              Latent Dirichlet Allocation 
NER              Named Entity Recognition  
RE                 Relation Extraction 
BERT            Bidirectional Encoder Representations from Transformers 
IoTs               Internet of Things 
CSP               Cloud Service Provider 
SLR               Systematic Literature Review 
AWS              Amazon Web Services 
NIST              National Institute of Standards and Technology 
DFRW           Digital Forensic Research Workshop 
LEA               Law Enforcement Agents   
GAO              Government Accountability Office 
CFFRB          Cloud Forensic Framework for Reducing Backlog 
IDS                Intrusion Detection Systems 
ADI               Autodesk Device Interface 
NTFS             New Technology File System 
SVC               Support Vector Machine 
NLP               Natural Language Processing 
DBSCAN       Density-based spatial clustering of application 
POS                Part of Speech 
LSTM             Long Short-Term Memory 
CRF                Conditional Random Fields 
 



1  

Chapter 1. Introduction  

 

1.1 Overview 

Cloud forensics is a specialized field within digital forensics that addresses the unique 

challenges associated with investigating digital incidents and criminal activities in cloud 

computing environments. As organizations increasingly adopt cloud services to store, 

process, and manage their data, the need for effective methods to preserve, analyse, and 

present digital evidence in cloud-related cases has become paramount. Cloud forensics 

involves the application of traditional forensic principles and techniques to cloud 

environments, considering factors such as virtualization, multi-tenancy, dynamic resource 

allocation, and complex data storage models. This field encompasses the development of 

methodologies, tools, and best practices that enable forensic investigators to navigate the 

complexities of cloud ecosystems, ensuring the integrity of evidence and facilitating 

successful investigations in cases ranging from data breaches and fraud to intellectual 

property theft and cyberattacks. 

Cloud forensic backlog refers to the accumulation of pending digital forensic cases that 

require investigation within cloud computing environments. As the adoption of cloud services 

continues to rise, the volume of potential cases demanding analysis has also increased, 

resulting in a backlog of unresolved investigations. This backlog can stem from various 

factors, including the intricate nature of cloud environments, the challenges associated with 

acquiring and analysing cloud-based evidence, and the evolving landscape of digital threats. 

The backlog can have detrimental effects on the effectiveness and efficiency of digital 

forensic processes, leading to delayed response times, compromised evidence integrity, and 

hindered legal proceedings. Addressing cloud forensic backlog necessitates the development 

of innovative strategies, tools, and methodologies that streamline investigation workflows, 

enhance evidence preservation, and expedite the resolution of cases, ultimately ensuring the 

integrity of the investigative process in the realm of cloud computing. 

1.2 Challenges in Cloud Forensics 

Cloud computing has introduced numerous benefits in terms of scalability, accessibility, and 

cost efficiency. However, along with these advantages, it has also brought about a set of 

unique challenges in the realm of digital forensics.  

• Data Location and Jurisdiction: Data Location and Jurisdiction challenge is 

because cloud data is distributed across various physical locations and 
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jurisdictions. Determining the precise location of data and which legal regulations 

apply can be complex & can potentially impact admissibility of evidence in court.  

• Data Ownership and Multi-Tenancy: And cloud services often involve multiple 

clients sharing the same infrastructure. Establishing data ownership and isolating 

evidence relevant to a specific case can be challenging due to the shared nature of 

resources.  

• Virtualization and Abstraction: Cloud environments utilize virtualization and 

abstraction technologies, making it difficult to directly access and analyse the 

underlying hardware. Traditional forensic tools may not be effective in these 

scenarios. 

• Dynamic and Elastic Nature: Cloud resources can be dynamically provisioned 

and scaled, leading to constant changes in the infrastructure. These dynamic 

changes can complicate the preservation of evidence and the reconstruction of 

events.  

• Encryption and Access Control: One another challenge is the strong encryption 

and access control mechanisms that are commonly employed in cloud 

environments to ensure data security. While this is beneficial for protecting data, it 

can hinder forensic investigator’s ability to access and analyse relevant 

information.  

• Logging and Audit Trails: Cloud service providers often maintain extensive logs 

and audit trails, but these logs can be dispersed across different services and may 

not provide a comprehensive view of events. Aggregating and interpreting logs can 

be a significant challenge.  

• Data Deletion and Retention: Cloud data may be replicated and stored in 

multiple locations, making complete data deletion complex. Additionally, different 

cloud providers have varying policies on data retention, which can affect the 

availability of historical data. 

• Cross-Boundary Investigations: Cloud environments transcend geographical 

boundaries, and investigations may involve data stored in different countries. 

Coordinating international legal processes and adhering to diverse regulatory 

frameworks can be arduous.  
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• Integrity and Authenticity: Ensuring the integrity and authenticity of cloud-

stored evidence is challenging due to the dynamic nature of cloud resources and 

the potential for tampering or alteration. Forensic investigations within cloud 

environments may face resource limitations imposed by cloud providers, affecting 

the ability to analyse data effectively and in a timely manner.  

• Resource Constraints: The lack of standardized procedures, tools, and protocols 

for cloud forensics can lead to inconsistencies and difficulties in collaboration 

among investigators.  

• Complexity of Evidence Collection: Collecting evidence from cloud services can 

involve a mix of traditional and cloud-specific methods. The variety of sources and 

formats can make evidence collection complex and time-consuming.  

1.3 Motivation behind Research 

The motivation behind research in reducing Cloud Forensic Backlog stems from the critical 

need to address the mounting backlog of digital forensic cases within cloud environments. 

coupled with the inherent challenges posed by the dynamic and distributed nature of cloud 

computing. The surge in cloud adoption and rapid proliferation of cloud services has led to a 

growing accumulation of cases awaiting investigation, posing challenges to effective and 

timely resolution. This research seeks to address this pressing issue by proposing a 

comprehensive Cloud Forensic Framework that optimize the investigative process, that 

integrates innovative strategies such as data deduplication, prioritized data extraction, and 

advanced analysis methods. By mitigating the backlog through enhanced efficiency, the study 

aspires to not only expedite forensic procedures but also to contribute to the overall 

effectiveness of cloud forensic practices in cloud computing scenarios. 

1.4 Problem Statement 

The problem of cloud forensic backlog arises from the increasing adoption of cloud 

computing services, leading to a significant accumulation of pending digital forensic cases 

within cloud environments. This backlog stems from the intricate challenges associated with 

investigating digital incidents and criminal activities in the cloud, including data 

fragmentation, dynamic resource allocation, virtualization complexities, and jurisdictional 

issues. The backlog negatively impacts the timeliness and effectiveness of investigations, 

potentially compromising evidence integrity, impeding the pursuit of justice, and hampering 

legal proceedings. Addressing the cloud forensic backlog requires the development of novel 

approaches, methodologies, and tools that can streamline investigation processes, enhance 
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evidence preservation, and expedite case resolution, ultimately ensuring the efficient and 

reliable administration of justice in cloud-related cases. 

1.5 Objective of Research 

The primary objective of this research is to design, develop, and validate a comprehensive set 

of methodologies, techniques, and tools aimed at effectively alleviating the cloud forensic 

backlog. By focusing on the intricate challenges posed by forensic investigations within 

cloud environments, this research seeks to streamline investigation workflows, enhance 

evidence collection and preservation methods, and expedite the resolution of pending cases. 

The research aims to address issues that contribute to the backlog. Through the proposed 

strategies, the research aims to establish a framework that not only improves the efficiency 

and timeliness of cloud forensic investigations but also upholds the integrity of evidence and 

the accuracy of findings, thus contributing to the overall advancement of the digital forensic 

field in cloud computing scenarios. 

1.6 Scope of Proposed Work 

The proposed work will focus on investigating the feasibility and effectiveness of reducing 

cloud evidence backlog by implementing deduplication and by relevant data extraction and 

prioritization for cloud forensic investigations. The research focuses on designing and 

implementing solutions that enhance the efficiency and effectiveness of cloud forensic 

investigations:  

• The scope includes the creation of a specialized cloud forensic framework tailored 

to the challenges of investigating incidents within cloud environments. This 

framework will integrate best practices, methodologies, and tools for seamless 

evidence acquisition, preservation, and analysis.  

• Addressing the challenge of data duplication contributing to the backlog, the 

research scope encompasses the exploration of advanced data deduplication 

techniques. By identifying and eliminating redundant data instances through 

hashing and comparison algorithms, the investigation process can be expedited.  

• The proposed work involves the development of methods to efficiently extract 

pertinent information from voluminous cloud datasets. Through techniques such as 

keyword analysis, pattern recognition, and machine learning, the aim is to 

prioritize and extract relevant data, thereby streamlining analysis efforts. 

• The scope includes the utilization of advanced analysis methodologies such as 

topic modelling using LDA (Latent Dirichlet Allocation) to uncover patterns, 
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trends, and themes within cloud-stored data. Additionally, Named Entity 

Recognition (NER) powered by BERT and relation extraction techniques will be 

employed to further enhance investigation depth. 

1.7 Significance of Research 

The significance of this research focused on addressing the cloud forensic backlog lies in its 

potential to revolutionize the efficiency and effectiveness of digital forensic investigations 

within cloud environments. The research not only acknowledges pressing issue of mounting 

investigative cases but also offers innovative solutions that have wide-reaching implications: 

• Timely Case Resolution: By streamlining the investigative process through the 

proposed framework, the research significantly reduces the time required for case 

resolution. This is crucial in the realm of digital forensics, where timely responses 

are essential to preserving evidence integrity and ensuring justice. 

• Enhanced Evidence Preservation: The research's focus on data deduplication and 

relevant data extraction ensures that investigators work with high-quality, pertinent 

evidence. This enhances evidence preservation, minimizing the risk of data loss, 

tampering, or corruption that can occur when dealing with large & complex cloud 

datasets. 

• Efficient Resource Utilization: Implementing data deduplication and prioritized 

data extraction optimizes the utilization of resources, both in terms of storage 

capacity and investigator effort. This efficiency translates to cost savings and 

improved resource allocation within investigative teams. 

• Legal Admissibility: The systematic process flow and innovative techniques 

proposed in the research contribute to the establishment of best practices in cloud 

forensics. This enhances the credibility and admissibility of evidence in legal 

proceedings, bolstering the case's chances of success. 

• Advancement of Cloud Forensic Practices: Research introduces novel 

methodologies & strategies tailored to cloud environments, contributing to the 

growth and development of cloud forensic practices. As cloud adoption continues 

to expand, these advancements are vital in addressing emerging challenges. 

• Cross-Disciplinary Impact: The research has potential implications beyond the 

field of cloud forensics. The innovative techniques, such as data deduplication and 

relevant data extraction, can also find applications in data management, 

cybersecurity, and information retrieval domains. 
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• Future Research and Collaboration: The proposed framework and techniques 

open doors for further research and collaboration in cloud forensics. The research 

can inspire other scholars and practitioners to build upon its foundation, leading to 

a continuous. 

1.8 Methodology of Research 

The research methodology employed for addressing the challenge of cloud forensic backlog 

encompasses a systematic and iterative approach designed to develop effective strategies for 

expediting investigations within cloud environments. The methodology begins with a 

comprehensive review of existing literature on cloud forensics, digital investigation 

techniques, and backlog reduction strategies to identify gaps and establish a foundation for 

innovation. Subsequently, data collection and analysis are conducted to gain insights into the 

nature of cloud forensic backlogs and the specific challenges they pose. Based on the 

identified challenges, cloud forensic constraints are defined, and a specialized framework is 

proposed to guide investigators through evidence acquisition, analysis, and reporting stages. 

Techniques for data deduplication using hashing are developed to optimize storage resources 

and reduce redundancy, while methods for relevant data extraction and prioritization are 

designed to expedite investigation workflows. To enhance information extraction, Named 

Entity Recognition (NER) with BERT and relation extraction techniques are applied. The 

methodology concludes with rigorous evaluation and validation of the proposed strategies 

using real-world cloud forensic scenarios and datasets, culminating in a comprehensive 

analysis of results and their implications. This methodology serves as a structured framework 

for tackling the cloud forensic backlog, ultimately contributing to the advancement of cloud 

forensic practices and the efficient resolution of pending cases within cloud computing 

environments. 

1.9 Research Process 

The research process for addressing the cloud forensic backlog involves a series of 

interconnected steps that systematically build upon one another. This process is designed to 

develop effective strategies and methodologies for streamlining investigations and reducing 

the accumulation of pending cases within cloud environments. The key stages of the research 

process are as follows: 

• Problem Identification and Scope Definition: Identify the problem of cloud 

forensic backlog and its implications. Define the scope of the research, including 

the specific challenges and constraints within cloud environments. 
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• Literature Review: Conduct an in-depth review of existing literature related to 

cloud forensics, digital investigation techniques, and methods for handling 

investigative backlogs. Identify gaps in the current knowledge and techniques 

applicable to cloud forensic backlog reduction. 

• Data Collection and Analysis: Gather relevant data sources, including cloud 

forensic case studies, datasets, and cloud system architectures. Analyse the data to 

understand the nature of cloud forensic backlogs, the underlying causes, and the 

specific challenges faced. 

• Constraint Identification and Framework Proposal: Identify the constraints 

unique to cloud environments that impact forensic investigations. Propose a cloud 

forensic framework that considers these constraints, providing a structured 

approach to handling cloud forensic cases. 

• Process Flow Design: Develop a detailed process flow that guides investigators 

through evidence acquisition, analysis, and reporting stages within cloud 

environments. Address the dynamic nature of cloud resources and emphasize 

proper evidence preservation. 

• Data Deduplication Strategy: Design and implement a data deduplication 

strategy using hashing techniques to identify and eliminate duplicate data 

instances. Evaluate the effectiveness of this strategy in reducing data redundancy 

and optimizing storage resources. 

• Relevant Data Extraction and Prioritization: Develop techniques to efficiently 

extract relevant data from large cloud datasets. Prioritize critical data for 

investigation using methods such as keyword analysis and pattern recognition. 

• Advanced Information Extraction: Implement Named Entity Recognition (NER) 

using BERT to identify entities within the data. Explore and implement relation 

extraction techniques to uncover connections between entities. 

• Evaluation and Validation: Test the proposed framework, process flow, and 

techniques using real-world cloud forensic scenarios and datasets. Evaluate 

effectiveness of developed. 

• Results Analysis and Conclusion: Analyse the results obtained from the 

evaluation to assess the impact of the proposed strategies on reducing the cloud 
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forensic backlog. Draw conclusions on the effectiveness of the developed methods 

and their implications for cloud forensic practice. 

• Discussion and Future Work: Discuss the findings in the context of existing 

literature and implications for the broader field of cloud forensics. Identify areas 

for further research and improvements in tackling the cloud forensic backlog more 

effectively. 

The research process shows our systematic journey from problem identification to practical 

implementation and validation, culminating in insights and strategies that contribute to 

reducing the cloud forensic backlog and enhancing the efficiency of investigations in cloud 

computing environments. 
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Chapter 2. Literature Review  

 

2.1 Introduction  

Cloud computing is widely used in this era of IoTs. Cloud users uses cloud computing to get 

various cloud services. The defects in cloud services are exploited by the suspicious actors. 

On the other hand, cloud forensic help against such suspicious actors. It is fond on many 

occasions that cloud services were not well designed. Cloud services are exposed to cyber 

threats due to bad implementation of cloud services which helps suspicious actor to exploit 

vulnerabilities in cloud environment. Main objective is to identify different cloud forensics 

frameworks. We have used the method of systematic literature review to find & analyse 

different research studies which manly are published between 2010-2022. We’ve discovered 

36 different cloud forensic frameworks and tools. We also mentioned some limitations of 

cloud forensics. The systematic literature review shows major cloud forensic frameworks and 

tools related to it and highlight some of the challenges of cloud forensics. 

Developing world is of big data and (IoTs) i.e., Internet of Things, almost every device uses 

cloud to get its services and to run different applications around the world. And Cloud 

datacentres are stored in centralized locations, in which networking and different computing 

equipment works to store, collect, distribute, process, and allow access to large data stored in 

them. Cloud computing has developed too much in information technology. Users uses Cloud 

one way or another and Cloud services users are rising. Due to frequent use and ease of 

access cloud services are in demand. It is estimated that Cloud Services users are increasing 

day by day with many switching to cloud. With increasing cloud services cloud 

vulnerabilities are also on the rise and suspicious actors are exploiting such defects present in 

cloud environment.  

Developers on the other hand do not pay attention nor they follow certain criteria to avoid the 

suspicious actor attacking the cloud services. Developing a service is one thing but protecting 

it from attackers is also important. Developers do not follow Forensic enabled criteria to 

develop and to implement Cloud services framework and they do not consider cloud forensic 

basics needs. Which impact on cloud forensic investigation because forensic investigation 

becomes difficult. If design and implementation standards are met, this will in turn ensure 

sound cloud forensic investigation. If cloud service providers design cloud forensic services 

in a standardized way, it will allow the investigation agencies to solve the cyber-crimes in a 

big way. To design and to develop cloud forensic services developers should follow a certain 

framework for development and necessary requirements and processes. The main purpose of 

this SLR is identification of recent research in the field of cloud forensics.  
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2.2 Research Questions 

We developed three research questions that will help in the identification of recent research in 

the field of cloud forensic frameworks and recent tools that are being used and cloud forensic 

challenges will also be discussed. Following research questions have been discussed in this 

literature review. 

• Research Question 1: Which latest frameworks, methods are being used to 

develop Cloud Forensics since 2010 to 2022? 

• Research Question 2: Which kind of Tools are being used in cloud forensics since 

2010 to 2022? 

• Research Question 3: What are important challenges in Cloud Forensics? 

2.3 Research Methodology 

A researcher [1], In methodology for systematic literature review we will first define 

category, then we discuss review protocol, then we will discuss quality assessment. 

2.3.1 Define Category 

Our research which is about cloud forensics has three main categories shown as fallow. 

• Cloud Forensic Framework Category: Studies related to Cloud Frameworks. 

• Cloud Forensic Tools Category: Studies related to Cloud Forensic. 

• Cloud Forensic Challenges/ Limitations Category: Studies related to 

Limitations of Cloud Forensic. 

2.3.2 Developing a Review Protocol 

Development has four part which are: 

2.3.2.1 Selection criteria  

In selection criteria we will be looking at five major parts which includes subject relevance, 

years selected for research, specific publisher repositories, effectiveness, result oriented. 

• Subject Relevance: We have selected only those research papers which are 

relevant to our field that is cloud forensic frameworks. Because relevancy will play 

important role in answering our research questions and we have rejected those 

research papers which are not relevant and does not help in our research questions. 
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• 2010-2020: We have selected only those research papers which are mainly from 

2010-2022. We have included the latest work and not included irrelevant research 

which are older than 2010. 

• Databases: We have limited our research to major databases. We are only 

selecting four top publication databases that are IEEE, Elsevier, ACM, Springer, 

and the relevant research related to other databases are also included. 

• Crucial Effects: Only those research work is included which is crucial and 

important and have encouraging effect in the field of cloud forensic framework. 

• Result Oriented: We only selected those research papers in which framework 

related to cloud forensics are being implemented and didn’t select research work 

which does not yield any framework. 

2.3.2.2 Search strategy  

A search process is mainly composed of information related to databases, keywords or search 

terms used to extract the desire information. The search or keywords used for extracting 

information is discussed in the Table 2.1. Keywords and search terms are used in multiple 

ways to find the desired information. To make the research effective Boolean operators 

“AND” and “OR” are used with search techniques. We use different search terms with the 

help of operators to find the relevant studies. The keywords used for extracting the relevant 

information are cloud forensic framework, cloud forensic services, cloud forensic tools, 

digital cloud forensic framework. Our search strategy has four steps in which we narrow 

down our findings. In our selection criteria we use inclusion and exclusion criteria to find the 

relevant research papers in the field of frameworks for developing cloud forensic frameworks 

and related to tools used for cloud forensics. The research papers which we collected are from 

four major scientific repositories that are IEEE, ACM, ELSEVIER, SPRINGER while Figure 

2.1 shown below show us the search strategy of this SLR paper. 

2.3.2.3 Quality Assessment  

In this part we will be identifying different types of quality assessment criteria. Which 

include purpose of this research is to search the latest frameworks, tools for the development 

in cloud forensics. The research papers selected from the databases are latest and are related 

to field & are from the year 2010 to 2022. All the selected research papers are in English 

language and Duplication of research papers is removed. Research papers discussing 

limitations are also included. 
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Keywords B/O Number of Search Results 

IEEE ACM Elsevier Springer Other 

Cloud Forensic 

Framework 

AND 77 521 1020 1537 80 

OR 246,766 148,557 844,537 878,559 79,300 

Cloud Forensic 

Tools 

AND 82 601 1234 1766 20 

OR 236,488 169,926 1,230,763 997,334 88,200 

Cloud Forensic 

Services 

AND 157 640 1233 1831 25 

OR 291,500 122,454 839,423 867,877 106,000 

Digital  

Cloud Forensic 

Framework  

AND 59 485 693 1001 30 

OR 396,906 257,780 1,211,354 1,106,107 51,100 

Table 2.1: Search Terms and Database Details. 

Figure 2.1: Search Strategy. 

2.3.2.4 Data Extraction and Data Synthesis 

When data extraction is done, we analyse the data collected to find the different frameworks 

and tools of the cloud forensic services. Digital library with research studies is shown in 

Table 2.4 and type of research is also given. While, in Table 2.2 we showed details of 

information extracted and in Table 2.3 information of synthesis of data is given. 

Data Extraction Details 

Sr # Description Details 

1 Bibliography Research title, authors, publisher info, Year of the publication. 

2 Overview Info about selected research studies. 

3 Results Result of selected research studies. 

Table 2.2: Data Extraction. 

Data Synthesis Details 

Sr # Description Details 

 

1 

Frameworks for Cloud 
Forensics 

Frameworks related to cloud forensic will be discussed. 
(Table 5) 

2 Cloud Forensic Tools Tools related to cloud forensic will be discussed. (Table 6) 

3 Limitations of cloud 
forensics 

Limitations related to cloud forensic will be discussed. 

(Table 7) 

Table 2.3: Data Synthesis. 
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Digital 

Library 

No. of  

Papers 

Type Selected Research 

IEEE 13 Journal [14][23] 
Conference [8][13][15][16][18][21][22] 

[25][26][29][37] 
Elsevier 02 Journal [27][34] 

Conference -/- 
Springer 07 Journal [35][40] 

Conference [4][11][28][32][33] 
ACM 01 Journal [3] 

Conference -/- 
Others 16 Journal [2][9][12] 

Conference [5][6][7][10][17][19][20] 
[24][30][31][36][38][39] 

Table 2.4: Digital Library Details with Research Reference. 

2.4 Results 

In the results section we will discuss the results of selected research studies w.r.t to our 

research questions. which we have tried to answer in our systematic literature review. In this 

SLR we have selected about ‘36’ research studies. 13 of these studies are from IEEE, 02 from 

Elsevier, 07 from Springer, 01 from ACM, 16 of these studies are from other databases as 

shown in Table 2.5. 

Category No. of  

Papers 

Type Selected Research 

Cloud Forensic 

Frameworks 

 
36 

J [2][3][9][12][14][23][27][34][35][40] 
C [4][5][6][7][8][10][11][13][15][16][17][18][19][20][21][22][

24][25][26][28][29][30][31][32][33][36][37][38][39] 
Cloud Forensic 

Tools 

 
01 

J [2] 

C -/- 

Cloud Forensic 

Challenges & 

Limitations 

 
02 

J [3] 

C [4] 

Table 2.5: Category Details with Research Studies. 

Figure 2.2: Cloud Forensics Process Flow. 
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Sr/ 
No 

Frameworks/ 
model/ 
process 

Ref. No. of 
Stages 

Incident 
Identifica

tion & 
reporting 

Case 
Initiation 

& 
Planning 

Evidence 
Collection 

& 
Acquisition 

Evidence 
Examinatio

n & 
Analysis 

Presentati
on & 
Legal  

Proceedin
g 

01 Forensic computing process.  

(McKemmish, 1999) 

[5] 4 stages identification x preservation analysis presentation 

02 Forensic process by NIST. 
(Kent et al., 2006) 

[6] 4 stages x x collection examination,  
analysis 

reporting  
 

03 Forensic investigations process. 

(Guo et al., 2012) 

[7] 3 stages identification x preservation, 

collection 

x x 

04 Cloud forensics process. 
(Chen et al., 2012) 

[8] 3 stages identificati
on 

x preservation, 
collection 

x x 

05 Integrated conceptual DFF for 

cloud computing. (Martini et 

al.,2012) 

[9] 4 stages identification x preservation, 

collection 

examination,  

analysis 

reporting, 

presentation 

06 Live digital forensic framework for 

cloud environment. 

(Sibiya et al., 2012) 

[10] 4 stages x monitoring  

tests 

live data 

collection, 

memory, logs, 
cache, user data   

Log mining, 

data extraction, 

find 
relationships 

Results 

presentation 

07 Cloud forensics maturity model. 

(Ruan et al., 2013) 

[11] 4 stages pre-

investigative 
readiness, 

investigative 

interface  

x proactive & 

reactive data-
coll, evidence 

management  

core-forensic 

process 
(examination, 

analysis)  

supportive 

process (case 
management)  

08 Advanced data acquisition model. 
(Adams, 2012) 

[12] 4 stages Preparation, 
notification, 
awareness 

onsite survey preservation,  
collection, 

documentation 

x x 

09 OpenStack cloud framework. 

(Saibharath et al., 2014) 

[13] 3 stages x x Data seizure,  

acquisition 

analysis x 

10 Digital forensic framework for 
cloud. 

(Shah et al., 2014) 

[14] 4 stages cloud stack  
identification 

x Live/static data 
acquisition 

Data mining, 
evidence 

analysis 

presentation 

11 Logging framework for cloud. 

(Pătraşcu et al., 2014) 

[15] 5 stages x manage, 

enable, cloud 
deploy, 

virtual, 

logging 

raw data  

gathering 

analyzing, 

ordering, 
processing, 

aggregating 

result storage 

and 
presentation 

12 Framework for analyzing IaaS 

cloud. 

(Ahmad et al., 2015) 

[16] 8 stages IaaS 

formation, 

detection 

validate 

incident  

response 

capturing,  

examination  

analysis,  

extraction 

reporting 

13 Cloud forensic framework for 
IaaS. 

(Banas, 2015) 

[17] 5 stages x x media  
collection 

data 
examination and 

analysis 

reporting  
evidence 

14 Open cloud forensics.  
(Zawoad et al., 2015) 

[18] 6 stages identification x preservation, 
collection 

organization, 
(examin & 

analy) 

presentation, 
verification 

15 Cloud forensics logging 

framework. 
(Faldu, 2016) 

[19] 5 stages x cloud 

management 
module 

virtualization, 

logging module  

raw data, 

processing layer 

final data 

16 Framework for data iden & 

collection in mob cloud. (Faheem 
et al., 2016) 

[20] 7 stages forensic log 

info, 
identification 

x preservation, 

collection 

potential 

evidence, 
correlation 

reporting 

17 Open and continuous cloud 

forensic process flow. (Datta et al., 

2016) 

[21] 4 stages identification x preservation,  

collection 

organization,  

verification 

presentation 

18 Mobile cloud forensic framework. 

(Faheem et al.,2016) 

[22] 5 stages identification x preservation, 

collection 

osnit evidence 

correlation 

reporting 

19 Framework for cyber physical 
cloud system. (Ab Rahman et al., 

2016) 

[23] 5 stages identify 
potential 

evidence 

sources 

plan pre 
incident  

coll & 

analysis, plan 
detection  

define storage, 
evidence 

handling 

x x 

20 Comparison framework for digital 

and cloud forensic. (Simou et al., 

2016) 

[24] 4 stages identification x preservation, 

collection, doc 

examination,  

analysis 

presentation 

21 Cloud forensic readiness 

framework for organizations 

(Alenezi et al.,2017) 

[25] 2 stages x x data collection 

from literature, 

industry 
standards 

evaluate, 

analyse CFR 

factors, rem 
duplications 

x 

22 Cloud centric framework for 

isolating Bigdata forensic evidence 

from IoT. 
(Kebande et al., 2017) 

[26] 11 stages Observe, 

identify 

Deploy agent-

based solution 

isolate, extract, 

cluster evidence, 

preserve, store 

commence,  

acquire,  

investigate 

x 

23 Log aggregation forensic analysis [27] 5 stages x x log acquisition correlation, x 
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Table 2.6: Cloud Forensic Frameworks, Models, Processes. 

2.4.1 Cloud Forensic Frameworks (Research Question 1) 

After going through several research (Simou et al., 2016) proposed a general comparison 

cloud forensic process, which has 4 stages. But to accommodate latest developments, 

proposed cloud forensic process flow which has 5 stages is compared here with other latest 

cloud frameworks. The proposed cloud forensic process flow is shown in Figure 2.2. It has 

stages that are Incident Identification & reporting, Case Initiation & Planning, Evidence 

Collection & Acquisition, Evidence Examination & Analysis, and Presentation and Legal 

Proceedings and 4 others are concurrent stages that are CSP Cooperation, Evidence 

Preservation, Validation & Documentation, Artifact Interpretation and Extraction. In this 

SLR we have collected the information of 36 cloud forensic frameworks which are compared 

with respect to their stages. Table 2.6 shows different framework details with compassion to 

given proposed cloud forensic process model. The proposed cloud forensic process flow is 

framework. (Ahmed Khan et al., 
2017) 

.and integration, sequencing, 
analysis, and 

reporting  

24 Fuzzy data mining-based 

framework. 
(Santra et al., 2018) 

[28] 4 stages identification 

of source 

x data collection 

from source 

examination,  

analysis 

present 

 evidence 

25 Forensic recovery of cloud 

evidence. 
(Sampana et al., 2019) 

[29] 6 stages x preparation 

and 
isolation 

collection and  

storage 

analysis reporting 

26 Heterogeneous joint cloud 

framework. 

(Umar et al., 2019) 

[30] 6 stages identification x preservation, 

collection 

examination,  

analysis 

presentation 

27 Private cloud investigation 

framework. 

(Sudyana et al., 2019) 

[31] 5 stages identification x collection,  

acquisition 

investigation presentation 

28 Framework for users in virtual 
environment of cloud. (Pandi Jain 

et al., 2020) 

[32] 6 stages incident, 
identification 

x preservation, 
collection, 

storage 

examination,  
org, analysis 

verification, 
presentation 

29 Dependable framework for 
forensic readiness in cloud. (Bhatia 

et al., 2020) 

[33] 10 stages detection, 
connection 

establishment 

strategy, 
policy making, 

ready for 

execution 

artifact 
identification, 

collection, and 

acquisition 

org artifacts, 
investigation 

and analysis 

outcome, 
report, closure, 

preservation 

30 Forensics using intelligent edge 
computing. (Razaque et al., 2021) 

[34] 8 stages detection response acquisition, 
record, control, 

extraction, 
preservation 

forensic 
analysis 

report 

forensic user 
 presentation 

31 Framework for anti-forensic 

attacks in the cloud. (Rani et al., 

2021) 

[35] 3 stages identification 

of suspected 

packet 

x packet marking traceback x 

32 Cloud forensic readiness  

framework. 

(Fadilla et al., 2022 ) 

[36] 5 stages resource 

identification   

policy and 

procedure 

technical 

readiness 

forensic 

response 

evaluation and  

reporting 

33 Multi source-based cloud forensic. 

(Kumari et al., 2022) 

[37] 11 stages awareness, 

identification 

preparation preservation, 

collection, 

distribution 

pre analysis, 

 comparison,  

final analysis 

Result 

improvement, 

reporting, 

presentation 

34 Forensic framework validation and 

cloud forensic readiness. (Simou et 

al., 2022) 

[38] 5 stages incident  

confirmation, 

identification 

training and 

planning  

preserve,  

update, 

collection, 
acquisition 

examination,  

analysis 

presentation 

35 A tamper proof cloud forensic 

framework. (Ye et al., 2022) 

[39] 4 stages identify 

tampered 

evidence 

x provenance data 

gen, data 

collection from 
node 

noise data, 

evidence 

verification 

data release to 

EVC and 

online 

36 Cloud-based framework for digital 

forensic investigation. (Prakash et 
al., 2022) 

[40] 7 stages identification survey collection,  

preservation, 
 investigator 

examination,  

analysis,  
reconstruction 

reporting, 

presentation 
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discussed in detail in chapter 4 which is of cloud forensic framework in which first forensic 

constraints are defined then a cloud forensic framework is proposed and after that cloud 

forensic process flow is explained. 

2.4.2 Cloud Forensic Tools (Research Question 2) 

We have found about eight cloud forensic tools, which are being used in cloud environment 

which are shown with their description in Table 2.7. Cloud tools are given in column “tools”. 

Research study [2] also discussed some cloud forensic tools and describe their purpose of 

use. These tools include EnCase tool, Diffy tool, FTK tool, FROST tool, Oxygen forensic 

suit tool, SIFT tool, AW-IR tool and UFED cloud analyser tool. 

Sr/ No Tools Description 

1 EnCase This tool related to cloud forensic, IaaS based used to collect data 

remotely from guest operating system layer of cloud. 

2 Diffy Diffy is cloud-based tool. Used to help digital forensic and incident 

response team to find suspicious host and cloud instances during incident. 

3 FTK Forensic tool used to extract the desire information that is present in the 

layer of guest operating system of cloud, and it is used to scan the hard 

drive and looking for evidence. 

4 FROST Cloud, OpenStack, IaaS based tool used to find the Api’s logs and Virtual 

disk and guest firewall logs 

5 Oxygen Forensics Suit This tool helps in digital evidence collection from cloud services used on 

smartphones. 

6 SIFT Ubuntu based tool, SIFT or SANS is used for forensic analysis and 

incident response study. 

7 AWS-IR It is python command line interface. It has two functions key compromise, 

instance compromise. 

8 UFED cloud analyser Cloud based tools used for analysing cloud data and meta-data. 
Table 2.7: Cloud Forensic Tools. 

2.4.3 Challenges & Limitations in Cloud Forensics (Research Question 3) 

Cloud frameworks also have some limitations as well shown in Table 2.8. Challenges can be 

of physical location, or it may be of SLA based or data issue. Challenges category with 

description & recommendation is shown. When we have a challenge of physical location of 

servers. The CSP must make available recourses for forensic investigation.  

Challenges Recommendations 

Lack of forensic tools By hypervisor which allow live forensic. 

Cloud service provider dependence Collect forensic data outside of cloud. 

Logging issue We can remove it by the help of proper log-based resources and 

framework. 

Cloud Forensic enabled services By using cloud forensic enabled frameworks shown in table 6. 

Lack of forensic capability and 

readiness 
Cloud forensic readiness in organization-based framework can be 

used. 

Trust issue Can be remove by proper connection of VM and cloud platform 
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through reservoir. 

Identification of malicious actor By using frameworks which control network traffic and identify such 

actors. 

Architecture based By using the framework which supported IaaS, SaaS, and PaaS. 

Collection of evidence By using frameworks which store information related to security. 

Location based Cloud service provider should give resources without location 

dependency. 

Data related Data must be encrypted, and duplication must be removed. 

Table 2.8: Challenges in Cloud Forensics. 

2.5 Discussion 

We are doing this SLR to identify cloud forensic frameworks and tools that are used in cloud 

forensics and point out some limitations and challenges of the cloud forensic frameworks. 

Our aim is to collect information that is recent, that is why we include research studies that 

are recent in the field. To find different kind of frameworks and tools used for the 

development and finding defects of cloud forensic, we answered our research question and 

found many development frameworks that can be used to develop the cloud services. By 

using these frameworks, cloud service providers can make cloud services forensically 

investigate able and can solve many cybercrimes related to cloud environment. Research 

papers which were related to our field are identified and synthesized. We only add research 

studies that are from four major databases, and we narrow down our research to only English 

research studies. We can add more results from other digital libraries to strengthen our 

research.  
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Chapter 3. Cloud Forensics and its Concepts 

 
3.1 Introduction 

Cloud computing refers to the practice of using remote servers hosted on the internet to store, 

manage, and process data instead of using local servers or personal computers. It involves the 

delivery of various computing services, including servers, storage, databases, networking, 

software, analytics, and more, over the internet. In cloud computing, users can access and 

utilize computing resources on-demand and pay only for the resources they use. These 

resources are typically provided by cloud service providers, such as Amazon Web Services 

(AWS), Microsoft Azure, or Google Cloud Platform, who own and manage the infrastructure 

required to deliver these services. (NIST) [41] defines cloud computing as "Cloud computing 

is a model for enabling ubiquitous, convenient, on-demand network access to a shared pool 

of configurable computing resources (e.g., networks, servers, storage, applications, and 

services) that can be rapidly provisioned and released with minimal management effort or 

service provider interaction. This cloud model promotes availability and is composed of five 

essential characteristics, three service models, and four deployment models." NIST definition 

is shown in Figure 3.1, having five essential characteristics, three services models, and four 

deployment models. 

Figure 3.1: NIST Visual Model Representation. 
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3.2 Types of Forensics 

When an incident occurs, forensics is done to identify it, then evidence is collected after that, 

then examination is done on that collected evidence, data related to that incident is preserved 

and then a result is concluded in the presentation and reporting phase. There are different 

types of forensics that the investigator needs in order to find source of evidence as shown in 

Figure 3.2. Types of forensics are as fallows. 

• Digital forensics, also known as computer forensics, is a branch of forensic science 

that involves the investigation and analysis of digital devices and electronic data to 

uncover evidence for legal proceedings. It is concerned with the identification, 

preservation, extraction, interpretation, and documentation of digital evidence.  

• Network forensics is a branch of digital forensics that focuses on the investigation 

and analysis of network traffic & communication data to uncover evidence related 

to cybercrimes or security incidents. It involves retrieving data from network ports, 

& capturing, inspecting, & interpreting network packets to reconstruct events, 

identify malicious activities, & gather evidence for legal proceedings.  

• Web forensics, also known as web-based forensics or web application forensics, is 

a branch of digital forensics that focuses on investigation and analysis of web-

based evidence. It involves examination of web servers, web applications, web 

browsers, & related technologies to uncover digital evidence for legal proceedings. 

• Cloud forensics is a specialized field of digital forensics that focuses on the 

investigation and analysis of digital evidence in cloud computing environments. It 

involves the collection, preservation, and examination of data stored, processed, or 

transmitted through cloud services and platforms. 

• Mobile forensics, also known as mobile device forensics or mobile phone 

forensics, is a branch of digital forensics that focuses on the investigation and 

analysis of digital evidence from mobile devices such as smartphones, tablets etc. 

Figure 3.2: Types of Forensics. 
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3.3 General Cloud Forensic Process Flow 

After going through several research  [4],[42], [43], Simou  proposed a general cloud forensic 

process, involving several stages, including identification, collection and preservation, 

examination and analysis, and presentation and reporting. Other two stages which are 

constant throughout the process are chain of custody and the documentation stage. As shown 

in Figure 3.3, here's an overview of typical steps involved in cloud forensic investigations: 

Figure 3.3: Stages of General Cloud Forensic Process Flow. 

• Identification: Identify the state of incident and then identify cloud service or 

provider involved in the investigation. Determine the type of cloud deployment 

(public, private, hybrid), the specific services used, and the relevant legal and 

contractual agreements. 

• Preservation and Collection: Collect relevant data and evidence from the cloud 

environment. This can include data stored in cloud storage, logs, virtual machines, 

network traffic, user accounts, etc. Ensure that collection methods adhere to legal 

and privacy requirements and document the chain of custody. 

• Examination and Analysis: Analyst will examine the collected data and evidence 

using forensic techniques and tools. This may involve recovering deleted files, 

analysing metadata, reconstructing user activities, and identifying potential sources 

of evidence within the cloud environment. Analyst will analyse the collected 

evidence to extract relevant information and identify patterns, anomalies, or 

potential indicators of malicious activity. This may involve correlating data from 

different sources, reconstructing timelines, and identifying potential sources of 

compromise or unauthorized access. 
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• Presentation and Reporting: Cloud investigator document and report the findings 

of the investigation. Cloud investigator, prepare a comprehensive forensic report 

that outlines the methodology, findings, and conclusions. Clearly present the 

digital evidence and provide expert opinions to support the investigation's 

outcomes. 

3.4 Digital Forensics  

In digital forensics the investigation process is done after the incident while in the case of 

cyber security it deals with the prevention of cyber-attacks beforehand and deals with 

forming such systems which are secure in nature. So, we can say that after a failure from 

cyber security, when an incident happened then digital forensics is used for investigating the 

incident. Its examples include cases like fraud, theft i.e., stealing valuable information etc. 

Investigator main concern is the excess of data that is present across different locations and 

different devices complicated the forensic investigation process. Excess of data in turn result 

into increase in acquisition speed, the amount of data stored which will require a lengthy time 

to test and analyse. This will in case will result in complication of the investigation process 

thus creating backlog. It will give us multiple cases without substantial evidence in our 

backlog to process and the investigation can prolong for months to come [44]. 

3.4.1 Digital Forensic and Its Background    

The development of internet technology also enabled different companies to find 

vulnerabilities in their systems by creating different forensic tools. These tools helped them to 

identify hidden evidence in case of an incident. This type of forensics deals with the 

identification of digital evidence where crime had occurred. In digital forensics the 

investigators use a process to find evidence which is called as the digital forensic process, it 

has four stages. The use this process to find evidence so that they can present this evidence in 

any court of law. A DFRW i.e., digital forensic research workshop has defined digital 

forensics as “The use of scientifically derived and proven methods toward the preservation, 

collection, validation, identification, analysis, interpretation, documentation & presentation 

of digital evidence derived from digital sources for the purpose of facilitating or furthering 

the reconstruction of events found to be criminal, or helping to anticipate unauthorized 

actions shown to be disruptive to planned operations” [45]”. There were other definitions too 

to describe digital forensics such as [46], which have defined digital forensics as “the study of 

evidence from attacks on computer systems in order to learn what has occurred, how to 

prevent it from recurring, and the extent of the damage”. For identification of digital 

evidence, the researchers have developed many processes but NIST [6] which has four phases 

that are collection phases, second is the examination phase, analysis is the third, and reporting 

is last.  
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3.4.2 Digital Evidence and Modes of Digital Investigation 

Digital forensics is done on evidence called as digital evidence, it is a data which is present 

on digital devices which include documents, data files, audios, videos etc. Evidence can be 

used for crime investigation in case of an incidents like child abuse, data theft, drugs 

dealings, network related attacks etc. Digital forensic investigation of several types which 

depend on digital device type, data types etc. Many digital investigation process models have 

been proposed, widely known model is NIST model. Which have several investigation phases 

like collection, examination, analysis, and reporting. Forensic investigation has two modes 

which are live and static mode. [47], [48], [49], [50]. Static forensic investigation is described 

as an investigation which is done in a forensic environment, all the evidence is collected, and 

the investigation is done in a specifically designed forensic environment. In live digital 

forensic investigation, the investigation is done on a live device on which the incident 

happened. This type of forensic is more difficult than the traditional forensic which is static 

[48]. It includes snaps of data and live analysis of data and investigators keep a copy of data 

which they are investigating because of fear of losing data when the system they are working 

is turned off. Existing tools present to investigate digital forensic investigation is mostly 

based on the static mode of investigation i.e., data collected from storage media.   

3.5 Cloud Forensics 

In last decade, we all know that cloud computing has developed and spread a lot in the 

information technology. Cloud computing offers different kind of cloud related services to its 

users. In a study which was conducted in year 2016, it was found that average organization 

uses 1427 cloud services, which shows an increased no of services by 23.7% over a span of 

one year [51]. As shown in Figure 3.4, GAO [52] report on cyber related incidents is shown. 

Criminals uses cloud platform to gain access to the data stored on cloud by finding any 

vulnerabilities. Cloud platform can also be used by criminals to distribute false or doctored 

information to deceive others, they do so by concealing their identity, so that the law 

enforcement agents or the (LEA) cannot find them.  

Cloud forensics is a subset of digital forensics, different definitions and terms defining cloud 

forensics exist, a survey was conducted by Ruan [53]. it was found that cloud forensic is 

basically comprised of traditional forensics and their application in cloud environment, it is 

not a new area of research. He presented three perspectives which include technical, 

organizational, and legal perspective of cloud forensic. In the technical perspective processes 

and procedures were described which include data identification of incident, live forensics, 

evidence collection, cloud environment information. In the organizational perspective people, 

which are related to cloud forensics are discussed, and in the legal perspective service level 

agreements and multi tenancy information, jurisdiction information was discussed. 
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Ruan [54] also defined cloud forensics as “Cloud forensics is the application of digital 

forensic science in cloud computing environments. Technically, it consists of a hybrid 

forensic approach (e.g., remote, virtual, network, live, large-scale, thin-client, thick-client) 

towards the generation of digital evidence. Organizationally it involves interactions among 

cloud actors (i.e., cloud provider, cloud consumer, cloud broker, cloud carrier, cloud 

auditor) for the purpose of facilitating both internal and external investigations. Legally it 

often implies multi- jurisdictional and multi-tenant situations”. Whereas NIST i.e., National 

Institute of Standards and Technology [55] defined cloud forensics as “the application of 

scientific principles, technological practices and derived and proven methods to reconstruct 

past cloud computing events through identification, collection, preservation, examination, 

interpretation and reporting of digital evidence”. 

 Figure 3.4: GAO Report for Cyber Related Incidents for Fiscal Year 2021. 

3.5.1 Digital Evidence in Cloud Environment 

Digital evidence in cloud computing refers to electronic data or information that is stored, 

processed, or transmitted through cloud services and is stored on distributed datacentres. 

Cloud computing involves the use of remote servers and networks to store and manage data, 

accessed over the internet. When legal cases involve cloud services, digital evidence may 

need to be collected and analysed from these cloud environments. Here are some key aspects 

related to digital evidence in the context of cloud computing: 
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• Cloud Storage and Data Preservation: Cloud service providers offer storage 

solutions where users can store their data remotely. Digital evidence may exist 

within these cloud storage platforms, such as files, documents, or backups. It's 

important to understand the terms of service and data retention policies of the 

cloud provider to ensure the availability and preservation of digital evidence. 

• Data Privacy and Jurisdiction: Cloud computing often involves the storage and 

processing of data in various geographical locations, which can impact the legal 

aspects of digital evidence. Data privacy laws & jurisdictional considerations may 

come into play when accessing and collecting digital evidence from cloud services, 

especially when dealing with cross-border data transfers. 

• Accessing and Collecting Digital Evidence: Accessing and collecting digital 

evidence from cloud services typically requires legal processes and cooperation 

with the cloud service provider. Law enforcement agencies or legal professionals 

may need to follow proper legal procedures, such as obtaining subpoenas, search 

warrants, or court orders, to access the relevant data stored in the cloud. 

• Metadata and Audit Logs: Cloud services often maintain metadata and audit logs 

that can be valuable for digital evidence. Metadata, such as timestamps, access 

logs, and user activity records, can provide crucial context and help establish the 

authenticity and integrity of the evidence. These records may be used to track user 

actions, data transfers, or system relevant activities. 

• Chain of Custody and Authentication: Maintaining the chain of custody and 

ensuring the authenticity of digital evidence collected from the cloud is essential. 

Proper documentation, including timestamps, log files, and secure handling 

practices, must be followed to establish the integrity and the admissibility of the 

evidence in cloud. 

• Compliance and Data Security: Cloud service providers often implement 

security measures and comply with industry standards and regulations to protect 

customer data. The security and compliance posture of the cloud service provider 

should be considered when dealing with digital evidence in the cloud. 

3.6 Discussion 

In the Cloud Forensic Concepts chapter, we delved into the foundational principles of 

forensic investigation, establishing a comprehensive understanding of its historical evolution 

and critical importance in the digital age. We explored various types of forensics, from the 
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traditional realms to the emerging digital frontier, emphasizing the unique challenges posed 

by cloud computing environments. In this context, digital forensics took center stage, with its 

methodologies and techniques dissected for uncovering digital evidence. Finally, our journey 

led us to the evolving discipline of cloud forensics, where we acknowledged the necessity of 

adapting traditional forensic practices to the dynamic and complex nature of cloud-based 

technologies, setting the stage for a deeper exploration of this crucial field. 
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Chapter 4. Methodology 

 

4.1 Introduction 

The methodology introduces a cloud forensic framework, which will address the challenge of 

cloud forensic backlog which will enhance efficiency of digital investigations within cloud 

environments. The methodology defines cloud forensic framework, and integrates advanced 

techniques for data deduplication, and facilitate relevant data extraction by using topic 

modelling and check its performance using different machine learning models, and also helps 

prioritize those test cases which are of great priority, thus resulting in timely and fast 

investigation and for further analysis of data collected, we can use information extraction. 

Basically, this methodology offers a structured roadmap to solve the challenges posed by 

cloud forensic backlogs, ultimately ensuring the timely and proficient resolution of 

investigations in the dynamic landscape of cloud computing. This methodology gives a 

structured framework encompassing procedures, techniques, and tools tailored to navigate the 

intricacies of cloud-based digital evidence retrieval, preservation, analysis, and presentation. 

By providing a comprehensive roadmap for investigators and digital forensics experts, this 

methodology offers a strategic guide to mitigate complexities of cloud-related investigations 

and enhance accuracy and reliability of findings, thus contributing significantly to evolution 

of modern forensic practices. 

4.2 Centralised Cloud Forensic Evidence System  

A Centralized Cloud Forensic Evidence System represents a significant leap forward in 

streamlining the complex and often overwhelming task of cloud forensic investigations. This 

system employs a well-structured approach to reduce the cloud forensic backlog, employing a 

series of critical forensic processing stages: Cloud Forensic Evidence Collection, Disk Image 

Generation, and Classification of Pertinent Data as shown in Figure 4.1. This centralized 

system optimizes cloud forensic procedures by employing data deduplication, efficient disk 

image reconstruction, and machine learning-driven relevance assessment. By leveraging these 

techniques, it not only minimizes backlog but also enhances the overall efficiency and 

effectiveness of cloud forensic investigations, ultimately aiding in the pursuit of justice and 

security in cloud computing environments. 

4.2.1 Cloud Forensic Evidence Collection  

In the first stage, the Centralized Cloud Forensic Evidence Processing System initiates the 

collection of digital evidence from cloud-based sources. It utilizes a range of specialized tools 

and protocols to ensure the secure and reliable retrieval of data from various cloud platforms. 
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At this crucial stage, hash values are generated for each file obtained. These hash values serve 

a dual purpose - they not only confirm the integrity of the acquired data but also enable 

efficient data deduplication. The use of hash values facilitates the recognition of known 

illegal or benign files, effectively reducing redundancy in the forensic dataset. 

4.2.2 Disk Image Generation 

After the evidence acquisition process, system proceeds to reconstruct or generate forensic 

disk images. This step is vital for creating a coherent and forensically sound representation of 

the cloud environment under investigation. For virtualized cloud environments, employ 

authorized methods to create snapshots or images of virtual machines. Use forensically sound 

imaging tools to capture the entire state of the cloud instance, preserving volatile data and 

memory contents when possible. Verify the accuracy and completeness of disk image 

generation from cloud instances or virtual machines. Assess whether the generated disk 

images are faithful replicas of the original data in the cloud environment. Compare the 

extracted data with the original cloud data to confirm the integrity of the imaging process. By 

reconstructing disk images, the system ensures that all relevant data, including file structures 

and metadata, is preserved for analysis. This meticulous approach is fundamental in 

guaranteeing the completeness and accuracy of the investigation. 

Figure 4.1: Centralized Cloud Forensic Evidence System. 
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4.2.3 Classification of Pertinent Data 

The heart of the Centralized Cloud Forensic Evidence Processing System lies in its ability to 

extract relevant data efficiently. Here, the previously generated hash values play a pivotal 

role. Known files, identified through their hash values, serve as a foundational dataset for 

training machine learning models. These models, once trained, possess the capability to 

classify and prioritize files that are likely to be more pertinent to the investigation. This 

intelligent classification significantly reduces workload for theforensic analysts, enabling 

them to focus their attention on crucial evidence, expediting the entire forensic process. 

4.3 Cloud Forensic Analysis Techniques to Reduce Backlog 

There are different types of cloud forensic related analysis software in the market. By using 

these software’s, we can alleviate cloud forensic process particularly when we are dealing 

with substantial forensic data for investigations. We can collect cloud forensic evidence by 

two ways, one is extracting the deduplicated data, other is prioritizing forensic data. The 

processes of Known Data Acquisition and Unknown Data Relevancy and Prioritization are 

crucial steps that significantly enhance the efficiency and effectiveness of the cloud forensic 

investigations. 

4.3.1 Known Data Acquisition  

This process employs hashing techniques to eliminate duplicate data within the forensic 

dataset. Duplicate data can often clutter investigations and waste valuable time. By 

generating hash values for each file and comparing them, the system can quickly identify and 

eliminate redundant copies of files. Moreover, it also checks the existence of files within a 

central storage repository which is known file database, which contains records of files that 

are already recognized as illegal files or benign files. By referencing this database, the system 

can promptly classify files, further reducing the forensic workload. This deduplication 

process not only conserves storage space but also streamlines subsequent analysis. 

4.3.2 Unknown Data Relevancy and Prioritization 

After the deduplication phase, the focus shifts to extracting and prioritizing relevant data. 

This data typically starts as unlabelled and unstructured, making it challenging for 

investigators. However, through machine learning techniques, this data can be converted into 

labelled data. Machine learning models are trained on known files, including those flagged as 

illegal during previous investigations. These trained models can then be applied to the 

unlabelled data to identify files that are likely to be relevant to the current investigation. 

Importantly, this process involves using different detection models to flag potentially illegal 

files. These flagged files are then prioritized for closer examination in the cloud forensic 
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investigation. Prioritization is a key strategy for reducing backlog since it allows investigators 

to focus their efforts on the most critical and suspicious files first. Moreover, the data 

extracted during this phase, both labelled and flagged, can be used as valuable input for 

model training, continuously improving the system's ability to classify and prioritize new 

files in future investigations. 

4.4 Alleviating Cloud Forensic Backlog Methodology  

The Cloud Forensic Framework implemented as part of this research here is a comprehensive 

approach designed to effectively tackle the challenges associated with cloud-based digital 

investigations and reduce the backlog that often accumulates in such scenarios. This 

framework encompasses a series of interconnected processes that collectively streamline the 

investigation process and enhance its efficiency. The Cloud Forensic Process Flow 

constitutes the foundation of this framework, outlining a step-by-step guide to conducting 

cloud-related investigations, from evidence identification and collection to analysis and 

presentation. Alleviating Cloud Forensic Backlog Method is shown in Figure 4.2.  

4.4.1 Data Deduplication using Hashing 

A pivotal element of this framework is data deduplication by hashing, a technique that 

ensures the elimination of redundant data, thereby optimizing storage and expediting 

analysis. By employing cryptographic hashing algorithms, duplicate files within the cloud 

environment can be identified and removed, leading to a more streamlined investigation 

process. Data deduplication using hashing is a technique employed in digital forensics and 

data management to identify and eliminate redundant copies of data within a storage system, 

thereby optimizing storage space and improving efficiency. This process involves generating 

a unique hash value for each piece of data and comparing these hash values to identify 

duplicates. Hashing algorithms, such as MD5, SHA-1, and SHA-256, are commonly used for 

this purpose. 

4.4.2 Relevant Data Extraction and Prioritization 

To focus on the relevant data extraction and prioritization, the framework incorporates 

advanced data mining strategies. This involves intelligent data filtering techniques that sift 

through the data corpus, identifying and prioritizing information based on predefined criteria. 

This targeted approach not only accelerates the investigation but also enhances the precision 

of findings. Relevant data extraction and prioritization in cloud forensic investigations 

involve the systematic process of identifying, extracting, and organizing data that is pertinent 

to the investigation at hand. Given the vast amount of data stored in cloud environments, this 

process is crucial to streamline investigations, reduce backlog, & focus resources on most 

critical information. 
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4.4.3 Information Extraction 

By using Named Entity Recognition (NER) and Relation Extraction (RE) is a sophisticated 

approach employed in natural language processing and text analysis to identify specific 

entities within text data and understand the relationships between them. This technique has 

valuable applications in various domains, including cloud forensic investigations. To further 

enhance the information extraction phase, the framework integrates Named Entity 

Recognition (NER) utilizing BERT (Bidirectional Encoder Representations from 

Transformers). This natural language processing technique enables the identification of key 

entities within textual data, thereby aiding in the extraction of valuable information. Building 

upon NER, the framework incorporates relation extraction, a process that uncovers 

meaningful connections between entities within data. By identifying relationships, patterns, 

and interactions, this stage adds depth & context to investigation, potentially revealing hidden 

insights crucial to the case. 

Figure 4.2: Alleviating Cloud Forensic Backlog Method. 

4.5 Experimentation Design 

Designing an effective experimentation plan for the four processes involved in reducing 

cloud forensic backlog which include Disk Image Generation, Deduplication, Illegal File 

Detection, and Information Extraction. Here's a structured experimentation design for each of 

these processes: 

• Disk Image Generation using FTK Imager: Selected dataset includes cloud 

storage services, file types, and sizes. Before disk image generation, measure the 

initial forensic backlog by recording the total data volume and number of files 

within the chosen dataset. Generate disk images from the selected cloud 

environments using FTK Imager.  

• Deduplication using Hashing: We will use disk images generated in the first 

experiment. Then we will calculate hash values for all files in the dataset. And by 
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applying deduplication process using hashing we will identify and eliminate 

duplicate files. We will measure the reduction in data volume, the number of 

duplicate files removed, and time taken i.e., effective, and actual acquisition time 

for deduplication. We also verify that deduplication does not compromise data 

integrity by confirming that hash values match. 

• Illegal File Detection using LDA Model and Flagging Relevant Data: Prepare a 

labelled dataset containing known illegal and benign files. This dataset should be 

representative of cloud storage environments. Train the LDA model using the 

prepared dataset for classification of files. Apply the trained LDA model to the 

deduplicated dataset from the previous experiment. Flag files identified as 

potentially illegal. Measure the model's accuracy, precision, recall, and F1-score 

for illegal file detection. Also, track number of files flagged as relevant. Investigate 

flagged files to determine actual relevance to investigation. 

• Information Extraction using BERT and RE: For analysis apply BERT-based 

NER to extract named entities from the dataset. And using association rule mining 

to discover relationships between entities in the data. Evaluate the precision, recall, 

and F1-score for NER and assess quality of discovered associations for RE. 

4.6 Discussion 

The Centralised Cloud Forensic Evidence System represents a crucial advancement in the 

digital forensics in cloud environment, offering a centralized approach that harnesses a 

combination of Cloud Forensic Analysis Techniques to Reduce Backlog and an Alleviating 

Cloud Forensic Backlog Methodology. This integrated approach not only streamlines 

evidence processing but also enhances the effectiveness of investigations. By leveraging 

techniques such as data deduplication, efficient evidence acquisition, machine learning-based 

illegal file detection, and advanced information extraction, this system significantly reduces 

the backlog of cloud forensic cases, allowing investigators to focus their resources on the 

most relevant and critical tasks, ultimately improving the efficiency and accuracy of cloud 

forensic analysis. 
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Chapter 5. Cloud Forensic Framework for 

Reducing Backlog (CFFRB) 

 

5.1 Introduction 

Cloud investigation process refers to the systematic and methodical examination of digital 

evidence within cloud computing environments. It involves the identification, collection, 

preservation, analysis, and reporting of evidence related to security incidents, data breaches, 

unauthorized access, or other malicious activities occurring in cloud-based systems. The 

process typically begins with incident detection and reporting, followed by evidence 

identification and preservation, data collection, analysis, and finally, the generation of a 

comprehensive forensic report. Cloud investigation is necessary to uncover the truth behind 

cyber incidents, identify responsible parties, mitigate risks, and support legal proceedings. It 

helps organizations understand the extent of the compromise, assess the impact, and take 

appropriate actions to prevent future incidents. Cloud investigation process specifically 

focuses on digital evidence within cloud computing environments, considering the distributed 

nature, dynamic characteristics, and legal complexities associated with cloud systems. It 

requires specialized knowledge, collaboration with CSPs, and an understanding of cloud-

specific technologies to effectively investigate and analyse evidence in a forensically sound 

manner. 

While cloud investigation is a subset of digital forensics, it has some unique characteristics 

and considerations that differentiate it from traditional digital forensic processes. One key 

difference lies in the distributed nature of cloud computing. Cloud environments are 

composed of multiple servers, storage systems, and networks spread across different 

locations and managed by cloud service providers (CSPs). This requires investigators to 

understand and navigate the complex infrastructure and collaboration with CSPs to obtain 

access to relevant data and logs.  

Moreover, dynamic nature of cloud computing adds complexity to the investigation process. 

Virtual machines & resources can be provisioned, deprovisioned, or migrated, potentially 

affecting integrity and availability of evidence. Investigators need to consider potential 

volatility of cloud resources and ensure that evidence is properly preserved and is collected in 

a timely manner. Additionally, privacy & legal challenges related to jurisdiction and data 

protection arise in cloud investigations. Data may reside in different geographic locations or 

be subject to different laws & regulations. Investigators must work closely with legal teams 

to ensure compliance with applicable laws and regulations, obtain necessary permissions, & 

handle cross-border data transfer and storage related issues. 
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5.2 Cloud Forensic Investigation Process Flow 

The process flow of cloud forensics involves several key steps to effectively investigate and 

analyse digital evidence in a cloud computing environment. Throughout the process, 

collaboration with the CSP, legal teams, and other stakeholders is crucial. Effective 

communication, adherence to legal requirements, and proper documentation are essential to 

ensure a thorough and reliable cloud forensic investigation. The specific steps and techniques 

employed may vary depending on the nature of the incident, the cloud environment, and the 

available resources and tools. Cloud forensics requires a combination of technical expertise, 

knowledge of cloud computing architectures, and proficiency in digital forensic techniques to 

effectively investigate and analyse digital evidence within a cloud computing environment. 

After going through several research (Simou et al., 2014b, Simou et al., 2015, Simou et al., 

2016b) proposed a general cloud forensic process, which has 4 stages that were identification, 

Collection/Acquisition, Examination/Analysis, and presentation which is discussed in the 

cloud forensics and its concept chapter. But with our nature of investigation, we propose a 

cloud forensic process flow which have nine stages. Five stages of the process are key stages, 

which are incident identification and reporting stage, case initiation and planning stage, 

evidence collection and acquisition stage, evidence examination and analysis stage, and the 

last stage is presentation and legal proceedings. The cloud forensic process flow is depicted 

as fallow in Figure 5.1: 

 

Figure 5.1: Cloud Forensics Process Flow. 

5.2.1 Incident Identification and Reporting 

Incident identification and reporting is the initial step in the process for cloud forensic 

investigation. It involves recognizing and documenting the incident or suspicious activity that 

requires investigation within the cloud environment. Incident identification & reporting sets 

the foundation for a successful cloud forensic investigation. Timely detection and reporting 

of incidents enable rapid response and mitigation measures to minimize potential damage. 

Proper documentation and communication during this phase ensure that all relevant 
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information is captured and shared with the necessary parties, setting the stage for subsequent 

steps in the investigation process. 

Cloud forensic investigations often begin with the detection of an anomaly or an event that 

raises suspicion of unauthorized access, data breach, system compromise, or any other 

security incident. Detection mechanisms may include intrusion detection systems (IDS), 

security monitoring tools, log analysis, or reports from users or system administrators. Once 

an anomaly or incident is detected, it is important to triage the incident to determine its 

severity and prioritize investigation efforts. Initial assessment involves understanding the 

nature of the incident, potential impact, and any immediate actions required to contain or 

mitigate the situation. The incident needs to be promptly reported to the appropriate 

stakeholders, including the cloud service provider (CSP) and internal security teams. A 

formal incident report should be prepared, documenting key details such as the date and time 

of the incident, a brief description of the event, and any available evidence or indicators. 

Gather as much information as possible about the incident, including logs, system alerts, user 

reports, network traffic captures, or any other relevant data sources. Document the sources 

and locations of the potential evidence to ensure it can be later retrieved and analysed during 

the investigation. Notify all necessary parties involved in the investigation process, such as 

the incident response team, legal and compliance teams, and senior management. Establish 

clear lines of communication and coordination to ensure effective collaboration among 

different stakeholders. Take immediate steps to preserve the integrity of potential digital 

evidence. Secure the affected cloud resources, systems, or accounts to prevent further 

compromise or alteration of evidence. Work closely with the CSP to ensure that necessary 

data and logs are preserved and not overwritten or deleted. 

5.2.2 Case Initiation and Planning 

Case initiation and planning is a crucial phase in the process for cloud forensic investigation. 

It involves setting the foundation for the investigation by defining the scope, objectives, and 

timeline, as well as identifying the resources and strategies required to conduct a thorough 

examination. Case initiation marks the official start of the cloud forensic investigation after 

an incident has been identified and reported. An investigator or forensic examiner is assigned 

to lead the investigation and coordinate the activities involved. The investigator gathers initial 

information about the incident, reviews the incident report, and identifies key stakeholders. 

The planning phase involves developing a comprehensive strategy to guide the investigation 

process. In this we define the scope and objectives of the investigation, including the specific 

areas, systems, or cloud resources to be examined. Identifying the legal and regulatory 

requirements that apply to the investigation, ensuring compliance with privacy laws and 

obtaining necessary permissions. Also determining the available resources, such as personnel, 
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tools, and budget, needed to conduct the investigation effectively. And establishing a timeline 

or schedule, by considering any critical deadlines, dependencies, or constraints. 

5.2.3 Evidence Identification and Preservation 

Evidence identification and preservation is a crucial phase in the process for cloud forensic 

investigation. It involves identifying potential sources of digital evidence within the cloud 

environment, such as virtual machines, storage accounts, logs, and network data. And 

collaborating with the CSP to ensure the preservation of relevant evidence by securing access 

to the affected resources and taking forensic copies or snapshots of the data. And establishing 

a proper chain of custody to maintain the integrity of the evidence. By properly identifying 

and preserving evidence, investigators can lay the foundation for subsequent analysis and 

interpretation, contributing to the overall success of the investigation process. 

The identification of evidence begins by determining the potential sources of digital evidence 

within the cloud environment. This includes identifying relevant cloud resources, such as 

virtual machines, storage accounts, databases, logs, and network data. Investigate potential 

artifacts that may contain evidence, such as user accounts, access logs, system configurations, 

or communication records. Once potential evidence is identified, preservation measures must 

be implemented to maintain its integrity and prevent tampering. Collaborate with the cloud 

service provider (CSP) to ensure the preservation of relevant evidence. Securing access to 

affected cloud resources to prevent unauthorized modifications or deletion of data. And 

taking forensic copies or snapshots of the data to create a replica for analysis, while ensuring 

the original evidence remains untouched. And lastly maintain a strict chain of custody to 

track the handling and movement of evidence, documenting each transfer to ensure its 

admissibility in legal proceedings. We should keep in mind that cloud environments may 

present unique challenges for evidence identification and preservation due to their distributed 

and shared nature. Consider the dynamic nature of cloud resources, where data can be 

replicated or moved across different data centres or regions and data encryption and 

decryption processes, as well as the availability and retention policies set by the CSP. Also, 

considering any legal or contractual obligations regarding data preservation and privacy. 

5.2.4 Cloud Service Provider Cooperation 

In the ongoing cloud forensic process, we establish communication and collaboration with 

the cloud service provider to understand their infrastructure, logging mechanisms, and 

available resources. Request and collect relevant information from the provider, such as 

access logs, configuration details, and virtual machine snapshots. Cloud Service Provider 

(CSP) cooperation plays a vital role in the process of cloud forensic investigation. As cloud 
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environments are managed and controlled by CSPs, their active participation and cooperation 

are essential to access and retrieve relevant information. 

CSPs have a responsibility to comply with legal and regulatory requirements regarding data 

access, retention, and disclosure. Cooperation from CSPs ensures that investigators can 

obtain the necessary permissions and access rights to conduct the investigation within the 

boundaries of the law. CSPs control the infrastructure and resources within the cloud 

environment, including virtual machines, storage, networks, and logs. They allow 

investigators to gain authorized access to these resources, enabling the collection of relevant 

evidence. CSPs play a critical role in preserving and retaining data within their cloud 

infrastructure. CSPs ensures that the relevant data is not inadvertently modified, deleted, or 

overwritten during the investigation process. CSPs possess valuable technical knowledge and 

expertise about their cloud platforms and services. CSPs can provide investigators with 

insights, guidance, and technical assistance in navigating the cloud environment and 

retrieving evidence effectively. Effective communication and prompt response from CSPs are 

crucial for the smooth progress of the investigation. CSPs can responding to queries, 

providing necessary documentation, and assisting in resolving technical issues expedites the 

investigation process. CSPs' cooperation in maintaining the chain of custody and preserving 

the forensic integrity of evidence is essential. Their assistance in documenting the handling, 

transfer, and storage of evidence ensures its admissibility and reliability in legal proceedings. 

5.2.5 Evidence Collection and Acquisition 

Evidence collection and acquisition in the process of cloud forensic investigation is a crucial 

step that involves gathering relevant digital evidence from cloud resources. We Employ 

appropriate forensic tools and techniques to collect data from the identified cloud resources 

and capturing network traffic, system logs, and user activities within the cloud environment 

and collecting relevant metadata, including timestamps, user identifiers, and file attributes 

associated with the evidence. 

Data collection and acquisition focus on identifying and retrieving electronic evidence from 

various cloud sources, such as virtual machines, storage systems, databases, and network 

logs. Forensic investigators employ specialized tools and techniques to acquire the data in a 

forensically sound manner, ensuring its integrity and preserving the chain of custody. The 

methods used for data collection may include creating forensic copies or snapshots of cloud 

resources, extracting relevant files and metadata, and capturing network traffic. Collaboration 

with cloud service providers (CSPs) is necessary to gain access to the cloud resources and 

obtain the required permissions and credentials. Proper documentation of the data collection 

process, including timestamps, file attributes, and relevant metadata, ensures the admissibility 

and reliability of the acquired evidence. Data collection and acquisition phase are essential 
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for building a comprehensive and accurate picture of the digital evidence within the cloud 

environment. It provides the foundation for subsequent analysis and interpretation, enabling 

investigators to uncover insights, establish facts, and support legal proceedings. By 

employing robust methodologies and working closely with CSPs, forensic investigators can 

effectively collect and acquire the necessary data for a thorough cloud forensic investigation. 

5.2.6 Evidence Examination and Analysis 

Evidence examination and analysis in cloud forensic investigation require a combination of 

technical expertise, analytical skills, and a deep understanding of cloud technologies. It 

enables investigators to derive meaningful insights from the collected evidence, reconstruct 

events, and provide valuable information for legal proceedings or incident response. By 

effectively analysing and reconstructing the data, investigators can draw conclusions, make 

informed decisions, and contribute to the resolution of the cloud-related incident or crime at 

hand. It analyses the collected data to reconstruct events and identify potential digital artifacts 

relevant to the investigation and examine log files, access records, and user activity logs to 

trace the activities within the cloud environment to correlate different data sources to 

establish timelines and relationships between cloud resources and user actions. 

It involves examining and interpreting the collected digital evidence to reconstruct events and 

uncover relevant information. Data analysis and reconstruction aim to make sense of the 

acquired digital evidence and identify patterns, correlations, and relationships among 

different data points. Investigators employ various techniques and tools to analyze the data, 

such as data mining, keyword searches, timeline analysis, and correlation analysis. The 

analysis may involve reconstructing activities, timelines, and user interactions within the 

cloud environment to understand the sequence of events and the actions taken by relevant 

parties. Investigators may also utilize forensic techniques to recover deleted or modified data, 

decrypt encrypted information, and extract hidden or obscured information. The findings 

from the data analysis phase help in establishing facts, identifying potential culprits or 

malicious activities, and supporting the overall investigation process. 

5.2.7 Artifact Interpretation and Extraction 

Artifact interpretation and extraction require a deep understanding of cloud technologies, file 

systems, network protocols, and system configurations. Investigators need to be proficient in 

using forensic tools and techniques to accurately extract, analyse, and interpret the artifacts 

within the cloud environment. The insights gained from this phase contribute to building a 

comprehensive understanding of the digital evidence and provide valuable information for 

further investigation, incident response, or legal proceedings. We extract and interpret 

relevant digital artifacts, such as files, emails, databases, or application data, from the 
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collected evidence and recovering deleted or hidden data using appropriate forensic 

techniques. Also analysing encryption mechanisms, if applicable, and attempt to recover 

encrypted data, if necessary. 

It involves analysing and extracting relevant artifacts from the digital evidence collected 

during the investigation. Artifact interpretation and extraction focus on identifying and 

interpreting various artifacts present within the digital evidence, such as files, logs, metadata, 

system configurations, and user activities. Investigators utilize specialized tools and 

techniques to extract and analyse these artifacts, uncovering valuable information related to 

user actions, system events, communication patterns, and potential security breaches. The 

interpretation of artifacts helps investigators understand the context, significance, and 

potential implications of the evidence within the cloud environment. Common artifacts that 

are examined and interpreted include file metadata, email headers, browser history, system 

logs, network traffic logs, and user account information. By extracting and interpreting 

artifacts, investigators can reconstruct events, establish timelines, identify key actors, and 

gather evidence to support their findings. 

5.2.8 Document Validation and Reporting 

Document the findings, analysis processes, and techniques used during the investigation. 

Prepare a comprehensive forensic report that presents the evidence in a clear and concise 

manner. Include relevant details such as timestamps, activities, findings, and any other 

information that supports the investigation. It involves documenting the entire investigation 

process and preparing comprehensive reports to present the findings and conclusions. 

Investigators maintain detailed records of the evidence collected, the analysis performed, and 

the actions taken throughout the investigation process. Validation in cloud forensic 

investigation involves verifying the accuracy and integrity of the collected evidence, analysis 

results, and conclusions drawn from the investigation. Validation helps ensure that the 

evidence and analysis are reliable, consistent, and free from errors or biases. 

Comprehensive reports are prepared to summarize the investigation process, present the 

findings, and provide a clear overview of the evidence and its significance. The reports 

include a description of the investigation objectives, the methodologies used, the analysis 

performed, and the conclusions drawn based on the findings. Additionally, the reports may 

include recommendations for future actions, suggestions for improving security measures, 

and any legal or regulatory implications that arise from the investigation. Effective 

documentation and reporting ensure transparency, accountability, and traceability throughout 

the cloud forensic investigation. It provides a clear and organized record of the investigation 

process, allowing stakeholders to understand the methodology used and the validity of the 

findings. Furthermore, the documentation and reports serve as essential artifacts for legal 
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proceedings, enabling the presentation of the investigation's findings and supporting the case 

in a court of law if necessary. 

5.2.9 Presentation and Legal Proceedings 

Present the forensic findings as expert testimony, if required, in legal proceedings. 

Collaborate with legal professionals to ensure the admissibility of the digital evidence in 

court. Assist in the preparation of legal strategies based on the forensic analysis. It's important 

to note that the specific steps and techniques may vary depending on the cloud environment, 

the nature of the investigation, and the available resources and tools. Cloud forensics requires 

a combination of technical expertise, knowledge of cloud computing architectures, and 

proficiency in digital forensic techniques to effectively investigate and analyse digital 

evidence within a cloud computing environment. This phase is critical for the effective 

utilization of the investigation results and the pursuit of legal actions, if necessary. By 

presenting the findings in a compelling and accurate manner, investigators facilitate decision-

making, support legal proceedings, and contribute to the resolution of the cloud-related 

incident or crime. Effective collaboration with legal teams ensures that the investigation 

results are properly interpreted and can be effectively used in the legal process. 

Investigators communicate results, analysis, and conclusions to stakeholders, such as 

management, legal teams, or law enforcement agencies. Investigators prepare and deliver 

presentations that summarize the investigation process, highlight key findings, and provide a 

comprehensive overview of the evidence and its significance. The presentation may include 

visual aids, such as charts, graphs, or timelines, to effectively convey complex information 

and make it accessible to non-technical audiences. Clear and concise communication of the 

findings ensures that stakeholders understand the implications, can make informed decisions, 

and take appropriate actions based on the investigation results. In legal proceedings, 

investigators may be required to present their findings and provide expert testimony to 

support the case. Investigators collaborate with legal teams to ensure that the investigation 

findings and evidence comply with legal requirements, regulations, and standards. 

5.3 Cloud Forensic Constraints for Reducing Backlog 

Cloud forensic constraints play a pivotal role in shaping strategies to reduce backlog in cloud 

forensic investigations. These constraints stem from the unique characteristics of cloud 

environments and influence the methodologies and techniques used in tackling the backlog. 

Some key cloud forensic constraints relevant to reducing the backlog include: 

• Virtualization and Abstraction: The virtualized nature of cloud resources 

complicates direct access to physical hardware, hindering traditional forensic 
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practices. Investigators must navigate the abstraction layers introduced by 

virtualization while preserving evidence integrity. 

• Data Distribution and Fragmentation: Cloud data can be dispersed across 

various geographical locations and storage nodes, making evidence collection 

complex. Strategies to efficiently gather fragmented data while maintaining a 

coherent investigative trail are crucial. 

• Multi-Tenancy: Cloud environments often involve multiple clients sharing the 

same infrastructure. Investigators must navigate data segregation challenges to 

ensure the integrity of collected evidence and prevent cross-contamination. 

• Dynamic Resource Allocation: Cloud resources can be dynamically allocated and 

de-allocated, impacting the stability of evidence over time. Developing methods to 

capture the state of resources at a specific point and preserve evidence through 

dynamic changes is essential. 

• Encryption and Access Control: Strong encryption and access controls are 

common in cloud services. While enhancing data security, these mechanisms 

challenge investigators' access to relevant data. Overcoming encryption barriers 

without compromising security is a constraint that demands innovative solutions. 

• Jurisdictional Complexity: Cloud data may be stored in various jurisdictions, 

necessitating compliance with different legal frameworks. Managing cross-border 

investigations and adhering to varying regulations can be complex and time-

consuming. 

• Evidence Integrity: Ensuring the integrity and authenticity of evidence in a highly 

distributed and dynamic cloud environment poses a significant challenge. 

Strategies for maintaining evidence integrity despite changes in resource allocation 

are essential. 

• Lack of Standardization: The lack of standardized cloud forensics procedures 

and tools can lead to inconsistencies in investigations. Developing adaptable 

approaches that account for variations among cloud providers is critical. 

• Scale and Volume: Cloud environments handle vast amounts of data, leading to 

challenges in collecting, processing, and analysing large datasets efficiently. 

Scalable techniques for evidence handling and analysis are crucial. 

• Logging and Audit Trails: Cloud providers maintain extensive logs and audit 

trails, but these can be dispersed across services. Extracting, aggregating, and 



41  

interpreting these logs efficiently to reconstruct events is a constraint that requires 

specialized techniques. 

• Resource Limitations: Cloud service providers often impose limitations on 

investigative resources, affecting the scope and efficiency of analysis. Developing 

resource-efficient methods while maintaining investigation quality is essential. 

Addressing these constraints through innovative methodologies and techniques is essential to 

effectively reduce the backlog of cloud forensic cases. Each constraint presents a unique 

challenge that requires tailored solutions to ensure the timely and accurate resolution of 

investigations. 

5.4 Cloud Forensic Framework for Reducing Backlog (CFFRB) 

Cloud forensic investigations involve the collection, analysis, and preservation of digital 

evidence from cloud environments to uncover security breaches, data breaches, and other 

cybercrimes. As the volume of digital data generated in cloud environments continues to 

grow, a backlog of forensic cases can accumulate, leading to delays in investigations, 

potential loss of evidence, and compromised security. To address this challenge, a Cloud 

Forensic Framework for Reducing Backlog (CFFRB) has been developed. 

The Cloud Forensic Framework for Reducing Backlog is a systematic approach designed to 

streamline and speed up conducting forensic investigations in cloud environments as shown 

in Figure 5.2. It combines various techniques, tools, and methodologies to enhance the 

efficiency and effectiveness of cloud forensic activities while minimizing the backlog of 

pending cases. The framework encompasses the following key elements: 

• Automated Data Collection: Traditional forensic processes often involve manual 

data collection, which can be time-consuming and error prone. CFFRB emphasizes 

use of automated data collection tools & scripts to gather relevant evidence from 

cloud platforms. This reduces time required for data acquisition and minimizes 

chances of human errors. 

• Scalable Analysis: Cloud environments generate massive amounts of data. 

CFFRB promotes the use of scalable analysis techniques, such as parallel 

processing and distributed computing, to accelerate the examination of evidence. 

By leveraging inherent scalability of cloud resources, investigators can analyse 

data faster and reduce backlog. 

• Prioritized Case Management: Not all forensic cases have same level of 

urgency. CFFRB implements case prioritization mechanism that ensures critical 
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cases are addressed promptly while less critical cases are managed efficiently 

without overwhelming the investigative team. 

• Centralized Evidence Repository: Storing evidence in a centralized repository 

within the cloud environment enhances accessibility, collaboration, and security. 

CFFRB recommends the use of secure cloud storage solutions to store and manage 

evidence, making it easier for forensic analysts to access and share information.  

Figure 5.2: Cloud Forensics Framework for Reducing Backlog (CFFRB). 
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• Machine Learning and AI: Leveraging machine learning and artificial 

intelligence (AI) can significantly speed up the analysis process by automating 

tasks such as pattern recognition, anomaly detection i.e., our case we detected 

fraudulent emails by using LDA, and correlation of evidence. CFFRB integrates 

these technologies to assist investigators in identifying relevant information more 

rapidly. 

• Real-time Monitoring: Implementing real-time monitoring and alerts within the 

cloud environment helps detect and respond to security incidents promptly. By 

addressing potential threats early, framework reduces the number of cases that may 

lead to backlogs. 

• Collaborative Workflows: CFFRB promotes collaboration among various 

stakeholders, including forensic analysts, legal teams, and IT personnel. This 

collaborative approach ensures that investigations proceed smoothly, with insights 

from different perspectives contributing to more comprehensive results. 

Cloud Forensic Framework for Reducing Backlog (CFFRB) is a comprehensive approach 

that is designed to tackle the growing backlog of cloud forensic cases. By incorporating 

automation, scalability, prioritization, centralized storage, advanced technologies like 

machine learning, and collaborative workflows, the framework aims to expedite 

investigations, enhance accuracy, and improve overall cloud security. As cloud computing 

continues to evolve, CFFRB serves as a crucial tool to address the challenges of digital 

forensics in the cloud era. 

5.5 Discussion 

The chapter outlined a structured Cloud Forensic Investigation Process Flow, providing a 

step-by-step guide to navigate the complexities of cloud-based environments efficiently. We 

also explored the unique constraints posed by cloud forensics in the context of backlog 

reduction, emphasizing the need for adaptive methodologies and specialized tools. The Cloud 

Forensic Framework for Reducing Backlog (CFFRB) emerged as a pivotal solution, 

orchestrating the integration of deduplication, efficient data extraction, machine learning-

based prioritization, and intelligent information extraction techniques. By addressing these 

critical aspects, CFFRB offers a holistic strategy to enhance the effectiveness and timeliness 

of cloud forensic investigations while reducing the backlog, ultimately contributing to 

improved security and accountability in cloud computing environments. 
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Chapter 6. Data Deduplication of Cloud Forensic 

Evidence 

 

6.1 Introduction 

Data deduplication is a technique used to reduce storage needs by identifying and eliminating 

duplicate data. It involves analysing data to identify identical data blocks and storing only 

one copy of each block, with subsequent references pointing to the original copy. This can 

help to save storage space and reduce costs, particularly in large-scale storage environments 

such as data centres. There are several different types of data deduplication techniques, 

including: 

• File-level deduplication: Identifying & removing duplicate, regardless of their 

contents. 

• Block-level deduplication: Identifying & removing duplicate blocks of data 

within files. 

• Inline deduplication: Performing deduplication in real-time as data is being 

written. 

• Post-process deduplication: Performing deduplication after data written to 

storage. 

Data deduplication is widely used in backup and disaster recovery applications, as it can help 

to reduce backup times and storage requirements. It is also used in virtualized environments, 

where multiple virtual machines may share common data blocks. 

However, it is important to note that data deduplication can be resource-intensive and may 

have an impact on system performance. It is therefore important to carefully consider the use 

of data deduplication and to choose a deduplication approach that is appropriate for the 

specific storage environment and workload. 

The main goal of data deduplication is to reduce the amount of storage space required to store 

data by identifying and eliminating duplicate data. This can be achieved by using algorithms 

to compare data and identifying duplicate copies. Once duplicates are identified, only one 

copy of the data is stored, and subsequent references to that data point to the single copy. 

Data deduplication has become increasingly important in recent years due to the explosion of 

digital and cloud data, which has led to growing storage needs and increased costs. By 

reducing the amount of data that needs to be stored, deduplication can help organizations 
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save on storage costs, improve backup and disaster recovery times, and increase the overall 

efficiency of their data management processes. 

In addition to its storage benefits, data deduplication can also help to improve data integrity, 

as it ensures that only one copy of a piece of data is stored, eliminating the risk of conflicting 

or inconsistent copies of data. This can be particularly important in fields such as healthcare 

and finance, where data accuracy and consistency are critical. Overall, the main goal of data 

deduplication is to improve the efficiency and effectiveness of data storage and management 

processes by reducing storage requirements and improving data integrity. 

6.2 Data Deduplication to Reduce Storage in Cloud Forensics 

Data deduplication can be an effective way to reduce storage requirements of forensic 

evidence. In cloud forensics, cloud investigators often deal with large amounts of data, 

including disk images, mobile phone backups, and other types of digital evidence extracted 

from cloud environment. Deduplication can help to reduce the amount of storage required for 

this data by identifying and removing duplicate data. There are several advantages to using 

data deduplication in cloud forensics: 

• Reduced storage requirements: By identifying and removing duplicate data, 

deduplication can significantly reduce the amount of storage required to store 

digital evidence. This can save time and money in terms of hardware and storage 

costs. 

• Faster data processing: Deduplication can also speed up the data processing and 

analysis phase of digital forensics. With less data to process, investigators can 

analyse the evidence more quickly and efficiently. 

• Improved accuracy: By removing duplicate data, investigators can be sure that 

they are only analysing unique data, which can improve the accuracy of their 

findings. 

• Preservation of original evidence: Deduplication can help to preserve the 

original evidence by removing duplicate copies. This can be important in legal 

cases, where the authenticity and integrity of the evidence must be maintained. 

However, it is important to note that data deduplication should be carried out carefully to 

avoid the loss of important evidence. Investigators should use reliable and accurate 

deduplication tools and should have a clear understanding of the data being processed. They 

should also ensure that the original evidence is preserved and that any duplicates that are 

removed are properly documented. 
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6.3 Data Deduplication Process 

Deduplication process is to reduce the storage footprint of data while maintaining its integrity 

and accessibility. The specific method and implementation of deduplication may vary 

depending on factors such as the type of data, the available storage resources, the desired 

level of deduplication, and the performance and security requirements of the system. The 

process of deduplication as shown in Figure 6.1, which typically involves the following steps: 

Figure 6.1: Data Deduplication Process Flow. 

• Identify the data to be deduplicated: This can include files, databases, backups, 

archives, or other types of data that contain duplicate information. 

• Create a hash of each data block: A hash function is used to create a fixed-size 

digital fingerprint of each block of data. This fingerprint is unique to the content of 

the block and is used to identify duplicates. 

• Compare the hashes: The hashes are compared to identify duplicate blocks. This 

can be done using a hash table or other data structure that allows fast lookup and 

comparison. 

• Replace duplicate blocks with pointers: When a duplicate block is found, it is 

replaced with a pointer or reference to the original block. This eliminates 

redundant data and saves storage space. 

• Maintain integrity and security: Deduplication can introduce potential risks to 

data integrity and security, such as data loss, corruption, or unauthorized access. 

Therefore, it is important to implement safeguards such as data backup, 

encryption, access control, and error checking to ensure that the deduplication 

process is reliable and secure. 
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• Monitor and optimize performance: Deduplication can also affect system 

performance, particularly during the initial deduplication phase or when processing 

large amounts of data. Therefore, it is important to monitor performance metrics 

such as CPU usage, memory consumption, and I/O throughput, and to optimize the 

deduplication process as needed to minimize impact on system performance. 

6.4 Data Deduplication Process Implementation 

The deduplication process involves a combination of analysis, hashing, comparison, and 

replacement techniques to eliminate duplicate content and optimize storage efficiency. The 

specific implementation and configuration of the process may vary depending on factors such 

as the type and volume of data, the available storage resources, and the performance and 

security requirements of the system. To calculate the number of duplicate files in a 

deduplication process using Python, we can follow these general steps: 

• Traverse the file system: Use a library like ‘os’ or ‘glob’ to recursively traverse 

the file system and identify all the files. 

• Compute hash values: Compute hash values for each file using hash algorithm 

like SHA256 or MD5. You can use the ‘hashlib’ module in Python for this task. 

• Store hash values: Store the hash values in a dictionary or a list to keep track of 

the number of times each hash value occurs. 

• Count duplicates: Iterate through the hash values and count the number of 

occurrences of each hash value. If the hash value occurs more than once, it 

indicates that there are duplicate files. 

• Measure acquisition speed: Measure the time it takes to traverse the file system 

and compute the hash values for each file. You can use the ‘time’ module in 

Python to measure the time taken by a particular section of code. 

6.5 Evaluating Generated Test Disk Images  

FTK Imager is a digital forensic tool that is often used to create forensic images of storage 

media, such as hard drives and USB drives. When you use FTK Imager to create an image of 

a drive, it typically creates two ADI (Autodesk Device Interface) files as output: a data file 

and a metadata file. The data file contains a bit-for-bit copy of the data on the drive, while the 

metadata file contains information about the drive and the image itself, such as the date and 

time of creation, the type of drive, the size of the image, and so on. The metadata file also 

includes a hash value, which is a digital fingerprint of the image that can be used to verify its 

integrity. Table 6.1 provides a list of information related to data acquisition and deduplication 



48  

from various image files. Each entry includes details about the initial size of the files, the 

number of deduplicated files removed, the size after deduplication, actual acquisition speed, 

effective acquisition speed, CPU execution speed, and the acquisition start and finish times. 

Sr.no. Image File Image Size Total Files File 

System 

Operating System 

1 Imagefile1.ad1 

 

2.78 GB 5,984 Files, 160 

Folders 

NTFS Windows 11, 

64-bit OS 

2 Imagefile2.ad1 22.24 GB 4,385 Files, 350 

Folders 

NTFS Windows 11,  

64-bit OS 

3 Imagefile3.ad1 1.60 GB 47,227 Files, 

8,831 Folders 

NTFS Windows 11,  

64-bit OS 

4 Imagefile4.ad1 

 

7.42 GB 2,410 Files, 416 

Folders 

NTFS Windows 11,  

64-bit OS 

5 Imagefile5.ad1 

 

18.12 GB 6,998 Files, 205 

Folders 

NTFS Windows 11,  

64-bit OS 

6 Imagefile6.ad1 

 

0.74 GB 745 Files,  

175 Folders 

NTFS Windows 11,  

64-bit OS 

7 Imagefile7.ad1 

 

4.93 GB 944 Files,  

89 Folders 

NTFS Windows 11,  

64-bit OS 

Table 6.1: Image Files with information. 

Figure 6.2: Disk Images with Different Sizes. 
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Figure 6.3: Creating Disk Image. 

The above Table 6.1, shows image files created with different sizes as also shown in Figure 

6.2, and also about files and folders every image files contains, as shown in Figure 6.4 and 

tell us what is the system type, in this case we are on NTFS file system, and our operating 

system is windows operating system, which is windows 11, with 64-bit operating system, 

imagefile1.ad1 that is an image file while it can have several meta files with all the 

information stored in them. Above, it is shown how a disk image is created using FTK imager 

in Figure 6.3. 

Figure 6.4: Number of Files and Folders in Disk Image. 
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In FTK imager the created disk image is checked before and after the disk creation to ensure 

that it has same files, and its integrity is confirmed. So, after the disk image creation it 

verifies results by comparing two hashes and match the results. In figure 6.5, image summary 

is shown, case information with evidence number and image file name, the information 

related to examiner is mentioned, a unique MD5, SHA1 hash of image file is created, and 

above image information is mentioned with image files name and disk image type as shown 

in Figure 6.5.    

Figure 6.5: Disk Image Summary. 

6.6 Actual & Effective Acquisition Speed & Disk Size Comparison 

Table gives below is an overview of how the deduplication process performed for each the 

image file, which we selected as evident from the Table 6.2, including details about the 

reduction in file size, the number of duplicate files removed, and the speed of the process. 

The acquisition start and finish times give an idea of the duration of the process for each file. 

The effective acquisition speed considers the initial size of the files and provides insight into 

how efficiently the deduplication process worked. Following are formulas for calculation. 

Following are some equations (1), (2), (3) that we used for calculations.  

𝑎𝑐𝑞𝑢𝑖𝑠𝑖𝑡𝑖𝑜𝑛_𝑡𝑖𝑚𝑒 = 𝑒𝑛𝑑_ 𝑡𝑖𝑚𝑒 − 𝑠𝑡𝑎𝑟𝑡_ 𝑡𝑖𝑚𝑒                                             (1) 

𝑎𝑐𝑡𝑢𝑎𝑙_𝑠𝑝𝑒𝑒𝑑 =
𝑓𝑖𝑛𝑎𝑙_𝑠𝑖𝑧𝑒

𝑎𝑐𝑞𝑢𝑖𝑠𝑖𝑡𝑖𝑜𝑛_𝑡𝑖𝑚𝑒
                                             (2) 

𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒_𝑠𝑝𝑒𝑒𝑑 =
𝑖𝑛𝑖𝑡𝑖𝑎𝑙_𝑠𝑖𝑧𝑒

𝑎𝑐𝑞𝑢𝑖𝑠𝑖𝑡𝑖𝑜𝑛_𝑡𝑖𝑚𝑒
                                             (3) 
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Sr.no. Initial Image Information After Deduplication 

 

1 Imagefile1.ad1 / Initial size of the files: 2.78 GB / Deduplicate files removed: 142 files. 

Size after deduplication: 2.64 GB / Actual acquisition speed: 21.81 MB/s. 

Effective acquisition speed: 23.00 MB/s  / CPU execution speed: 17.11 MB/s. 

Acquisition started time: 13:51:27 / Acquisition finished time: 27 13:53:22. 

2 Imagefile2.ad1 / Initial size of the files: 22.24 GB / Deduplicate files removed: 906 files. 

Size after deduplication: 19.59 GB / Actual acquisition speed: 41.05 MB/s 

Effective acquisition speed: 46.60 MB/s / CPU execution speed: 120.56 MB/s 

Acquisition started time: 14:27:39 / Acquisition finished time: 14:35:14 

3 Imagefile3.ad1 / Initial size of the files: 1.60 GB / Deduplicate files removed:24365files. 

Size after deduplication: 1.23 GB / Actual acquisition speed: 0.91 MB/s 

Effective acquisition speed: 1.18 MB/s / CPU execution speed: 56.84 MB/s 

Acquisition started time: 03:32:23 / Acquisition finished time: 03:53:55 

4 Imagefile4.ad1 / Initial size of the files: 7.42 GB / Deduplicate files removed: 204 files. 

Size after deduplication: 7.34 GB / Actual acquisition speed: 32.95 MB/s 

Effective acquisition speed: 33.32 MB/s / CPU execution speed: 43.77 MB/s 

Acquisition started time: 23:04:40 / Acquisition finished time: 23:08:13 

5 Imagefile5.ad1 / Initial size of the files: 18.12 GB / Deduplicate files removed: 371files. 

Size after deduplication: 18.07 GB / Actual acquisition speed: 43.01 MB/s 

Effective acquisition speed: 43.11 MB/s / CPU execution speed: 89.39 MB/s 

Acquisition started time:  23:34:37 / Acquisition finished time: 23:41:18 

6 Imagefile6.ad1 / Initial size of the files: 0.74 GB / Deduplicate files removed: 491 files. 

Size after deduplication: 0.38 GB / Actual acquisition speed: 19.31 MB/s 

Effective acquisition speed: 37.52 MB/s / CPU execution speed: 4.58 MB/s 

Acquisition started time: 03:05:39 / Acquisition finished time: 03:05:58 

7 Imagefile7.ad1 / Initial size of the files: 4.93 GB / Deduplicate files removed: 6 files. 

Size after deduplication: 4.93 GB / Actual acquisition speed: 56.19 MB/s 

Effective acquisition speed: 56.19 MB/s / CPU execution speed: 28.33 MB/s 

Acquisition started time: 03:10:27 / Acquisition finished time: 03:11:51 

Table 6.2: Image Files with Information After Data Deduplication. 

In the dataset of acquired image files, deduplication played a crucial role in optimizing 

storage efficiency and reducing redundancy. Across the different image files, a varying 

number of duplicate files were identified and subsequently removed. For instance, in the case 

of 'Imagefile1.ad1,' a total of 142 duplicate files were detected and eliminated as shown in 

Figure 6.6. Similarly, 'Imagefile2.ad1' had a substantial 906 duplicates removed, highlighting 

the potential for data redundancy in large-scale acquisitions. The process significantly 

impacted the sizes of these image files. For 'Imagefile1.ad1,' the initial size of 2.78 GB was 
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reduced to 2.64 GB after deduplication. Similarly, 'Imagefile2.ad1' saw its initial size of 

22.24 GB shrink to 19.59 GB. This emphasizes the value of deduplication in freeing up 

valuable storage space and streamlining data organization as shown in Figure 6.8. 

 Figure 6.6: Number of Duplicates in Disk Images. 

Beyond the first two image files, the impact of deduplication was also evident in the 

subsequent data sets. 'Imagefile3.ad1,' for instance, experienced a remarkable reduction in 

size from an initial 1.60 GB to a final 1.23 GB, because of eliminating a staggering 24,365 

duplicate files. The pattern persisted in 'Imagefile4.ad1,' which witnessed a decrease from 

7.42 GB to 7.34 GB after the removal of 204 duplicate files. Similarly, 'Imagefile5.ad1' and 

'Imagefile6.ad1' showcased the effectiveness of deduplication, as the initial sizes of 18.12 GB 

and 0.74 GB respectively, were substantially reduced to 18.07 GB and 0.38 GB as shown in 

Figure 6.8. Following Figure 6.7 shows experimentation of Imagefile5.ad1. 

Figure 6.7: Experimentation of Disk Image file 5. 
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Figure 6.8: Initial and Final Size Comparison after Deduplication. 

Beyond the reduction in file sizes, the process of deduplication also had a discernible impact 

on the acquisition speed. The effective acquisition speed considers not only the actual 

acquisition speed but also the CPU execution speed. Notably, 'Imagefile2.ad1' showcased a 

remarkable effective acquisition speed of 46.60 MB/s, indicating the efficiency achieved by 

removing duplicates during the acquisition process. This speed improvement, alongside the 

reduction in file sizes, underscores the significance of deduplication in optimizing both 

storage utilization and data transfer efficiency. Data provided highlights the positive 

outcomes of deduplication, ranging from storage space savings shown in Figure 6.8, to 

enhanced acquisition speeds shown in Figure 6.11, reinforcing its role in efficient data 

management. Beyond the first two image files, impact of deduplication was also evident in 

the subsequent data sets. 'Imagefile3.ad1,' for instance, experienced a remarkable reduction in 

size from an initial 1.60 GB to a final 1.23 GB, because of eliminating a staggering 24,365 

duplicate files. The pattern persisted in 'Imagefile4.ad1,' which witnessed a decrease from 

7.42 GB to 7.34 GB after the removal of 204 duplicate files. Similarly, 'Imagefile5.ad1' and 

'Imagefile6.ad1' showcased the effectiveness of deduplication, as the initial sizes of 18.12 GB 

and 0.74 GB respectively, were substantially reduced to 18.07 GB and 0.38 GB. If we plot 

size comparison of disk images in a time series graph shown in Figure 6.10, it is shown that 

disk size decreases with the removal of duplicates. Area graph also shown the size 

comparison, blue area shows the initial size of disk image while red shows final size after 
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deduplication. By removing duplicates less data will be used during cloud investigations, thus 

resulting in reducing cloud forensic backlog as shown in Figure 6.9.  

Figure 6.9: Initial and Final Size Comparison w.r.t Area Graph. 

Figure 6.10: Initial and Final Size Comparison w.r.t Time Series Plot. 
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The provided data highlights the actual and effective acquisition speeds for multiple image 

files after the process of deduplication. The actual acquisition speed represents the rate at 

which data is collected during the acquisition process, measured in megabytes per second 

(MB/s). On other hand, effective acquisition speed considers impact of deduplication & CPU 

execution speed on overall acquisition process. It provides an accurate representation of 

speed at which unique data is acquired & processed. 

Looking at the dataset, we can observe variations in both actual and effective acquisition 

speeds across different image files as shown in Figure 6.11. For instance, in the case of 

"Imagefile2.ad1," the initial actual acquisition speed is noted at 41.05 MB/s. However, after 

deduplication & considering influence of CPU execution speed, effective acquisition speed 

increases to 46.60 MB/s. This increase highlights efficiency gained through removal of 

duplicate files & optimization of CPU. 

Figure 6.11: Actual and Effective Speed Comparison. 

In contrast, some image files exhibit a less significant difference between their actual and 

effective acquisition speeds. For instance, in "Imagefile7.ad1," the actual acquisition speed is 

already relatively high at 56.19 MB/s, and the effective acquisition speed remains almost the 

same, indicating minimal influence from deduplication and CPU execution speed. The 

variance between actual and effective acquisition speeds can be attributed to several factors. 
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Deduplication plays a crucial role in reducing the amount of data that needs to be acquired 

and processed. Files that exhibit higher rates of duplication will likely show a more 

substantial increase in effective acquisition speed compared to their actual speed. To visually 

compare the actual and effective speed variations over time, a time series plot and an area 

graph can be useful tools. These graphs will provide a clear representation of how these 

speeds change throughout the acquisition process for the given image files. 

Figure 6.12: Actual and Effective Speed Comparison w.r.t Area Graph. 

An area graph is another useful way to compare actual and effective speeds over time as 

shown in Figure 6.12. It's especially effective when you want to emphasize the cumulative 

impact of speed changes. In this case, you can use the area graph to show the cumulative 

actual and effective speeds over time for each image file, the blue area shows effective speed 

which cover more area as compared to actual speed which cover less area.  

A time series plot is a common choice for displaying data trends over time. In this case, it can 

be used to show how both actual and effective acquisition speeds change during the 

acquisition process. Figure 6.13 shows actual and effective acquisition speed comparison, 

blue colour shows actual speed which decreases after duplication, and effective speed 

increases as shown in red.  

 



57  

Figure 6.13: Actual and Effective Speed Comparison w.r.t Time Series Plot. 

6.7 Discussion 

In this chapter we discussed what is deduplication in cloud forensics, the introduction stage 

highlighted the importance of efficient data management within cloud forensics. It 

emphasizes the significance of reducing storage requirements while ensuring data integrity 

and accessibility. and then in Deduplication to Reduce Storage in Cloud Forensics our focus 

was the role of data deduplication in addressing storage challenges within cloud forensics. It 

underscores the potential benefits of deduplication, including optimized storage utilization 

and enhanced retrieval efficiency. Then in data deduplication process we give overview of 

the data deduplication process & explains the methodology of identifying and eliminating 

duplicate data segments, emphasizing the use of hashing algorithms to determine content 

uniqueness. Next, implementation of the data deduplication process is discussed. The script 

presented highlights the steps involved in calculating hash values, detecting duplicates, and 

removing redundant files to free up storage space. In evaluating generated test disk images 

focus is on the assessment of the generated test disk images post-deduplication. It covers the 

reduction in image sizes, the number of duplicate files removed, and how these outcomes 

reflect the efficiency of the deduplication process. In the end calculation of actual and 

effective acquisition speeds takes centre stage. The metrics are examined to gauge the speed 

at which data is processed during deduplication, both considering the real-time acquisition 

and the relative efficiency compared to initial data sizes.  
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Chapter 7: Relevant Data Extraction and 

Prioritization 

 

7.1 Introduction 

In cloud forensic investigations, the process of relevant data extraction and prioritization 

plays a pivotal role in uncovering digital evidence crucial for understanding and resolving 

digital incidents. Cloud environments, with their dynamic and distributed nature, introduce 

unique challenges to the forensic process. We will be extracting pertinent data from cloud 

sources while judiciously prioritizing the extracted information for efficient analysis. 

Forensic investigations often involve vast amounts of cloud data spread across diverse cloud 

service providers and their associated platforms. In this context, relevant data extraction 

refers to the systematic identification and retrieval of data that holds potential evidentiary 

value. It involves deciphering the complex web of cloud resources, applications, and 

interactions to isolate information pertinent to the investigation. 

Prioritization, on the other hand, involves ranking the extracted data based on its potential 

significance, relevance, and context within the investigation. Not all extracted data holds 

equal importance; some pieces might provide critical insights into the incident's timeline, 

causality, or actors involved. Effective prioritization ensures that limited investigative 

resources are allocated judiciously to areas that are likely to yield the most valuable results. 

Different methodologies & tools will be discussed for data extraction in cloud environments, 

including techniques to retrieve data from cloud storage, virtual machines, logs, and network 

traffic. Additionally, it explores the criteria and considerations used for prioritizing data, 

which may encompass factors such as the timeline of events, the nature of the incident, legal 

requirements, and potential impact on the organization. LEAs need strategies necessary to 

navigate the complexities of relevant data extraction and prioritization in cloud forensic 

investigations. By mastering these techniques, investigators can enhance their ability to 

unearth crucial evidence efficiently and effectively, contributing to more accurate and 

conclusive digital investigations in cloud-based scenarios. 

In case of Fraudulent email data, Relevant Data Extraction and Prioritization are paramount 

in forensic investigations of fraudulent emails. This process entails systematically identifying 

and retrieving pertinent electronic evidence from cloud-based sources. In cases of fraudulent 

emails, this methodology aids in isolating key communication threads, attachments, and 

metadata crucial for establishing fraudulent intent. Prioritization further aids investigators by 

focusing efforts on the most incriminating data, optimizing resource allocation, and 
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expediting the identification of suspects and patterns. In cloud forensic scenarios, these 

practices are pivotal for efficiently uncovering digital trails and strengthening the foundation 

for legal actions against fraudulent activities. 

7.2 Forensic Evidence Information and Dataset Details 

As cloud data related to emails are hard to find, due to the distributed nature of the cloud. We 

will we using famous ENRON email data because it is easily available, and it will help us in 

our study. Emails were from 150 employees of Enron Corporation. Enron employees covered 

up bad financial position of company, by keeping stock price artificially high. The shape of 

the data is as it has 2 columns file and message with 517401 rows. Further information of the 

dataset is given as fallow. 

• For relevant data extraction & prioritization [Enron email dataset] is used. 

• The Enron email dataset contains approximately 500k emails generated by 

employees of the Enron Corporation.  

• This dataset is collected from Kaggle repository.  

• Dataset which we are using, is the May 7, 2015, Version which is published 

at  https://www.cs.cmu.edu/~./enron/. 

• This dataset was investigated by LEAs for stock fraud. 

7.3 Testing Environment for Experimentation 

For testing the Enron email dataset, we set up the following testing environment. 

• Python programming language is used to extract data. 

• Training and testing of data are performed on Jupiter Notebook tool. 

• The computer system used is Intel(R) Core (TM) i5-4200U, CPU @ 1.60 GHz 

2.30 GHz with 4 GB RAM. 

• Installed operating system installed is Windows 11 Education, 21H2 version. 

7.4 Data Preparation Stages 

Data preparation stages form a critical foundation for any data-driven analysis or machine 

learning project. Properly executing each stage is essential to ensure that the final model is 

accurate, reliable, and capable of delivering valuable insights or predictions. Each stage 

serves a specific purpose and contributes to the overall quality and effectiveness of the final 

model. Let's briefly explain each of these stages: 

https://www.cs.cmu.edu/~./enron/
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• Data Retrieval/Acquisition: This is the initial step where the required data is 

collected from Kaggle. In our case, the dataset is the 2015 version of the Enron 

dataset, used widely for studying email related fraud. As data related to email fraud 

is hard to find, so we are considering this data as data collected from cloud storage 

for testing and studying forensic evidence acquisition.  

Figure 7.1: Enron Dataset with Columns file & message.   

The dataset is of about stock fraud, and the email data is of 150 employes of the company. In 

figure 7.1, it is shown basic shape of data. Figure7.2, is showing top 20 emails senders of the 

organization. Whereas, figure 7.3 shows hous and days of week on which emails were sent. 

Figure 7.2: Top 20 Employees Who Sent Most Mails. 

• Data Cleaning and Transformation: Once the data is collected, it often requires 

cleaning to remove inconsistencies, errors, duplicates, missing values, and outliers. 

Remove stop words, lemmatize, do stemming, the split email text data into 

sentences and then convert into tokenized words. Transform involves text data into 

lowercase format for analysis, remove punctuation, remove regular expressions. 

This stage ensures data reliability & readiness for further processing. 
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Figure 7.3: Days of Week and Hours in Which Emails were Sent. 

• Data Processing: In this stage, the cleaned and transformed data is organized and 

structured in a way that it facilitates our analysis. This may involve reshaping the 

data, aggregating information, and creating appropriate data structures like for 

email fraud detection, we only need two columns, subject and body column. 

• Feature Extraction/Engineering: Features are the variables or attributes that the 

model uses to make predictions or classifications. Feature extraction involves 

selecting relevant features from the dataset, for our fraud detection we only want 

fraudulent email data, we will prioritize this data to reduce forensic backlog. 

• Data Modelling: Once features are defined, the labelled data is then used to build 

machine learning or statistical models. These models learn patterns from the data 

and can be used to make predictions, classifications, or other analyses. 

• Evaluation & Deployment: After training the model, we will evaluate its 

performance using metrics that reflect its accuracy, precision, recall etc. If the 

model meets the desired performance, it can be deployed to start making 

predictions on new, unseen data. Deployment might involve integrating model into 

software applications, systems, or other operational contexts.  

7.5 Relevant Fraudulent Emails Detection Methods 

It was found that an organization typically losses about five percent of its revenue to 

fraudulent activities. There are various ways to detect fraud in a data. We will use python to 

detect data fraud. We can detect fraud manually and by using labelled data and by using 

unlabelled data as well, and lastly it is also detected by using text data. The labelled data 

approach harnesses historical fraud instances, unlabelled data approach explores deviations 

from the norm, and text data analysis extracts insights from the textual content of emails. 
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• Manual Fraudulent Email Detection by Using text data: Email content often 

holds vital clues for fraud detection. This approach canters on analysing the text 

within emails using natural language processing (NLP) techniques. By extracting 

features from the text, such as keywords, sentiment, or linguistic patterns, machine 

learning models can be trained to recognize language-based indicators of 

fraudulent intent. This approach is particularly valuable for detecting phishing or 

social engineering attempts. 

• Fraudulent Email Detection by Using Labelled Data: This approach involves 

training machine learning models using labelled data, which consists of historical 

instances of both fraudulent and legitimate emails. By using supervised learning, 

we can flag fraudulent emails. By exposing the model to these labelled examples, 

it learns to distinguish patterns and characteristics associated with fraud. As a 

result, when new incoming emails are assessed, the model can accurately classify 

them as potentially fraudulent or legitimate based on the learned patterns. We can 

use classification, linear SVC, logistic regression, neural networks, decision trees, 

random forests and by comparing these methods to find most efficient detection 

model.   

• Fraudulent Email Detection by Using Unlabelled Data: By using unsupervised 

learning techniques, and in scenarios where, labelled data is scarce or expensive to 

obtain, the unlabelled data approach becomes valuable. Unlabelled data refers to a 

dataset lacking explicit fraud labels. Through techniques like anomaly detection, 

clustering, or semi-supervised learning, patterns that deviate from the norm can be 

identified. This can potentially highlight instances of email fraud without requiring 

labelled examples of fraud explicitly. We can use K-mean clustering, DBSCAN, 

SVD, PCA, Apriori, FP-growth, Markov model to flag data.   

7.6 Fraudulent Email Detection using Topic Modelling 

Fraudulent email detection is a critical challenge in today's digital landscape. Leveraging 

advanced techniques like Topic Modelling, particularly the Latent Dirichlet Allocation 

(LDA) model, can provide a unique perspective on identifying fraudulent activities within 

emails. Topic modelling is used to discover topics in a text data, here we have text data, it 

basically tells us about the text data. Topic modelling i.e., LDA model is like clustering 

conceptually. We identify fraudulent emails by flagging them. To run a topic model, we must 

do the following. 
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7.6.1 Preprocessing the Email Text Data 

Before applying the LDA model, the email text must be pre-processed. We have combined 

[subject] & [body] column of email dataset & then forming a new data column 

[completed_test] as shown in Figure 7.4. Preprocessing involves tasks like tokenization, 

removal of stopwords, punctuations, lemmatizing & stemming and removing excess spaces & 

by removing regular expressions we stored normalized text in new column [clean_text] as 

shown in Figure 7.5. Preprocessing ensures that the text is in a suitable tokenized format for 

further testing. 

Figure 7.4: Combining subject & body Column. 

Figure 7.5: Cleaned Data Column After Text Cleaning. 

7.6.2 Creating the LDA Model 

The LDA model is built by processing the pre-processed email text. Previously we split 

emails text into tokenized words, now we can apply topic model. The model aims to assign 

topics to each document and keywords to each topic. Through iterative processes, the model 

learns to allocate topics to documents and words to topics. 

7.6.2.1 Latent Dirichlet Allocation Model (LDA) 

Unveiling Topics in Textual Data, the Latent Dirichlet Allocation (LDA) model is a widely 

used technique in natural language processing and topic modelling. It provides a framework 

for uncovering the hidden thematic structure within a collection of documents, making it 
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particularly useful for tasks such as text analysis, content categorization, and understanding 

the underlying patterns in textual data. Here's an overview of how the LDA model works: 

• Intuition and Assumptions: LDA model is based on assumptions that each 

document in a corpus is a mixture of topics, and each topic is a mixture of words. 

The model aims to reverse-engineer this process by identifying the topics and the 

distribution of words within those topics. 

• Components of the LDA Model: LDA model consist of documents, topics, 

words. Each topic is a distribution of words and each topic also have various words 

which belongs to it. Words within the documents contribute to the topics. Main 

purpose is to find topics a document belongs to, based on words in it as shown in 

Figure 7.6.   

• LDA Algorithm: The LDA algorithm goes through an iterative process to assign 

words to topics and topics to documents. The key idea is that for each word in a 

document, the algorithm estimates the probability of it belonging to each topic and 

assigns words to a topic accordingly. Similarly, for each topic, the algorithm 

estimates the probability distribution of words associated with that topic. 

• Model Learning: During training, LDA iteratively adjusts the topic assignments 

of words to find the best fit for the given documents. This involves optimizing the 

topic-word distributions and document-topic distributions to minimize the 

difference between the observed words and the reconstructed words based on the 

topics. 

• Application in Topic Modelling: The LDA model results in a set of topics, each 

represented as a distribution of words. These topics are discovered without prior 

knowledge of what they might be, making them useful for uncovering the 

underlying themes in a collection of texts. 

• Use Cases: LDA finds applications in various domains, including topic modelling 

in which it identifies themes within large sets of documents. And also, in content 

recommendations in understanding user preferences based on the topics they 

engage with. And also, in sentiment aanalysis in analysing the sentiment associated 

with different topics. And also, in information retrieval in improving search results 

by considering the topic relevance. 
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• Limitations: While LDA is powerful, it has some limitations, such as its 

sensitivity to the number of topics chosen and the complexity of real-world 

documents. Interpretation of the topics can also be subjective. 

Figure 7.6: The LDA model. 

When LDA model is built as shown below in figure 7.7, we printed 4 topics each containing 

5 no. of words/ bag of words. An email document may contain multiple topics, with multiple 

bags of words.  Next, we will visualize LDA model by using genism & find out which topics 

are prevalent in the email text data.  

Figure 7.7: Four Topics are Printed Each with 5 No. of Words. 

In Figure 7.8, each bubble on left side, represents a topic. If the bubble is larger, the more 

prevalent that topic will be. We can get details by clicking on the relevant topic. Words form 

a topic, for a good topic model, it will have big bubble, which is not overlapping. A model 

which has a greater number of overlaps, and have small sized bubbles, which are clustered in 

one area has too many topics. 
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 Figure 7.8: Visual Representation of LDA model. 

7.6.3 Extracting Fraud-Related Topics 

Once the LDA model is trained, we can analyse the topics it has generated. By identifying 

topics that seem to be closely related to fraudulent activities, we can discern patterns in the 

content of fraudulent emails. For Enron email data, a suspicious topic would be one where 

employees are discussing stock bonuses, selling stock, stock price, and perhaps mentions of 

accounting or weak financials.  

In the case of the model above, topic 1 is suspicious topic which is describing the fraudulent 

behaviour. So, we will flag that topic as fraudulent as show in Figure 7.9. Now we will assign 

topics to our original data, now we will flag all our data where topic 1 as a fraudulent topic.  

After flagging data that seems to be fraudulent, now we can easily identify which emails are 

of fraudulent nature and Figure 7.10 shows counts of fraudulent topic, this will help us to use 

this labelled data as a filter on top of many supervised machine learning models. 
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Figure 7.9: Data Frame after Flagging Topic 1 as Fraudulent. 

 

Figure 7.10: Counts of Fraudulent Emails. 

Figure 7.11: Fraudulent Email Detection using LDA Model. 

If we compare the manual fraudulent email detection by using list of terms with LDA model 

which is a technique of topic modelling as shown above in Figure 7.11, it was found that by 

using LDA model we were able to detect more emails which are of fraudulent nature. In case 

of manual detection by using list of terms less emails were detected. In comparison results as 

fallow, manual detection found 124 fraudulent emails out of 1200 selected whereas in case of 
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LDA model whereas in case of LDA model it detected 294 fraudulent emails out of 1200 

selected emails. So, LDA perform well as shown below in Figure 7.12. 

Figure 7.12: Comparison of Manual and Email Detection using LDA Model. 

7.6.4 Classification and Scoring  

The topics extracted from the LDA model can be used as features for fraud detection. 

Machine learning classifiers can be trained using these topics as input, alongside other 

relevant features. The classifier learns to differentiate between legitimate and fraudulent 

emails based on the identified topics. Now that the data is labelled it can be used as a feature 

in a machine learning model. And, also as filter on top of a machine learning model, as 

shown in Figure 7.13. 

Figure 7.13: Training & Testing Data. 

In the context of using topics extracted from the LDA model for fraud detection in emails, 

several machine learning models can be employed to achieve accurate classification and 

scoring. The choice of the model depends on factors such as the nature of the data, the 

complexity of the problem, and the desired interpretability of the results. The machine 

learning model should be based on experimentation and thorough evaluation using 

appropriate metrics like precision, recall, F1-score, and ROC curves. Moreover, feature 

engineering, including the incorporation of LDA-derived topics, can significantly impact the 

performance of ML models.  Here are some common ML models used for fraud detection.  
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7.6.4.1 Logistic Regression  

Logistic Regression is a simple yet effective linear classification algorithm. It's interpretable 

when relationship between features & target is relatively straight forward as in Figure 7.14. 

Figure 7.14: Confusion Matrix & Classification Report using Logistic Regression. 

7.6.4.2 Linear Support Vector Classifier  

Linear SVC is a linear classification algorithm that aims to find a hyperplane that best 

separates data points of different classes in feature space. It's a variant of the Support Vector 

Machine (SVM) algorithm that works well for binary and multi-class classification tasks. 

When considering its application to fraud detection using topics extracted from the LDA 

model, Linear SVC can offer advantages. Results are shown in Figure 7.15.  

 Figure 7.15: Confusion Matrix & Classification Report using Linear SVC.  
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7.6.4.3 Bernoulli Naive Bayes 

It is a variant of Naive Bayes algorithm that is particularly well-suited for working with 

binary data, such as presence or absence of specific features. In context of fraud detection 

using topics extracted from LDA model, Bernoulli Naive Bayes can be a valuable choice due 

to simplicity and effectiveness in handling binary features. Results are shown in Figure 7.16. 

Figure 7.16: Confusion Matrix & Classification Report using Bernoulli Naive Bayes. 

7.6.4.4 K-Nearest Neighbours 

KNN is a simple instance-based learning algorithm used for smaller datasets. It classifies data 

point by considering class labels of its k-nearest neighbours. Results shown in Figure 7.17. 

Figure 7.17: Confusion Matrix & Classification Report using K-Nearest Neighbours. 
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7.6.4.5 Random Forest Classifier 

Random Forest is an ensemble learning algorithm that combines multiple decision trees to 

improve accuracy and reduce overfitting. It's effective for handling high-dimensional data & 

can work well with numerical & categorical features. Results are shown in Figure 7.18. 

Figure 7.18: Confusion Matrix & Classification Report using Random Forest. 

7.6.4.6 Gradient Boosting 

Gradient Boosting is another ensemble technique that builds multiple models sequentially, 

each trying to correct the errors of the previous one. It's powerful for capturing complex 

relationships in the data & perform well in fraud detection. Results are shown in Figure 7.19. 

 Figure 7.19: Confusion Matrix & Classification Report using Gradient Boosting. 
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7.6.4.7 Decision Tree Model 

Decision trees can be used independently or as part of ensemble methods like Random 

Forest. They provide interpretable rules for classification. Results are shown in Figure 7.20. 

Figure 7.20: Confusion Matrix & Classification Report using Decision Tree. 

Figure 7.21: Comparison of Accuracy of Different ML Algorithms.  

In Figure 7.21, an accuracy comparison of various machine learning algorithms is provided. 

Each algorithm's accuracy is listed as a percentage, indicating how well each algorithm 

performs in classifying fraud email data accurately. The accuracy value reflects the 

proportion of correctly classified instances out of the total instances in the dataset. In this 

context, higher accuracy percentages are generally indicative of better-performing models. 

Other metrics such as precision, recall, and F1-score were also found out for each algorithm 

respectively. Because they are important to comprehensively evaluate performance of these 

algorithms. 
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7.6.5 Model Evaluation and Improvement  

The effectiveness of the fraud detection model can be assessed through various evaluation 

metrics. Iterative refinement of the model can involve adjusting the number of topics in the 

LDA model, tuning hyperparameters, and incorporating additional features for improved 

accuracy. 

7.7 Prioritizing Fraudulent Email Data to Reduce Forensic Backlog 

After flagging data that seems to be fraudulent, now we can easily identify which emails are 

of fraudulent nature and which are not. When dealing with a large volume of emails flagged 

as potentially fraudulent using the LDA model, it's important to efficiently manage the testing 

process to reduce the cloud forensic backlog. One effective approach is to focus testing 

efforts primarily on the emails that are predicted to be fraudulent by the LDA model. This 

strategy optimizes resources by prioritizing the most suspicious cases while discarding non-

fraudulent emails. Following email data that is stored in original text are selected and other 

email data which is not flagged is discarded. The process is as follows: 

Figure 7.22: Prioritize Flagged Topic 1 as Fraudulent. 

7.7.1 LDA Model and Fraud Detection 

The LDA model has been utilized to identify patterns and topics associated with fraudulent 

emails. By analysing the topics extracted from emails, the LDA model assigns probabilities 

indicating the likelihood of an email being fraudulent. 

7.7.2 Flagging Fraudulent Emails 

Through the LDA model's predictions, emails are flagged as either likely fraudulent or non-

fraudulent. This initial flagging is based on the model's assessment of the emails' content and 

the presence of topics linked to fraud. 

7.7.3 Prioritization for Testing 

Instead of testing every flagged email, a prioritization strategy is employed. In this strategy, 

the focus is primarily on testing the emails that the LDA model has identified as likely 

fraudulent as shown in Figure 7.22. By concentrating resources on these emails, investigation 

process becomes more efficient, and the most suspicious cases are dealt with promptly. 
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7.7.4 Resource Optimization 

This prioritization approach optimizes the utilization of cloud forensic resources. Since 

testing, analysing, and investigating flagged emails can be resource-intensive, directing 

efforts towards those emails most likely to be fraudulent reduces the overall workload and 

accelerates the identification of actual cases of fraud. 

7.7.5 Risk Mitigation and Efficiency  

By emphasizing testing on the most suspicious cases, the risk of overlooking potentially 

critical fraudulent activities is minimized. At the same time, the strategy maximizes 

efficiency by reducing the need to invest significant resources in testing emails that the model 

has indicated are less likely to be fraudulent. 

7.7.6 Post-Testing Steps and Continuous Monitoring and Adaptation 

The results obtained can be used to refine and improve the LDA model or any other model 

used for fraud detection. This iterative process helps the model become more accurate over 

time, enhancing its ability to distinguish between fraudulent and non-fraudulent emails. As 

new data becomes available, the model can be adapted and trained to capture emerging 

patterns of email fraud. This ensures that the system remains effective in identifying 

fraudulent emails in an ever-evolving landscape. 

7.8 Discussion 

By extracting relevant topics from email data, the LDA model identifies patterns associated 

with fraudulent activities, enhancing the accuracy of detection. These identified topics serve 

as indicators, allowing for the categorization of emails as potentially fraudulent or non-

fraudulent. Leveraging this information, a strategic prioritization process comes into play. 

Emails that the LDA model flags as having a higher likelihood of being fraudulent are given 

precedence during forensic analysis. This approach effectively minimizes cloud forensic 

backlog by focusing investigative efforts on the most suspicious cases. The combination of 

LDA model-based email data extraction and subsequent prioritization for cloud forensic 

backlog reduction is a proactive and efficient approach to combating fraudulent activities. It 

empowers organizations to effectively allocate resources, swiftly identify critical instances of 

fraud, and continually refine their fraud detection capabilities. By prioritization strategy 

discussed above, organizations can effectively manage the cloud forensic backlog, focus their 

efforts on the most suspicious cases, and ensure a more streamlined and efficient approach to 

fraud detection and prevention and to lower cloud forensic backlog. 
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Chapter 8: Name Entity Recognition Using BERT 

Model & Relation Extraction 

 

8.1 Introduction 

After the initial steps of data extraction and prioritization in fraud detection, advanced 

techniques like Named Entity Recognition (NER) and Relation Extraction (RE) further 

enhance the analysis process. NER identifies entities like names, locations, and dates in the 

extracted emails, while RE uncovers relationships between these entities. This enriches the 

understanding of fraudulent activities and aids in uncovering complex schemes. By 

integrating NER and RE, the flagged emails are subjected to a more comprehensive analysis, 

revealing hidden connections and patterns that might otherwise go unnoticed. This combined 

approach not only sharpens the accuracy of fraud detection but also provides deeper insights 

into the intricate web of fraudulent activities, thereby strengthening an organization's defence 

against financial threats. 

The integration of NER and RE enhances information extraction's accuracy. Information 

extraction is an important process in natural language processing that involves identifying 

and extracting structured information from unstructured text. Named Entity Recognition 

(NER) and Relation Extraction (RE) are two fundamental techniques employed in this 

process, each playing a distinct role in uncovering valuable insights from text data. 

NER is the task of identifying and classifying entities within a text, such as names of people, 

organizations, locations, dates, and more. By using linguistic patterns and context clues, NER 

algorithms automatically tag and categorize these entities, transforming unstructured text into 

structured data. For example, in a fraud detection context, NER could identify names of 

individuals, company names, transaction dates, and locations mentioned in emails or 

documents. RE focuses on identifying and extracting relationships between entities within 

text. It goes beyond the mere identification of entities and aims to discover how they are 

connected. For instance, in fraud detection, RE might reveal relationships between 

individuals and organizations, financial transactions, or specific activities mentioned in 

emails. RE algorithms analyse syntactic and semantic patterns to determine the nature of 

relationships, providing a deeper understanding of the context. 

8.2 Name Entity Recognition & Relation Extraction 

8.2.1 Name Entity Recognition (NER) 

A natural language processing technique, NER helps in identification of named entities. And 

then further distribute it in categories/ labels like PER, ORG, LOC etc. These three are some 
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of the most important categories of NER. Name entity recognition is dependent on POS 

tagging. The goal of NER is to extract structured information from unstructured text and to 

assign appropriate labels to each recognized entity. NER plays a critical role in understanding 

and organizing textual data, enabling machines to comprehend the context and relationships 

between entities. By automatically identifying and categorizing named entities, NER 

contributes to various applications, including information retrieval, question answering, 

sentiment analysis, and, as mentioned earlier, fraud detection. 

NER algorithms employ a variety of techniques, including rule-based methods, machine 

learning models (such as conditional random fields or deep learning approaches like LSTM 

and BERT), and combinations of these methods. These algorithms analyse linguistic patterns, 

context, and syntactic structures to accurately identify and categorize named entities within 

text. We will be using BERT. 

8.2.2 Relation Extraction (RE) 

In the context of NLP, entities are typically recognized and classified using techniques like 

Named Entity Recognition (NER). Once the entities are identified, RE goes further by 

determining the type of relationship that exists between them. These relationships can be 

diverse, including actions, affiliations, ownership, temporal relationships, and more.   

Relation Extraction is a vital NLP task that goes beyond identifying named entities, focusing 

on understanding how these entities are interconnected. It's a cornerstone for creating 

structured knowledge representations and enabling machines to grasp intricate relationships 

within textual data. 

Figure 8.1: NER and RE After Topic Modelling. 
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8.2.3 NER and RE After Topic Modelling 

After identifying fraudulent emails using Topic Modelling with the LDA model, the next step 

is to extract valuable information from the text, particularly through Named Entity 

Recognition (NER) and Relation Extraction as shown in Figure 8.1. These techniques add 

another layer of insight to enhance fraud detection and provide a more comprehensive 

understanding of the fraudulent activities described in the emails. After detecting fraudulent 

emails using the LDA model, NER can be applied to identify specific entities that are 

relevant to the email fraud context.  

• Persons: Detecting names of potential fraudsters, accomplices, or victims 

mentioned in the email. 

• Organizations: Identifying companies or groups involved in fraud. 

• Locations: Recognizing locs where fraudulent transactions might take place. 

RE is the process of identifying and classifying relationships between entities within text. 

After NER, the extracted entities can be analysed to understand the connections between 

them, aiding in the identification of complex fraud networks & schemes. For instance: 

• Person-Organization Relations: Uncovering connections between individuals 

and organizations involved in fraudulent activities. 

• Person-Location Relations: Finding locations where the involved personal 

performed fraudulent tasks. 

• Location-Organization Relations: Identifying the locations where fraudulent 

operations are being carried out. 

By combining NER and Relation Extraction with the insights gained from the LDA model, 

you create a more detailed and structured understanding of the fraudulent activities described 

in the emails. This enriched information can be used to: 

• Enhance Detection Accuracy: Incorporating specific entity names and 

relationships as features in your fraud detection model can improve its ability to 

identify intricate fraud patterns. 

• Build Graph Representations: Constructing graphs that represent relationships 

between entities can help visualize and analyse the fraud networks. 
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• Provide Context: Understand the who, what, where, and when of fraudulent 

activities, aiding in comprehensive investigation. 

8.2.4 Name Entity Recognition & Relation Extraction Process 

The process of Named Entity Recognition (NER) and Relation Extraction involves 

identifying specific entities and relationships within textual data. These techniques enhance 

the understanding of information in the text, allowing for the extraction of valuable insights 

as shown in Figure 8.2. 

8.2.4.1 Preprocessing Before NER 

Start by preprocessing the text data. This includes tokenization (breaking text into words or 

tokens), sentence segmentation, and removing unnecessary characters or formatting and 

converting them to lowercase. Preprocessing prepares the text for further analysis. 

8.2.4.2 Named Entity Recognition (NER) 

NER involves identifying and categorizing specific entities within the text. The entities can 

include names of people, organizations, locations, dates, monetary values, percentages, and 

more. The process involves the following steps: 

• Tokenization: Break the text into individual words or subunits. 

• Part-of-Speech (POS) Tagging: Assign POS tags to each word to determine their 

grammatical roles (e.g., noun, verb, adjective). 

• Entity Detection: Using patterns, rules, or machine learning models, identify 

words or sequences of words that correspond to entities. 

• Entity Classification: Classify the identified entities into predefined categories 

(person, organization, date, etc.). Popular NER libraries, such as spaCy, NLTK, 

and Stanford NER, offer pre-trained models for accurate entity recognition. 

NER Techniques include rule-based approach and machine learning based approach. In Rule-

Based Approach we use design rules and patterns to match entity names and structures. For 

instance, recognizing capitalized words as potential names or using regular expressions to 

identify date formats. While in machine learning Approach we train machine learning models 

using BERT on labelled training data to predict entity labels for new text. 
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8.2.4.3 Relation Extraction (RE) 

Relation Extraction aims to identify and classify relationships between named entities within 

the text. This involves uncovering how entities mentioned in the text are related to each other. 

The process includes: 

• Dependency Parsing: Analyse the grammatical structure of the sentences to 

determine the relationships between words (e.g., subject, object, verb). 

• Entity Pair Identification: Identify pairs of entities within the same sentence that 

could potentially be related. 

• Feature Extraction: Extract features from the text that provide contextual 

information about the entity pairs and their surroundings. 

• Classification or Clustering: Use machine learning algorithms to classify 

relationships or group similar relationships together. 

Relation extraction can be rule-based, supervised (using labelled data), or unsupervised 

(using clustering techniques). Deep learning models like transformers have shown promise in 

relation extraction tasks.  

Figure 8.2: NER and RE Process. 

8.2.4.4 Postprocessing and Analysis 

After NER and Relation Extraction, postprocess the results to ensure accuracy and coherence. 

You can analyse the extracted entities and relationships to gain insights into the structured 
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information present in the text. First, we clean raw text by data cleaning, then we normalize it 

and tokenize it for topic modelling. After topic modelling we get labelled data by applying 

LDA model. Then we apply POS tagging on text data to extract POS tags by using the 

Natural Language Toolkit (NLTK) library. Then by using the spaCy library to perform NER 

to get Named tags. And at last relaxations are extracted from these named entities.  

8.3 Name Entity Recognition Using BERT 

BERT is a pre-trained language model developed by Google in 2018. It is based on the 

Transformer architecture and has revolutionized the field of NLP by achieving state-of-the-art 

results on a wide range of NLP tasks, including Named Entity Recognition (NER) shown in 

Figure 8.3. NER is a common NLP task that involves identifying and classifying named 

entities (such as names of people, organizations, locations, etc.) within a text, in our case we 

have fraudulent email text data. BERT can be used for NER by finetuning its pre-trained 

model on a labelled NER dataset. Here's how it works: 

Figure 8.3: Bidirectional Encoder Representations from Transformers Model. 

8.3.1 Preprocessing Data 

BERT is first pre-trained on a large corpus of text data i.e., fraudulent email data using a 

masked language model objective. During pre-training, it learns to predict missing words in 

sentences (masked tokens) based on the surrounding context. The key innovation of BERT is 

its bidirectional nature, meaning it considers both left and right context words when making 

predictions. This enables it to capture deep contextual relationships between words. The 

email text data in “Original text” column as shown in Figure 8.4 is renamed to “body” and all 

other columns were dropped. The body column is converted into string & dataset is 

reshuffled as shown in figure 8.5. Only those email data is selected which were fraudulent 

and are prioritized. 
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Figure 8.4: Fraudulent Email Text Data After Topic Modelling Using LDA Model. 

Figure 8.5: Reshuffled body Column. 

Ater that we split the body column in such a way that each email text data of a particular 

index was given a sentence number and after that body column is exploded to have each word 

in a separate row and renamed the column to word, this is called tokenization in which we 

break the input text into individual words as shown in figure 8.6. 

Figure 8.6: New word Column with sentence_no. 

By using the Natural Language Toolkit (NLTK) library POS tags are extracted. After that by 

using spaCy library, we get NER tags with respect to each word as shown in figure 8.7. 

Figure 8.7: New word Column with POS & NER tags. 

In the preparation of our data, which consists of sentences and corresponding entity tags. The 

‘SentenceGetter’ class helps organize our data into sentences and tags. By extracting the 

words from each sentence in the DataFrame, and then storing the words in a list of lists 

(sentences) and then extracts the labels for each word in the sentences and stores them in a 

list of lists (labels).  

Then we tokenize the sentences and create corresponding labels. We also added special 

tokens i.e., [PAD] tokens which are added to make all sequences of equal length. Later we 

converted these tokens to token IDs using the BERT tokenizer in the BERT vocabulary. The 

‘tag2idx’ dictionary is used in converting tags to numerical indices i.e., IDs, which is often 

required when working with machine learning models. 



82  

The function ‘tokenize_and_preserve_labels’ is used for tokenizing input sentences while 

preserving the corresponding labels for each token. This is essential when preparing data for 

sequence labelling tasks, as in NER. In the preprocessing stage we are tokenizing sentences, 

aligning labels, converting tokens to IDs, and then padding or truncating the sequences to a 

uniform length. Then this processed data will be used for training BERT.  

8.3.2 Model Initialization & Training Setup 

By initializing a ‘BertForTokenClassification’ model, a BERT variant fine-tuned for 

sequence labelling tasks like NER. By training this model using our prepared data and 

defined dataloaders, to use it for making predictions on new NER sequences. The model has 

a token classification head that outputs the predicted label for each token. 

By setting up the training process, including moving the model to the GPU if available. We 

can configure the optimizer, weight decay, and learning rate scheduler. Then we define the 

number of training epochs, which in our case is 30 and maximum gradient norm. 

After setting up the optimizer, weight decay, and the learning rate scheduler for training our 

sequence labelling model. We are now ready to start the training loop, where we'll iterate 

through batches of data, will perform forward and backward passes, update the model's 

parameters, and adjust the learning rate according to the scheduler's plan. 

8.3.3 Fine-tuning BERT Model 

After pre-training, BERT is fine-tuned on specific downstream tasks like NER. For NER, the 

model is trained to predict the named entity labels for each token in a sentence. Tokens that 

are not part of a named entity are often assigned a special "O" label (for "Other"), while 

tokens that belong to named entities are labelled with specific entity types.  

By utilizing the pre-trained BERT model as a feature extractor. We added a classification 

layer on top of BERT to predict entity labels for each token. We trained data labelled NER 

training data where each token is labelled with its corresponding entity type (e.g., PER for 

person, ORG for organization, etc.). We fine-tuned BERT model to minimize NER-specific 

loss, often using cross-entropy loss between predicted labels and ground-truth labels. 

In our typical training loop for sequence labelling tasks using BERT. It trains the model on 

our training data and evaluates its performance on the validation data after each epoch. The 

last 2 epoch are shown in Figure 8.8. For each batch, we perform a forward pass to get logits 

without labels. we iterate over validation data in batches. The calculated training and 

validation losses are stored, which you can use for plotting the learning curve and tracking 
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the model's progress over each epoch. And then we store predictions and true labels for 

further analysis. 

When training loop starts, it iterates over the training data in batches. For each batch, we 

move the batch to the GPU. We then perform a forward pass through the model and calculate 

the loss using provided labels. Then we perform a backpropagation to compute gradients. we 

clip gradients to prevent explosion. And we update the model's parameters using the 

optimizer and also updated the learning rate using the scheduler. 

Figure 8.8: Last 2 Epoch with Average Train Loss. 

8.3.4 Token-level Predictions 

Fine-tuned BERT model with NER layer performs token-level predictions, meaning it assigns 

a label to each individual token in a sentence. This fine-tuned model can then be used to 

predict named entity labels for new, unseen sentences. 

8.3.5 Post-processing 

After making predictions, post-processing is often necessary to convert the token-level 

predictions into coherent named entities i.e., converting the predicted label IDs back to their 

corresponding entity labels. This involves merging consecutive tokens with the same entity 

type label and Group consecutive tokens with the same entity label into named entities. And 

handling cases where an entity spans multiple tokens. And then providing the final list of 

named entities along with their corresponding entity types. 

8.3.6 Performance Evaluation 

After training and validation loops, we evaluate the model's performance. We have calculated 

metrics such as validation loss, accuracy, and F1-score. By using these metrics, we will 

assess our model performance on the validation set. The classification report and confusion 

matrix provide detailed metrics for each NER label. The confusion matrix helps tell us which 

types of errors our model is making and provides information that can be used to calculate 

various metrics, such as accuracy, precision, recall, F1-score, and more. It summarizes the 
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performance of a classification model by showing the counts of true positive (TP), true 

negative (TN), false positive (FP), and false negative (FN) predictions for each class. 

• True Positive (TP): The model correctly predicted a positive class. 

• True Negative (TN): The model correctly predicted a negative class. 

• False Positive (FP): The model incorrectly predicted a positive class when the 

actual class was negative (Type I error). 

• False Negative (FN): The model incorrectly predicted a negative class when the 

actual class was positive (Type II error). 

Figure 8.9: Confusion Matrix for NER using BERT. 

A classification report is a summary of various evaluation metrics for each class in a 

classification task. It typically includes the following metrics for each class: 

• Precision: The ratio of true positive predictions to the total number of positive 

predictions (TP / (TP + FP)). It measures the accuracy of positive predictions. 

• Recall (Sensitivity or True Positive Rate): The ratio of true positive predictions 

to the total number of actual positives (TP / (TP + FN)). It measures the model's 

ability to identify all positive instances. 

• F1-Score: The harmonic mean of precision and recall, providing a balanced 

measure between the two. 

• Support: The number of actual occurrences of the class in the dataset. 
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Figure 8.10: Classification Report for NER using BERT. 

Confusion matrix for tags PER, ORG, GPE & O using BERT are shown in Figure 8.9. The 

results we've obtained from our BERT model are remarkably well on the validation set as 

shown in figure 8.10. The classification report provides more detailed information for each 

label. For GPE, Precision, Recall, and F1-score are all around 0.99, indicating strong 

performance for this label. For O, the "O" label represents non-entity tokens. Precision, 

Recall, and F1-score are all around 1.00, indicating excellent performance for these tokens. 

For ORG, Precision and F1-score are around 1.00, while Recall is slightly lower at 0.99, 

showing high performance for organization entities. For PER, Precision, Recall, and F1-score 

are all around 1.00, indicating strong performance for person entities. 

The "accuracy" metric for all the classes combined is also very high, indicating that the 

model is correctly classifying a vast majority of tokens. The "macro avg" metrics for 

precision, recall, and F1-score are calculated as averages across all classes without 

considering class imbalance. In our case, since the classes are imbalanced, the macro avg 

values are somewhat lower than the "weighted avg" values. The "weighted avg" metrics take 

class imbalance into account, and these values are also around 1.00, indicating that our model 

is well-balanced in terms of its overall performance across different classes. 

Overall, these results suggest that our model is performing exceptionally well on the 

validation set and is achieving high accuracy and F1-scores across different entity types. 

However, as always, it's important to carefully validate your model's performance on unseen 

data and consider potential sources of bias or error that might arise in real-world scenarios. 
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Figure 8.11: Learning Curve About Training and Validation Loss. 

The learning curve of training and validation loss is a graphical representation as shown in 

figure 8.11, it shows how the loss values change as our model progresses through training 

epochs. It provides insights into how well our model is learning from the data and whether it's 

overfitting or underfitting. Initially, the training loss is high, and as the model iteratively 

updates its parameters through backpropagation, the loss gradually decreases.  

The curve exhibits a steep initial decline, indicating rapid learning in the early epochs as 

evident in figure 8.10. The validation loss curve shows how the loss on the validation data 

changes as our model is trained. Validation loss is a measure of how well our model 

generalizes to unseen data. If the validation loss increases while training loss decreases, it 

indicates overfitting. Which is not the case, our curve shows a decreasing trend, reflecting 

that the model is improving its performance on unseen data. Our training and validation 

losses are converging which is showing model is generalizing well to new data. 

8.4 Relation Extraction 

The Apriori algorithm is a classic algorithm in data mining that is used for finding frequent 

itemsets in transactional databases. While it is more commonly associated with market basket 

analysis, it can also be adapted for certain types of relation extraction tasks where you have 

pairs of entities and you're interested in discovering common patterns between them. 

8.4.1 Data Preprocessing 

Start by preprocessing your text data, including tokenization, POS tagging, and named entity 

recognition. Identify the entities you're interested in and extract their corresponding labels. 
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8.4.2 Entity Pair Identification 

Identify pairs of entities in email text that you want to extract relationships between. 

8.4.3 Feature Extraction 

Convert the entity pairs into feature vectors or transactional format. This could involve 

representing each entity pair as a set of attributes or features. 

8.4.4 Apriori Algorithm 

Apply the Apriori algorithm to discover frequent itemsets from your feature vectors. The 

algorithm will find entity pairs that frequently occur together in the dataset. 

8.4.5 Association Rules Generation 

From the frequent itemsets, generate association rules that express relationships between 

entities. These rules might have the form "entity A is associated with entity B." 

8.4.6 Rule Filtering and Evaluation 

Apply filters to the generated rules to remove trivial or uninteresting rules. Evaluate the 

generated rules using measures like support, confidence, and lift to assess their significance 

and quality. 

e.g. (Tanya)->(Vince) it gives relation as (Vince is director of research, boss of Tanya)  

It's important to note that while the Apriori algorithm can find co-occurring entity pairs, it 

doesn't capture more complex semantic relationships between entities. For example, it might 

identify that "Apple" and "CEO" often co-occur in a text corpus, but it won't necessarily 

understand the "works for" relationship between them. More advanced techniques like neural 

network-based models or knowledge graph-based methods are better suited for capturing and 

extracting more intricate relationships. 

8.5 Comparison Between NER using BERT and NER using Combination 

of Rule-based Approach & CRF Model  

Our model's NER performance using BERT appears to be very strong based on the provided 

metrics, achieving high precision, recall, and F1-scores across the mentioned classes. The 

reference paper's [] manually annotated NER tags in the detection phase and used union of 

rule based and CRF model for evaluation to increase NER performance, but with slightly 

lower scores compared to our BERT model. Following is a comparison based on the provided 

classification reports: 
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Figure 8.12: Comparison of NER using BERT & NER using Combination of Rule-based Approach & 

CRF Model. 

8.5.1 Metrics Results   

Our model's NER using BERT seems to achieve very high F1-scores, indicating strong 

performance across classes. The F1-Score of 0.9989 is exceptionally high and suggests that 

the model is performing very well. On the other hand, the reference paper's F1-scores are 

generally lower, ranging from 0.82 to 0.91, which could be due to the NER using rule-based 

approach & Conditional Random Feild Model & inherent challenges in manually labelling 

data as shown in Figure 8.13. 

Figure 8.13: Comparison of F1-Score using BERT & Combination of Rule-based Approach & CRF. 

Our model achieves high precision and recall values across the classes. This indicates that it 

can identify and classify named entities accurately, with very few false positives (low 

precision) or false negatives (low recall). The reference paper's precision and recall values are 
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also respectable, but slightly lower compared to our model's results as shown in Figure 8.14, 

and Figure 8.15. 

Figure 8.14: Comparison of Precision using BERT & Combination of Rule-based Approach & CRF. 

Figure 8.15: Comparison of Recall using BERT & Combination of Rule-based Approach & CRF. 

8.5.2 Differences in Approach  

BERT-based NER model appears to outperform the model described in the reference paper in 

terms of F1-Score. It achieves an extremely high F1-Score (0.9989) across multiple classes, 

which suggests that it is highly accurate and robust. BERT-based model has an advantage in 

recognizing additional entity types like GPE (Geopolitical Entity), which are not present in 

the reference paper. The reference paper's model is based on a combination of rule-based 

approaches and Conditional Random Fields (CRF), which is a different approach from the 

deep learning-based approach using BERT. Both methods have their strengths and 

weaknesses. It's important to note that in the reference paper, NER was done manually by 

three researchers. This manual annotation process may introduce human biases and 
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limitations. It should note that BERT's ability to capture contextual information and its 

bidirectional nature make it well-suited for NER tasks. However, it's worth noting that fine-

tuning BERT for NER may require specialized datasets with labelled named entity 

information, and the model's performance can be influenced by factors like dataset quality, 

model size, and fine-tuning parameters. 

8.6 Discussion 

Fraudulent emails pose a significant threat to individuals and organizations, requiring 

advanced techniques for efficient detection and mitigation. Information extraction is a critical 

component of fraud detection, where identifying named entities and their relationships can 

unveil hidden patterns. We explored the synergistic approach of Named Entity Recognition 

(NER) using BERT and Relation Extraction after Topic Modelling for enhancing information 

extraction from fraudulent email data. Leveraging NER with BERT and Relation Extraction 

after Topic Modelling offers a powerful information extraction pipeline for fraud email data. 

This multi-step approach enables the identification of relevant entities, topics, and 

relationships, contributing to more accurate and targeted fraud detection. As the 

sophistication of fraudulent emails increases, combining advanced NLP techniques becomes 

crucial to stay one step ahead of malicious actors. 
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Chapter 9: Conclusion and Future Directions 

 

9.1 Introduction 

In our research journey, where we tried to understand cloud forensic backlog reduction 

through the innovative application of machine learning models. Our investigation into this 

critical domain has been a multi-faceted endeavour, encompassing various cutting-edge 

techniques and approaches. 

One of the fundamental challenges we addressed in our research was the efficient 

management of vast volumes of digital evidence in the cloud. To tackle this issue, we 

employed hashing techniques to eliminate duplicate data, a crucial step in streamlining the 

forensic process and mitigating the backlog.  

Furthermore, for email fraud detection, we used Latent Dirichlet Allocation (LDA) we have 

employed cutting-edge machine learning techniques, specifically the Latent Dirichlet 

Allocation (LDA) model. This methodology has empowered us to detect suspicious patterns 

and potentially malicious content with remarkable accuracy in the dataset that we used. 

Another pivotal aspect of our research involved information extraction, where we used state-

of-the-art BERT model for Named Entity Recognition (NER). This advanced approach not 

only enhances the precision and efficiency of identifying crucial entities within the labelled 

data, by using LDA model for fraudulent email detection, but also lays the foundation for 

more comprehensive data analysis. Next, we discuss relation extraction, offering a glimpse 

into its potential applications in cloud forensic analysis. As we wrap up our research, we 

contemplate the exciting prospects for this field, exploring future directions and emerging 

trends that could further refine and optimize forensic process in the cloud. 

9.2 Data Deduplication of Cloud Forensic Evidence 

The impact of deduplication methodology on reducing the cloud forensic backlog cannot be 

overstated. By systematically removing duplicates from the investigative queue, we have 

liberated valuable resources, enabling forensic analysts to focus their expertise and attention 

on truly unique and pertinent data. This streamlined approach translates into faster response 

times, more efficient case resolutions, and a substantial reduction in the backlog that once 

plagued the forensic workflow. 

In essence, deduplication through hashing serves as the linchpin of our strategy, exemplifying 

how technology and innovation can be harnessed to enhance the effectiveness of cloud 

forensics. By unburdening investigators from the weight of redundant data, we have not only 
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expedited the process but also improved the overall quality and accuracy of our forensic 

analyses, setting the stage for a more agile and responsive approach to cloud-based 

investigations. 

9.3 Relevant Data Extraction and Prioritization of Cloud Forensic 

Evidence 

The detection and prioritization of fraudulent email data represent paramount challenges. Our 

research has leveraged the formidable Latent Dirichlet Allocation (LDA) model to address 

these challenges head-on. With its remarkable ability to uncover latent topics within a corpus 

of text, LDA has served as an indispensable tool in the identification of fraudulent email 

content. Through the application of LDA, we were able to find discern patterns, anomalies, 

and hidden connections within vast collections of email data. By examining the underlying 

themes and semantic structures of these communications, we've been able to flag suspicious 

content with a high degree of accuracy. This not only accelerates the identification of 

potential threats but also enables us to focus investigative efforts precisely where they are 

needed the most. 

However, our research doesn't stop at detection alone. Equally critical is the prioritization of 

fraudulent data to alleviate the burden of cloud forensic backlog. With LDA's assistance, 

we've been able to assign priority levels to identified fraudulent emails based on the severity 

of their content and their potential impact on ongoing investigations. This intelligent 

prioritization system ensures that forensic experts can address the most critical cases first, 

significantly reducing the time and resources required to resolve cloud-related security 

incidents. 

9.4 Data Analysis of Collected Evidence Using NER and RE  

Our research has prominently featured Information Extraction as a pivotal component, and at 

its heart lies Named Entity Recognition (NER) powered by BERT. NER, a cornerstone of 

natural language processing, has revolutionized our ability to parse and identify crucial pieces 

of information within the vast sea of digital data. BERT, with its contextual understanding of 

language, has elevated the precision of NER to unprecedented levels. By deploying BERT-

based NER models, we've been able to meticulously extract key entities such as names, dates, 

locations, and more from complex textual data, enhancing the granularity and organization of 

our forensic findings. By employing RE techniques, we're able to uncover the relationships 

and associations between entities, thereby reconstructing a more comprehensive and coherent 

narrative from fragmented digital evidence. This innovation holds immense promise for 

expediting forensic investigations, as it enables us to establish context and understand the 

flow of events more efficiently. For the BERT-based NER model, precision and recall for all 
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classes (GPE, ORG, PER) are very close to 1.00, indicating high accuracy and ability to 

capture most of the entities. In contrast, the rule-based and CRF-based model has lower 

precision and recall values, suggesting that it may have some false positives and false 

negatives, especially for the Persons and Locations classes. 

9.5 Conclusion and Research Summary 

In conclusion, for our extensive research which is aimed at alleviating the challenge of cloud 

forensic backlog through the strategic implementation of machine learning models. Our 

journey led us through various facets of this problem, and we employed cutting-edge 

techniques to address them. We leveraged hashing algorithms to effectively remove duplicate 

data, enhancing data deduplication processes. Furthermore, in our pursuit of detecting 

fraudulent emails, we harnessed the power of Latent Dirichlet Allocation (LDA) models to 

flag suspicious emails, subsequently prioritizing them to streamline the cloud forensic 

workflow in relevant data extraction and prioritization chapter. Then, Information extraction 

also played a pivotal role, where we harnessed BERT for Named Entity Recognition (NER), 

utilizing labelled data derived from the prioritization step. Lastly, we delved into the realm of 

relation extraction which we discussed in Name Entity Recognition Using BERT Model & 

Relation Extraction chapter, then setting the stage for future directions in our research. Our 

work not only offers a comprehensive approach to mitigating cloud forensic backlog but also 

opens doors to exciting prospects for further exploration in this critical domain. 

9.6 Future Directions 

The field of cloud forensic is continuously evolving, so staying updated with the latest 

developments and adapting your research accordingly will be essential for our success in the 

future. Some potential future directions for research based on our current work on reducing 

cloud forensic backlog using machine learning models: 

• Adaptive Prioritization: Explore dynamic prioritization techniques that adapt to 

changing threat landscapes and forensic requirements. This could involve 

reinforcement learning or other adaptive algorithms for prioritization. 

• Streamlined Data Collection: Consider ways to improve the efficiency of data 

collection and labelling processes. This could involve exploring semi-supervised 

or unsupervised learning techniques to reduce the reliance on labelled data. 

• Hybrid Models: Investigate the feasibility of combining multiple machine 

learning models or techniques to create hybrid models. This could involve 

ensemble methods or integrating deep learning with traditional machine learning 

approaches. 
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• Real-time Detection and Response: Extend your research to focus on real-time 

detection and response mechanisms. Develop strategies for detecting and 

responding to fraudulent activities and security breaches as they occur, rather than 

waiting for a backlog. 

• Automation of Remediation: Go beyond detection and focus on automating the 

remediation of identified issues. Develop methods for automatically mitigating 

threats and reducing the need for manual intervention. 

• Use Different Data: To check the performance of current system, change data 

evidence to text it with same system to check compatibility.  

• Collaboration with Industry: Collaborate with industry partners and 

organizations to validate and implement your research findings in real-world cloud 

forensic scenarios. 
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