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Abstract 

All machining processes involve vibrations that are generated either through the interaction 

of cutting tools and workpieces or by machine structure. These relative vibrations between the 

cutting tool and the workpiece are considered important for the final machining output. These 

vibrations lead to a machining process failure if such generating vibration don’t address on time. 

Besides this, the occurrence of machine failure in the machining process can also cause due to 

other factors like misaligning of the tool, chip in the chuck, chip clamping, tool breakage, etc. In 

recent decades, the machining process has made significant technological advancements. To 

follow the agile philosophy in the industry, it is necessary to use algorithms based on data to tackle 

the increasing complexity. Specifically in Computer Numerical Control machining (CNC 

Machining). To improve machining, a simple and time-effective method has been used in this 

study. An auto-machine learning tool applied to data extracted from real-world production plants 

over two years. In this study, an auto machine learning tool was used for training data, training 

done by numerous models, and then the most effective and accurate model was used for predicting 

new data.   

 

 

 

Key Words: Machine Learning; Computer Numerical Control machining; Milling; Quality 

Prediction
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INTRODUCTION 

1.1 Background and Motivation 

In the past 20 years, machining technologies used in manufacturing have greatly improved 

due to a competitive and innovative market. As a result, computer numerical control (CNC) 

machines have advanced from basic punch-driven devices to complex computer-operated tools. 

With the continuous progress in software and information technologies, along with advancements 

in hardware and control technologies, machining accuracy and efficiency have been consistently 

improved. However, despite these advancements, imprecision sources in machine tools remain a 

significant limitation for machining accuracy and productivity in metal cutting processes. [1] 

 
Computer Numerical Control (CNC) machines are one of the most durable and enduring 

components of the production process. Machining centers that are highly automated are known for 

their fast production, but they can also be quite complex. The intense environmental conditions 

and speedy processing can lead to problems like tool breakage, improper tool clamping, and chip 

jamming. With a wide range of tool types and operations that vary in shape, coatings, material, 

surface finishing changes over time, traditional analytics face significant challenges in terms of 

robustness and generalization [2]. When there are variations in machining constraints (parameters) 

and maintenance methods, such as lubricating mechanisms, the complexity of the processes can 

increase. 

 
  To address these challenges, extensive research has been conducted on improving the 

quality of processes. [3, 4] and few in tool health monitoring [5, 6] has been performed. In order 

to advance research in the field, various machining datasets have been made available, including 

the SMART LAB Milling Dataset. [7], The University of Michigan compiled this dataset from 18 

experiments to investigate tool wear and inadequate clamping detection through direct 

measurements. The NASA Milling Dataset [8] includes data on tool wear measured by three types 

of sensors: vibration, current and acoustic emission. It is important to note that both experiments 

were performed in laboratory within a limited time frame. A dataset from a production plant was 

collected to solve a real-world problem. [9]. The dataset was collected over two years from three 
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brownfield CNC milling machines at different time intervals. It was designed to address feature 

drifts, tool operation variation, and class imbalance. [9]. 

 This study advances the work on a data set collected through real-life production plant [9], 

work consists of sorting the dataset as per requirement, balancing it concerning Operation, and 

then applying the auto machine learning tool of MATLAB which provides a robust method to find 

an accurate model. This might help the researcher to understand the robustness of the Auto 

Machine learning tool and make use of it to avoid time-consuming iterations as well as model can 

be used for process monitoring. 

1.1.1 Process Monitoring 

 
The study of process monitoring is a recent field in process condition research that has 

emerged alongside the progress of Industry 4.0 and soft computing. In the machining industry, 

various researchers have suggested and implemented the self-diagnostic machining system. 

Consequently, manufacturing sectors are adopting automation to meet global demand and remain 

competitive. [10]. In recent years, researchers have studied process monitoring extensively to 

reduce the need for skilled operators. Figure 1 shows the flow chart for the sensor-based online 

chatter identification process used in process monitoring. Firstly, the signal acquisition system 

collects the raw signals. Following this, three operations are carried out: signal processing, signal 

transformation, and feature extraction. Finally, a classifier is obtained using the soft computing 

method to predict chatter.  

Users of machine tools can now shift from routine maintenance to condition-based 

maintenance strategies by utilizing process monitoring. This involves monitoring process variables 

using various sensors in machining-based operations [11]. 
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Figure 1 Process Monitoring process through Chatter Diagnosis Process [12] 

 

 

1.1.2 Machine Learning 

Machine learning (ML) involves creating algorithms that enable computers to learn from 

input data and make predictions or decisions. It is a subfield of artificial intelligence (AI). AI and 

ML are important evolutions in computer science and can enhance almost every technology-

enabled service, product, and industrial application. Machine learning enables computers to learn 

and improve from experience, without explicit programming. ML is a subset of artificial 

intelligence that has applications in various fields of study [13]. 

 

  Manufacturing companies are concerned about the future impact of CNC machining due 

to machine learning and artificial intelligence.. [14]. The learning process of a machine relies on 

real-time data, analytics, and deep learning. Operators require datasets to comprehend individual 

machine operations and machine group interactions. [ 15 ]. Thanks to the advancements in sensor 

technology and communication systems, machine learning can now be applied to tool condition 

monitoring in new and innovative ways. [16] . Artificial intelligence can improve accuracy in CNC 
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machining by enhancing productivity and efficiency. [17]. Machines can analyze and generate 

real-time production data, enhancing productivity in part manufacturing. Machine users can easily 

modify machine operations using advanced machine learning algorithms [18]. Incorporating 

machine learning and artificial intelligence into part of manufacturing operations can enhance 

productivity and minimize work floor downtime throughout the process. [19]. 

 In this study, a Machine learning tool will be used for the purpose described above, CNC 

data collected over two years period were trained and a model is developed. The developed model 

will implement on other data to analyze the robustness of the model.  

 

1.2 Research Objectives 

Developing a machine learning model for a dataset collected through a CNC Milling machine 

leads to numerous objectives. However, the main objectives are as follows: 

 

1. Anomaly Detection and Quality Control 

2. Predictive Maintenance of Equipment and tools 

3. Tool Wear Prediction 

4. Process parameter Monitoring 

5. Process Monitoring and Control 
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CHAPTER 2: WORKING METHODOLOGY 

2.1 Experimental Setup / Data Acquisition System 

A dataset used in this study was collected through the “Smart Data Collection System for 

Brownfield CNC Milling Machines”[9] and the data set is available at: 

https://github.com/boschresearch/CNC_Machining.  

 

2.1.1 Data Description 

Data is being collected from three different CNC machines within a production plant, 

Figure 5 depicts the structure of the data. 

 

 
Figure 2 Structure of data, stored in the directory 

 

Data is collected from October 2018 to August 2021 at regular intervals. The dataset includes 

15 tool operations performed on 3 machines at various times to analyze drift over time and 

between machines. Different parts are produced by the machines, and the process flow varies. 

The time frame is identified by "Month Year" and represents the 6-month interval before the 

label, e.g. "Aug 2019" refers to the period between February 2019 and August 2019. 
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2.1.2 Challenges in Data 

During machining, high-speed operations require frequent tool mounting and unmounting 

on the spindle chuck. These factors occasionally cause process failures due to tool 

misalignment, chip-in chuck, chip clamping, and tool breakage. To ensure optimum product 

quality, a professional on the shop floor manually controls the workpiece in a gauging station 

and annotates the process's condition after each batch. However, labeling during production 

remains challenging due to manual gauging, leading to wrongly labeled processes and missing 

precise annotations. The dataset that has been published focuses specifically on failures in the 

quality process, with the OK class indicating an error-free process and NOK referring to a 

faulty process.  

A major trial in industrial datasets is the significant imbalance between OK and NOK 

samples, as depicted in Figure 6. In our dataset, there are 816 OK samples for every 35 NOK 

samples. However, in our actual production, the number of OK samples is much higher. To 

build a model, we selected a limited dataset with an equal proportion of OK and NOK samples, 

as mentioned in section 2.3 

 

Figure 3 Class Distribution, process health concerning Operation 
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2.2 Data Pre-processing 

Before proceeding to develop an effective model, data pre-processing was done to create 

biases between OK and NOK data. Initially, to reduce OK samples without avoiding the cutting 

region, each OK sample is reduced while maintaining sample values that range in its cutting 

region. Second, each sample is windowed per 2000 sample rate and an overlapping windowing 

technique per 1000 samples adopt. After this, step-by-step data were analyzed to balance the 

data w.r.t OK and NOK samples.  

5 operations, OP01, OP02, OP04, OP07 and OP10 out of 15 were selected for developing 

an effective model and the remaining operations data will be used for prediction. Figure 7 

shows the Process health distribution w.r.t to Operation after pre-processing of the initial data 

set. 
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Figure 4 Process Health distribution w.r.t Operation after balancing data of 5 Operations 
 

2.3 Features Extraction and Model Selection  

2.3.1 Time Domain Features Extraction 

Data acquired is accelerometer data and accelerometer data is typically represented in the 

time domain. An accelerometer measures acceleration, which is a physical quantity that 

changes over time. The data captured by an accelerometer sensor provides information about 

the acceleration experienced by an object or device in the form of a time series signal. Each 

sample in the signal corresponds to a specific point in time and contains information about the 

acceleration at that moment. While dealing with accelerometer data, time-domain features give 

meaningful insights. These feature helps in characterizing the acceleration signals and enable 

further analysis and model training for machine learning. 
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Following Time domain features extracted from the signal for further analysis and machine 

learning model: 

 Mean: In the context of time-domain signal analysis, the mean represents the 

central tendency of the signal’s amplitude values over a specific time interval. 

 Standard Deviation:  It indicated how much the values deviate from the mean. A 

high standard deviation implies greater variability in the signal. 

 Root Mean Square (RMS): In signal processing, RMS provides a measure of the 

effective amplitude of the signal and is commonly used to quantify signal power of 

energy. 

 Skewness: A measure of the asymmetry of a probability distribution. 

 Kurtosis: A measure of the “tailedness” or shape of a distribution. High kurtosis 

indicates a distribution with heavier tails and a more pronounced peal, while low 

kurtosis indicates lighter tails and a flatter peak. 

 Zero Crossing Rate: The rate at which the signal changes polarity or crosses the 

zero amplitude level. It provides information about the frequency of the changes n 

the signal’s direction. 

 Shannon Entropy: In the context of signal, it quantifies the amount of randomness 

or unpredictability in its amplitude values. 

 Energy: In signal processing, energy refers to the total magnitude of the signal’s 

amplitude values over a specific time interval. It provides a measure of the overall 

strength or intensity of the signal. 

2.3.2 Auto Machine Learning in MATLAB 

Before proceeding to auto Machine learning, it is better to know the workflow of the 

machine learning. Figure 8 shows the workflow of Machine learning. 

Machine learning starts with accessing data either by accelerometer data stored offline or 

any particular live machining data. Once the data is gathered, steps move forward for 

preprocessing which is cleaning, labeling, and data reduction. In some cases feature extract for 

a more reliable machine learning model. 

After preprocessing the data, develop predictive models like deep learning, statistics, etc. 

As there are a number of learning models in machine learning, so there are hyperparameters for 
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each machine learning model for a more robust and accurate model and then proceed to validate 

the result on the predictive model. Once the end user satisfied with the predictive model, 

proceeds to deploy algorithm of a selective model for predicting future data. 

 

Figure 5 Machine Learning Workflow 
 

As Machine learning gives challenges in developing attractive models because it contains the nth 

number of iterations before finalizing any best performance model. So Auto Machine learning 

assists to go through these iterative steps automatically. Figure 9 presents the Auto ML workflow. 

 

Figure 6 Auto ML Workflow 
 

In Auto ML, after preprocess data iterative selection of a robust model is done automatically, and 

generalize model is ready to predict future data. 
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A list of learning Models along with accuracy is mention in the tree of Classification Learner app 

used for Auto ML, it allows user to select the most accurate model and even allow user to train 

model on optimizable model type of any model. Optimizable model type feature allows you to 

perform hyper parameter tuning for various machine learning models. 

 

Hyper parameters are parameters that are set before the learning process begins, and they control 

the behaviors and performance of the machine learning algorithm. Optimizing these hyper 

parameters can lead to improved model performance. 

 

Optimizable model feature work in the following way in classification learner app : 

 Hyperparameter tuning: It involves finding the best combination of hyperparameter 

values that result in the optimal model performance. 

 Automated Search: App performs and automated search to find the combination of 

hyperparameters that leads to the best model performance. 

 Grid Search and Bayesian Optimization: The app uses techniques such as grid search or 

Bayesian optimization to explore the hyperparamters space efficiently. Bayesian optimization is a 

more advance technique that adapts the search based on the results of previous evaluaitons. 

 Cross Validation: The "Optimizable model" feature often uses cross-validation to 

estimate the model's performance for different hyperparameter configurations. Cross-validation 

involves splitting the dataset into training and validation subsets multiple times and averaging the 

results to get a robust estimate of model performance.  

 Best Model Selection: Once the hyperparameter tuning process is complete, the app 

identifies the best-performing model based on the specified evaluation metric. This model can then 

be used for making predictions on new, unseen data. 

 

Using the "Optimizable model" feature can help you find the best set of hyperparameters for a 

given machine learning algorithm without manual trial and error. This can lead to improved model 

accuracy and generalization to new data. It's a valuable tool for practitioners who want to achieve 

the best possible performance from their chosen classification algorithm. 
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CHAPTER 3: RESULTS AND CONCLUSION 

3.1 RESULTS: 

Initially, 30 features were selected as predictors and 10 unique operation names with their 

respective conditions were chosen as the response variable for model learning in the classification 

learner app for the Auto ML model. 

All models in Table 1 were trained to select the best model based on accuracy. The “Cubic SVM”, 

'Quadratic SVM', and “Ensemble Bagged Trees” models had the highest accuracies, but none 

exceeded 90.4%. Optimizable models were trained as a result and their results are also shown in 

Table 1. An Optimizable Ensemble Machine learning model was ultimately chosen based on its 

highest accuracy of 90.8% for predicting new data. 

 

Table 1 Trained Model and their corresponding accuracies 
Trained Model ACCURACY % Trained Model ACCURACY % 

    

Decision Tree  Nearest Neighbor Classifier  

Fine Tree 65.0% Fine KNN 85.0% 

Medium Tree 50.9% Medium KNN 76.7% 

Coarse Tree 36.4% Coarse KNN 62.7% 

Discriminant Analysis  Cosine KNN 77.6% 

Linear Discriminant 62.6% Cubic KNN 74.0% 

Quadratic Discriminant 78.3% Weighted KNN 83.4% 

Naïve bayes classifier  Ensemble classifiers  

Gaussian Naïve Bayes 52.4% Boosted Trees 57.4% 

Kernel Naïve Bayes 68.4% Bagged Trees 86.0% 

Support Vector Machine  Subspace Discriminant 57.7% 

Liner SVM 67.7% Subspace KNN 52.1% 

Quadratic SVM 87.6% RUSBoosted Trees 55.2% 

Cubic SVM 90.4% Optimizable Model  

Fine Gaussian SVM  57.8% Optimizable SVM 88.1% 

Medium Gaussian SVM 85.8% Optimizable Ensemble 90.8% 

Coarse Gaussian SVM 63.0%   

3.1.1 Confusion Matrix 

The confusion matrix is a valuable tool for assessing classification model performance in both 

binary and multi-class classification problems. It categorizes classification results into four groups. 

 

 True Positive (TP): These are instances that are actually positive and also predicted 

correctly. 

 True Negative (TN): These are instances that are truly negative and have been accurately 

identified as negative by the model. 
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 False Positive (FP): When the model incorrectly predicts a negative instance as positive 

(Type I error). 

 False Negative (FN): Instances that are truly positive but mistakenly classified as negative 

by the model (Type II error). 

 

Confusion Matrix for the trained models corresponding to higher accuracies mentioned in Fig 10. 

 

 

Figure 7a. Confusion Matrix for Cubic SVM Model, Accuracy 90.4% 

 

 



14 
 

 

Figure 7b. Confusion Matrix for Optimizable Ensemble Model, Accuracy 90.8% 

Figure 7 Confusion matrix of two trained models with higher accuracy 

 

 

3.1.1 Accuracy of models on new data: 

These models were then applied to new data to confirm their accuracy. The performance 

was evaluated using the MacroF1 score. Table 2 Compares the F1 score and accuracy of these 

two models. Figure 11 shows the confusion matrix. F1 score is a metric commonly used to 

access the performance of a binary classification model. It takes into account both the precision 

and recall of the model to provide a single measure of its accuracy in making correct positive 

predictions while minimizing false positives and false negatives. To evaluate the result of the 

multi-classification model, macro-averaging or weighted average approach for F1 scores will 

be evaluated. Macro averaging F1 score, compute the average F1 score across all classes. This 

gives an overall performance measure that treats each class equally, regardless of class size. 
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Table 2 Accuracy Result of Selected Model on New Data 

Model Name Accuracy % F1 Score 

Cubic SVM 91.4 0.919 

Optimizable Ensemble 90.6 0.918 

 

 

Figure 8a. Confusion Matrix Cubic SVM Model on new data set 
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Figure 8b. Confusion Matrix Optimizable Ensemble Model on new data set 

Figure 8 Confusion of selected model on new data set 

 

3.2 Conclusion 

It has been concluded that the accuracy of a trained model can only be confirmed on a new dataset. 

The accuracies of each model may vary slightly depending on the conditions and dataset. 

This paper proposes an effective model for predicting class based on operations. The dataset used 

in this paper [9] can be utilized for future work to predict results based on other variables. 
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