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Abstract 
 

DF is a relatively newer domain of vision research which emerged in recent years. 

The actual term "DF" was introduced in late 2017 by a Reddit user, where the authors 

claimed to develop a learning-based algorithm to incorporate celebrity faces into the 

pornography videos [3]. Considering his attempt as a success, many malicious users tried 

to appropriate similar principles to conceive social chaos [4,5]. Later, free to access 

smartphone applications like ZAO and FaceApp also played a prominent role in 

popularizing such DF tools. These applications encourage mass users to appropriate such 

DF applications without any prior experience. Most notably, all of these DF tools used 

social media as a platform for spreading their conspiracies and misinformation within a 

short span [1]. The growing interest in DF techniques shocked the research community as 

well as security concerns. As soon it begins to get popularity, several tech giants like 

Facebook, Google, and Apple took immediate actions to counter DF generators.  

Simultaneously, well-known security defenses like the Defense Advanced Research 

Project Agency (DARPA) and the National Institute of Standards and Technology (NIST) 

commenced developing DF forensic systems along with arranging DF detection 

competition like Media Forensics Challenge MFC2018) and the DF Detection Challenge 

(DFDC). All these attempts encouraged this study to investigate further into the DF domain 

in such a manner that a substantial push can be achieved into the forensic system(s). This 

research aims at developing a framework to systematically address the issue for prevention 

and detection of such DFs. A mechanism will be studied/ developed to prevent use of 

critical image/video data from use by forgers that use AI algorithms to generate DFs. 
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Chapter 1 
 

Introduction 
 
 

1.1 Overview 
 

Intro of high quality video/ image capturing devices and cams into smart phones and other 

hand held gadgetries have intrigued users to continuously upload captured data onto social 

media platforms like Facebook, Instagram, Whatsapp etc etc. However, with the fast pace 

recent developments in AI and AI based application / platforms, shared user data (Videos 

and images) may be manipulated using various AI based algorithms (specifically GANs) 

to create forged videos/ images, also known as DFs (DFs). Criminal use of these forged 

DFs can put every one prone to devastating threats to privacy, reputation and sometimes 

with financial implications as well. Example scenario could be creating and releasing fake 

pornographic videos, or creating and releasing a fake statement by higher hierarchy of 

MNCs having severe financial impacts in market. This threats get more horrific with the 

fact that a large no of freely available tools and apps (e.g. ZAO FaceApp etc) enables 

normal users without much of technical know-how of AI or smart systems, to easily 

manipulate data to create DFs using their everyday smart devices like smart Phones or tabs. 

Apropos, it necessitates that robust and effective measures should be undertaken to mitigate 

the risk of DFs and to protect security and privacy of users and their data [9]. 

With increased recognition of the threats to data privacy and user security involving DFs, 

the need to develop DF prevention and Detection techniques have seen a surge worldwide 

both at private and official level. This is evident from the fact that large no of detection 

methods/ techniques has been developed in recent years, most of which are AI based using 

deep learning algorithms. Secondly, several large-scale data sets of DFs videos have been 

made available for researchers and two open challenges related to DF detection have 

recently been conducted, the DARPA MFC 2018 Synthetic Data Detection Challenge 

(https://www.nist.gov/itl/iad/mig/media-forensics-challenge-2019-0) and the 2020 DF 

Detection Challenge (https:// DFdetectionchallenge.ai) conducted with sponsors from 

technical giants including Microsoft, Facebook, and Amazon. Despite this serious 

involvement and progress, still a number of challenges stand tall for DF detection in wild 
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data. Most important of these challenges is the fast pace in improvement and development 

of Deep Neural Networks (DNNs), that are widely used for DF creation [5].  

Therefore, it is now pertinent to consider DF prevention with more importance and 

concentration as the threat is evolving at a pace where detection will slowly become near 

impossible.  

1.2 Motivation and Problem Statement 
 

Capturing and sharing of millions of images and videos round the clock by users on openly 

accessible social media platforms cannot be decreased or stopped and the only way forward 

is the endeavor to protect the privacy and integrity of created content. Hence, there is a 

need for development of a frame work/ systematic approach for effective prevention of 

user data. After prevention, the utmost requirement is of a mechanism which enables user 

to detect forged data (DFs) with some level of authenticity. 

 

1.3 Objectives 
 

The main objective of this research is to develop a framework to guide the forensics of 

DFs.  The detailed objectives are:- 

1.3.1 Develop DF prevention model for image/ video data. 

1.3.2 Develop DF detection model for prevented data (data prevented through prevention 

model). 

1.3.3 Propose a practical way forward for DF detection model for non- DFL data.  

1.4  Thesis Contribution 
 

To the best of our knowledge the mechanism proposed in this paper has not been used for 

handling prevention of DF video and imges.  

The main contributions of this work are as follows. 
 

• We propose a DF prevention model/ concept to enable users and organizations to 

prevent forgery of their data.  

• Next, we have proposed a technique to identify the protected data for being DF or 

otherwise. 
 

• Unlike existing work, our work is more leaned towards normal users that 
can use simple tools to protect their data against forgery. 
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1.5 Thesis Organization 
 

The thesis is structured as follows: - 
 

• Chapter 2 contains the literature review and work done in the field so far. 
 

• Chapter 3 contains the proposed work  
 

• Chapter 4 contains the testing of the concept, acquired results and detailed 

discussion  

 
• Chapter 5 marks the end of the document. The conclusion and future work areas 

are revealed in this chapter. 
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Chapter 2 
 

Literature Review 
 
 

2.1  Threat Assessment  

Deep Fakes have emerged as an existential threat at international security horizon with 

potentials to effect the personal privacy and security of individuals as well as pose a threat 

to create much larger and serious security concerns between countries, MNCs and other 

business and financial organization. Brookings Institution has identified that Deep fakes 

have a potential to Distorting state processes and eroding trust in institutions; weakening 

journalism; exacerbating social divisions; undermining public safety; and inflicting hard-

to-repair damage on the reputation of prominent individuals, including elected officials and 

candidates for offices. A study by Forbes indicates that the consequences of Deep Fake 

technologies could be catastrophic both at individual as well as collective level. They have 

depicted a scenario where using Deep Fakes, footages can be created in which soldiers are 

shown committing humanitarian crimes against civilian population or some powerful ruler 

of a country may be shown approving a nuclear strike against any country leading to 

devastating consequences for countries/ humanity. Henceforth, we conclude that the threat 

posed by Deep Fakes and evolution of AI and its applications is quite real and significant 

in its potential of causing high magnitude devastations.  Therefore, it is imperative to work 

on mitigation measures against this risk and a systematic and all-inclusive approach be 

devised for a safe way forward. 

2.2  What are Deep Fakes?  

The term Deep Fake (to be refered as DF hereon in this paper) appeared in 2017 by a Reddit 

user (whose nick was also DFs) who carried out image forgery through AI algorithms and 

created forged pornographic content with swapped faces. Theron, the term got attention of 

world wide researchers and users, and all the forged videos/images with impersonated 

characters had been termed as DFs.  

Technology involved in Deep Fake creation is capable of seamlessly stitching anyone from 

real world, into a video or image in which they never actually participated. We can see 

from the example of actor Paul Walker, who even after his death was shown in Fast & 

Furious movie [7]. 
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Though initially the DF content appeared as comic or humorous videos, that were mostly 

created through face swapping of popular personalities, however the criminal or negative 

uses of the technology like revengeful pornographic DFs, fake news, hoax or financial 

frauds have raised the concerns of public as well as intelligence and law enforcement 

personals [2].  

2.3 Classification of Deep Fakes 

With evolution of AI and related technologies, the quality and techniques for DF 

have also evolved and three major categories of DF videos have been seen emerging. First 

is Head Puppetry, which means creating a forged video of whole head and upper shoulders 

of a target user by synthesizing it with the same of a source user. This way the target 

person’s head and upper shoulder region appears to be showing same actions and behaviors 

as the source user. Second category is Face Swapping in which target face is swapped with 

that of the source and is synthesized using AI so that it keeps the same facial expressions 

as that of the source. Third category is Lip Syncing in which only the lip area of a target is 

forged and manipulated to create wrong/false speaking gestures or words. This way a video 

of a person can be created, him saying such words that he actually never said [5].  

A comprehensive survey published by ACM Computing Surveys in Jan 2020 has also 

discussed DF in detail and the researchers have divided the DFs videos into four broad 

categories based upon visible human characters i.e Reenactment, Replacement, Editing, 

and Synthesis. In Reenactment DF, the source image is used to create synthesized target 

image having expression, mouth, gaze, pose or body, derived from source image character. 

Expression reenactment is used to create expressions in target image derived through 

source image e.g the reenactment of historical figures for educational/ entertainment 

purposes. Mouth reenactment is used to create dubbed videos with realistic lip/ mouth 

expressions. Common example of its use are the realistic videos of characters in multiple 

languages whereas the source video speech has been recorded only in one language. Gaze 

reenactment is where the eye gaze position and eyelid movements are corrected/ 

synthesized in a target image using a source image. This is used to correct eye positions 

during important photographic events or to show a permanent eye contact with camera for 

a person appearing on a screen whereas actually the eye contact wasn’t uniform or constant.  

In Pose reenactment the head position of the target image is derived from the source image. 

This technique has commonly been used for carrying out face frontalisation of camera 
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footages where the target image or person is not directly facing into camera direction. In 

body reenactment the complete body pose of the target image is synthesized/ derived using 

a source image. This technique is commonly used in media industry to superimpose body 

poses into a scene where the target character is not actually present. 

In Replacement DF the source images are either transferred into target images or they are 

swapped with them. In image transfer, the desired portion of source images are transferred 

to target images like in fashion industry different outfits are tried on same or different 

models without having them to wear the clothes. In swap replacement, commonly the face 

of the target image is swapped by source image e.g in entertainment memes the faces of 

actors are replaced with famous personalities. In Editing or Synthesis DF, the appearance 

characteristics of a target image are altered removed or added. Examples are the apps that 

are commonly used for image enhancements or editing like changing clothes, hair color, 

eye color, age, ethnicity or even beauty attributes [7]. 

To conclude, we define Deep Fake videos or images as such videos and images that contain 

characters that were not actually doing or saying whatever they appear to be doing or 

saying. 

 

2.4 Deep Fake Creation  

From a technical perspective, the term DF is a combination of terms deep learning and fake 

images/videos, involving use of AI algorithms and neural networks to deeply train a system 

to create manipulated images/ videos with people saying or doing things they actually never 

said or did. DF creation largely rely on neural networks that use large sets of data, mostly 

comprising source images, to train the system to learn to mimic a person’s facial 

expressions, body movements, poses or speech expressions. Most commonly, Generative 

Adversarial Neural Networks (GANs) are used for the purpose, which are a pair of artificial 

neural networks that work together in a competitive framework to create DFs. Both these 

NNs are trained on the same data set comprising large no of sample of images, videos or 

voice of the target character, and then one of the network creates a new sample and the 

other network tries to classify it as real or created. This way both these networks drive each 

other in improving the results and resultantly create a near real sample of data. Tremendous 

work is in progress where scientists and researchers are trying to reduce the input data set 

for creation of more accurate results. This might end up at creation of near realistic DF 
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using a single selfie of a user [1]. Whatever is the algorithm or type and technique of neural 

networks, it’s the AI that’s playing a pivotal role in creation of accurate and near real DF.  

From an end user perspective, although this technology has been existing in entertainment 

industry for quite some time, where the movie maker would join and stich anybody in any 

scene of the video. For example, Paul Walker a film actor, who even after his death was 

included in a movie named Fast and Furious 7. But to do this a lots of efforts in terms of 

setting up of studio and environment with huge loads of equipment and people was 

required. However, the evolution of technology in recent decade and availability of 

machine learning software have enabled the users to create DF in quite simple and fewer 

steps than ever before [7].  

Recent survey conducted by Deeptracelab indicate at least 75 deep learning working 

models that have been developed to generate body and face reenactment for creating DFs 

and at least 20 DF creation online communities and forums with upto 100,000 active 

members are present making it a substantial community and means available [10]. 

2.5  Deep Fake Detection  

Keeping in view the emerging and ever increasing threats posed by Deep Fakes, there is a 

significant increase in researcher’s interest towards development of detection methods and 

techniques. According to a recent survey almost 55 detection models have been identified 

that have been proposed by different researches, some of which having an accuracy rate of 

upto 85 %, however, most of these detection models are data specific and require the 

system to be pre-trained on data sets for particular users. This makes their viability a bit 

lesser for normal users with no prior data sets and no experience of AI algorithms [2].  

Though, the progress of DF detection is moving on, however, the evolution of DF creation 

algorithms is so rapid that it indicates that in future normal detection models won’t be of 

any use for large scale DF detection. Availability of data sets by various security 

organizations has enabled the researchers to produce academic models and studies but any 

significant progress towards a real time forensic system and model is still awaited [11]. 

Most of the DF detection models irrespective of their techniques and methods suffer from 

two basic problems i.e firstly the post processing of videos to remove any artifacts and use 

of filters makes DFs near realistic and secondly the availability of data sets for researchers 

is still not formalized and errors and problems exists. Detection based on artifacts, GAN 

finger prints, biological indicators such as eye blinking pattern or skin wrinkling etc, 
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emotional signatures such as smile pattern, all have achieved some progress towards 

detection however accuracy and wild data set implementation is still foggy [12]. 

2.6  Deep Fake Prevention 

Since Deep Fake creation has become a very real threat to privacy and security with the 

rapid evolution of generative adversarial networks (GAN) in image regeneration and 

synthesis, therefore, needs serious mitigation steps and measures. However, the existing 

studies, models and techniques being developed for detecting these Deep Fakes are still at 

nascent stage. Presently the detection methods are struggling to match the speed of 

evolution and development in NNs and other techniques to evade detection. The existing 

effectiveness of detection methods is still around classification of some particular data set 

specific images or videos. However, Deep fake prevention methods can provide a 

mechanism to track, identify and classify any no of images, if appropriately configured to 

retain provenance. With this method the fake videos and images can be tracked and 

identified and further spread on SMNs can be prevented [9]. 

Passive defending against Deep Fakes have accrued little results and speed of advancement 

in GANs is likely to keep passive detection much behind active defense of privacy and 

security has to be undertaken to prevent the creation or at least propagation of false/ forged 

data. This could best be done by developing some image and video signature or copyright 

mechanism for embedding some information into image/ video data itself that can be later 

used for classifying any malicious images/ videos [12]. 

2.7  Conclusions 

Through the study of various surveys, it may be concluded that more efforts are being put 

up into DF creation techniques and speed of evolution in artificial intelligence and deep 

learning algorithms might make the job of security personals more and more difficult. 

Table 1 shows the summary of various DF models identified and here we can see that the 

no of DF creation models is nearing 80 with those having least data dependencies is around 

50, almost 62% of total DF creation working models can create many to many DF. This 

means that data of any user can be used to create DF videos through synthesizing the user 

with any other random user by training deep learning neural networks. 

Although the study shows a considerable no of DF detection models being used however 

none of them is data set independent. They are based on neural networks that need to be 
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trained for a specific user data set and after requisite training can only detect the possibility 

of forged data for that specific user. 

Least worked on field is the DF prevention where only a few working models have been 

developed to protect user data from forged use in DFs. 

 
 
 

Purpose 

 
 

Type 

 
 

Models 

 
Dataset 
Specific 

 
 

Data 

 
Accy 

 Range % 

 
 

Avg Accuracy 

DF Creation One to One 7 Yes Video/Image   

 Many to One 17 Yes Video/Image   

 Many to Many 52 No Video/Image   

DF Detection Face Synthesis 9 Yes “ 70-100 93.33 

 Identity Swap 17 Yes “ 53-100 77.5 

 Attribute Manipulation 10 Yes “ 74-99 92 

 Expression Swap 8 Yes “ 75-99 87 

DF Prevention Data Provenance  3 - “   

 AI 2 - “   

 
 

Table 1 Summary of DF Models 
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Chapter 3 
 

Proposed Work 

 
3.1 Introduction 

This chapter focuses on the explanations of developed system model that will enable the 

user data to be prevented against forged use for creation of Deep Fakes. Concept of Deep 

Fake Lock (DFl) will be introduced, that is a mechanism to be used for locking/ preventing 

user data from Deep Fake creation. Various system and other diagrams will also be 

presented to describe the proposed system in detail. 

Details of modules developed along with their description shall also be explained in this 

chapter. Discussion regarding software engineering concepts and implementation will also 

be explained in this chapter. 

 

3.2 System Description 

The proposed system comprises of processes and modules that will enable users to secure 

their data (Images and videos) for prevention of forged use for creating DFs. In case the 

data is forged and used for creating DFs, same can be verified through a no of steps using 

the system. Fig 3.1 shows the common use case scenario of the proposed system.  

 

 

Figure 3.1 General Description and use case scenario of the Proposed System 
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The system introduces a concept called Deep Fake Locks for prevention of data forgery 

and a mechanism to identify such forgeries and classify the suspected images/ videos as 

being Deep Fake or not. Any original user image X (o) if deemed important to be protected 

through is system is provided by the user. The system creates a unique signature called 

Deep Fake Lock (DFl) for the image X(O). this DFl- X(o)  is archived and secured both 

with user and within the data itself. If at any point of time during social media propagation, 

same image is used by a person or organization for creation of forged image X(f), and 

propagated, it can be retrieved, checked and can be classified by the system. Details of the 

system are explained in proceeding paragraphs.   

3.3 Deep Fake Lock (DFL) 

DFl is defined as a mechanism that can be used to protect the user data against forgery and 

unwanted use for creating Deep Fakes. It involves generation of unique signatures for a 

particular data item i.e. images (both in case of videos and pic) and then securing the 

generated signature both on the data and off the data. Generated signatures can further be 

secured through encryption algorithms. DFl can be secured On the data by embedding into 

the meta data of original images or into original images itself using various data hiding 

techniques. While DFl can be secured off the data into a secure file in user’s device or in a 

central online repository.  

The concept of DFl can be implemented using a no of data encryption and security 

algorithms, however we have used the HASH 256 encryption method to generate our RAW 

signature for the data to be protected. Thus a unique key is generated for every piece of 

user data i.e user selected images or randomly selected images from user selected videos.  

3.4 DFL Creation 

DFl is created using pixel data of original image, through a series of steps involving 

mathematical calculations, encryption and data provenance as shown in fig 3.1 and 

explained in sections below. 

3.4.1 User Data Acquisition 

User selects the data to be locked or prevented for being used for DF creation. In case of 

the images, they are directly selected by the user, whereas in case of videos, user selects 

the video and system selects random images from that video for calculation of signatures. 

The data about which images are selected is also noted by system along with signatures 
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and same images are selected again while in the identification and classification process at 

later stages.  

 

 
 

Figure 3.4.1 DFl Creation 

3.4.2 Data Pre-Processing 

After the selection of user data, the images are pre-processed and splitted into meta data 

and pixel data. Meta data is the raw information about the image including GPS location 

in case of modern cameras, camera model, lens information, and other details, whereas 

pixel data contains the raw pixels of image. Pixel data is used for calculation of unique 

signatures for any particular image. 

3.4.3 Signature Calculation 

After pre-processing of data, the splitted pixel data is fed into the signature generating 

process which uses HASH-256 algorithm to calculate a unique hash key for a particular 

image. It is worthwhile to note that this key is unique for every image with even slightest 

of changes and thus have a strong capability to detect any image forgery. 

3.4.4 Signature Encryption 

 After the calculation of HASH key for a particular image, the generated key is again 

encrypted using AES encryption. This step further enhances the security of the key from 

being broken and provides a prevention mechanism for maintaining its integrity. After 

completion of this step, a DFl is created which is a unique signature generated for every 

image that is required to be protected against forged use or DF creation. 
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3.5 DFl Securing Process 

After generating DFl, next important step is to secure it both along the data and off the data 

so as it can be used later for identification process. For our system, we have used two-way 

data securing mechanism to ensure that the unique data signature is available to users. 

These are explained in following sections. 

3.5.1 On-Data Signature Embedding 

For On-Data signature embedding, we have used meta data of the original image which is 

already available after pre-processing step and hence the unique signature is embedded into 

LSBs of meta data and same is retrieved during identification process. 

 3.5.2 Off-Data Signature Embedding 

DFl is archived and secured off the data through two techniques, firstly it is saved in user 

defined device or storage media, and secondly it is registered with a central certification 

server online. This will enable to identify DF by end users themselves using locally 

archived signatures for less harmful cases, and  it will also enable establishment of a central 

data base for forensics and law enforcement agencies to identify DFs that may  have 

consequences related to security and integrity of original data. 

 

 

Fig 3.5 DFl Securing Process 
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3.6 DFl Authentication 

While executing the authentication and validation process, the system again follows series 

of steps as shown in fig 3.3. Whenever a user or a law enforcement agency suspects that 

some image or video has been used to create a DF, with similar environment as the user 

was in original image/ video, same signature is again created for suspected data set (images 

from suspected DF videos/pics) and is compared with secured on the data and off the data 

signatures of original image or video. As an example if a user thinks that his portrait picture 

(that has already been prevented using DFl) has been used by some malicious actor to 

create forged image or video, showing him doing or saying something he never did in his 

original image/ video, the user can always use the archived signatures to identify and 

verify. 

From security point of view same example can be set up for any president of important 

country who originally recorded a video or an address to the nation, and same data has been 

forged to make DF showing him saying things that he never said in original video. So if 

the original video was protected through DFl, the video can be used to re-create same 

signatures using same techniques and algorithms and will be compared with the archived 

signatures. Depending upon the results, the new forged video can be classified as not being 

original or DF. The process involves following steps.      

 

 

Fig 3.6 DFl Authentication 
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3.6.1 Suspected Data Acquisition 

Suspected forged videos can be provided to the system both by users as well as law 

enforcement agencies, for which same procedure is used again. In case of image, it is 

directly passed on to the generator module, while in case of a video, same images are 

selected as that were during creation process. For the time being, we have used manual 

selection of images, however in future work and advanced version of system, the images 

will be selected on similarity basis with the original video. As an example, if a user thinks 

that his 10 seconds video has been used to create a 10 seconds DF, the original index no’s 

of randomly selected images will be available in meta data or archived data. So same 

indexed images will be selected from the forged video and their signature re-calculation 

will be carried out and compared with original images.  

3.6.2 Signature Re-Generation 

After selection of images, same module of signature generation as explained in fig 3.2 , 

will be used to calculate the data for suspected images. After this process, we will have two 

signatures of user images calculated through exactly same algorithms.  

3.6.3 DFl Comparison 

This process carries out comparison of the newly created signatures with those created and 

archived for original images. Archived signatures can be retrieved from the meta data or 

user files or from the central data base. These signatures being encrypted in original form, 

are first de-crypted using same algorithm i.e ABCD in this case.  

3.6.4 Classification/ Authentication 

This process validates the suspected images into either being DF or being original. This 

provides users and law enforcement with at least the basic foundation stone to fight DF and 

take a step towards its prevention.  

3.7 Code Walkthrough 

In this section we are going to provide a simple code walk through of the developed 

modules and application. Figure 3.5 shows the overall functionality of the system. Any 

image that’s to be protected through DFl is provided to the system which splits the image 

into meta data and pixel data. Using pixel data of the image, the function calculates its hash 
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and passes on to the next function that writes it into its meta data.

 

Fig 3.7 Overall Code Function Description 

Figure 3.6 shows the detailed working of the function Calc SHA256, through which the 

desired image is uploaded, its meta data and image data is splitted and SHA256 is 

calculated for the pixel data. Same data is also displayed in UI where user can also see the 

calculated hash of the image. This has been incorporated for simulation purpose so as user 

can also see the DFl signatures for manual comparison. 
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Fig 3.7 Function to Generate DFL 

 

Figure 3.7 shows the function that handles the meta data of the input image. It reads the 

meta data, and saves it, and when sha-256 is calculated, it embeds the calculated signature 

into the meta data again for future reference and validation process. For the time being the 

signature is simply being embedded at the end of the meta data. However, in advanced 

version of the system in future, same data will be embedded into meta data at bit and byte 

level so as same cannot be altered or deleted during the social media laundering process 

where apps automatically delete the unnecessary portion of meta data or sometimes embed 

totally new meta data. From DF creation point of view, most of the creation tools delete 

the older meta data all together and embed new entries, making forensic process more 

difficult. We will discuss the is detail in our discussion section of the paper. 
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Fig 3.7 Function to Split Image Data 

 

Figure 3.8 shows the function that actually parses the image pixel by pixel and calculates 

the unique signature using SHA256 algorithm. The unique signatures are calculated using 

the pixel data so as during forgery, any change on original image pixels can be identified 

for further classification of the image to be original or not. 
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Fig 37 Pixel Data Processing 

 

Figure 3.9 shows the code that handles the signature archiving in DB file that is envisaged 

to be residing in user selected local storage device. These entries can be used to classify 

any new image or video that is suspected to be a forged version of the user data that has 

already been protected through DFl. Advanced version of this app will also have an 

encryption mechanism for securing even the user device data. The app accesses the DB 

file, creates a new array if now older file exists, appends the calculated signature to the file 

against indexed entries and updates the file on user device. 
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Fig 3.9 Pixel Data Processing 
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Chapter 4 

 

Model Testing, Results and Discussion 

4.1 Test Scenario 

To test the frame work and concept model, few important personalities have been selected 

to validate the functionalities. In this basic version of the system video data (which is an 

array of images) has also been depicted through selection of single images. In advanced 

versions however, the selection of images from video data will be automated using AI 

based algorithm that will randomly select images from videos to be protected and calculate 

the signatures and embed it individually with respective images or collectively with the 

video itself.  

 

Fig 4.1 Test User Data - Original  

Figure 4.1 shows the images that have been selected from different videos of the users 

whose data is to be protected as user A, B C D E F. These images will first be used to 

generate their unique signatures i.e DFl, and will be secured three ways, in meta data, in 

user defined device and on an online repository. After protecting the data through proposed 

concept, same will be used to create forged data through DF creating apps. FACEAPP has 

been used as test app for creating forged or deep fake images of videos. 

4.2 Test Execution 

Using the FACEAPP app, the test images have been altered to show the users in actions, 

they were actually not, the envisaged threat scenario of our study. Different change or 

forged depictions have been done for different users. Table 4.1 shows the details of 

alterations that have been done in the data. 
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Ser User Alteration Done Platform Used  

1 A Face gesture Altered FACEAPP  

2 B New face gesture “  

3 C Face tone changed  “  

4 D New face gesture “  

5 E New face gesture “  

6 F New face gesture “  

Table 4.1 Test Alterations  

 

in case of user A, the original picture already contained the user with a smiling face, and 

same has been slightly altered with a deepened smile, that may go un noticed while 

watching this through a video. These changes may have different implications when comes 

to international diplomacy and sign language. 

In case of user B, the user is serious and worried in his original image however the gesture 

has been changed to a relaxed and smiling face. User C can be seen with a high tone skin 

and clean looking textures however the altered image contains slightly changed skin tone 

with addition of freckles on the face which is a common phenomenon in the ethnicity of 

the user. User D also had a normal face gesture on a normal working day however we have 

altered the gesture to a very happy and relaxing mode. User E is also shown with a normal 

face gesture in original image however we have changed the gesture to a happy mode again. 

In case of user F, the original image shows user in a slightly anguished and disturbed state, 

whereas again using the DF app, the user is shown smiling and in a relaxed mode. 

Fig 4.2 shows the processed data for same users with the altered or forged facial gestures. 

This gesture alteration of images will be same as in the case of forged videos where original 

images in sequence will be altered to show the user saying and doing things he never 

actually said or did. 

After creation of forged images, the same images are then again provided to the system 

which carries out 3 way authentication process. It calculates the signature of the suspected 

image using same algorithm as it used during DFl generation process. After generating the 

data for new image the system than looks up for the archived DFl embedded in the meta 

data of the image and  in case of social media laundering, the system checks for the 
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signatures in user device DB and  online repository. Both the DFls are then compared to 

classify the suspected image. 

 

 

Fig 4.2 Test User Data - Forged 

 

4.3 Test Results 

Using the above mentioned test scenarios and data, the proposed concept is evaluated. Each 

user image was forged to create DFs and were classified based on archived DFl. In most 

of the cases, the meta data of the image was also altered through the DF creation app and 

hence required to refer to the DB where respective DFl was archived in user device and 

online repository. Table 4.2 shows the detailed test results. 

 Ser User Alteration Done Validation Y/N 

1 A Face gesture Altered Meta Data Y 

2 B New face gesture Local DB Y 

3 C Face tone changed  “ Y 

4 D New face gesture “ Y 

5 E New face gesture Online DB Y 

6 F New face gesture “ Y 

Table 4.2 Test Results  

Same forged images were also uploaded on SM sites such as Facebook and WhatsApp 

which automatically carry out social media laundering, mostly changing and reducing the 

meta data. When these images were retrieved after propagation of about a week, the meta 

data of the images was altered thus the classification process could not be validated through 

DFl embedded in meta data and the same was retrieved from the local DB/ online 

repository. Fig 4.3 shows  the overall result for the sources of authentication after the data 

was subjected to SM propagation.  
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Fig  4.3 Authentication Sources 

Moreover, the test results for the test data remained satisfactory for normal use cases, 

however the false positives increased with the change in size and resolution of same images 

without any forgery. Similarly, if any noise is added to the original image while 

transmitting or propagation on social media, again the false positives are high. 

Ser Change Classified as DF False Positive %age 

1 Resolution Y Y 100 

2 Filters Y Y 100 

3 Noise (AI 

Generated) 

Y Y 100 

4 Platform Noise Y Y 100 

5 Back ground 

change 

Y Y 100 

4.4 Discussion 

Although the proposed concept provides a basic stepping stone towards prevention and 

detection of DFs however the implementation is still through basic algorithms and 

techniques. The speed of evolution in AI and its applications requires that a robust 

implementation of the proposed concept may be undertaken to address the issue with more 

accuracy and effectiveness.  

14%

43%

43%

AUTHENTICATION SOURCES

Meta Data Local DB Online DB
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4.4.1 Data (Image) Selection 

The selection of still images can be done manually however the selection of images from 

videos needs to be automated for both selecting the amount of data and images to be 

selected. This sequence of images with their index Nos will also be saved within DFl for 

later referral and selection of same images again to validate the suspected video.AI based 

image similarity algorithms be used in advanced version to quickly identify that which 

original video has been used to create any suspected DF. Same data will be used to then 

identify the archived DFl of original data for classification and validation process. 

4.4.2 DFl Generation 

We have used the SHA 256 Hash function to calculate the unique signature for images and 

videos. Though the robustness of the algorithm is still trusted by wide users and researchers 

however AI based technique may be developed to create DFl with more robust and 

unbreakable.    

4.4.3 DFl Archiving within Data 

Online embedding of DFl is currently being carried out into meta data of the images and 

videos. However, test result shows that most of the social media platforms carryout 

laundering of the meta data and reduce it or sometimes totally removes it and puts in new 

meta data. Therefore, some robust stenographic technique may be used in advanced version 

so as to cater for meta data laundering and availability of the DFl within the image data 

itself. This will enable users to use the suspected image itself for identification and 

classification. Felix Juefei-Xu et al proposed an AI based image provenance model that 

embeds the signatures within the image data, using GAN based implementation [9]. Our 

work combined with this can create a more robust and readily available data repository for 

classification of suspected DFs. 

4.4.4 DFl Online Repository/ Certification Authority 

We have implemented a user based online repository for archiving the DFls however to 

address the issue systematically a central authentication or certification authority may be 

implemented providing users with a mechanism to protect the data and also provides a 

mechanism to all social media platforms to identify and mitigate propagation of DF videos 

and images. This might require some legislative steps to be taken by international cyber 

security organizations that will compel the platforms to authenticate the user data with this 
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certification authority, whenever any new image or video is propagated. This can provide 

an automated mechanism for identifying and removing any DFs that are created using 

already uploaded data of users. At user level also, this can be implemented through 

subscriptions or certificate procurement like is being done through https in web based 

applications. Use of block chain technologies for creating such certification vaults can 

further increase the effectiveness of the concept and provide defensive mechanisms against 

hacking or forgery attempts. 

4.4.5 Addressing the False Positives 

Since the test results shows that for certain use case scenarios, like image resolution 

changes or resizing etc creates 100 % false positives hence the advanced version of the 

system might consider creating DFl for all available resolutions of the data to cater for the 

false positives of image size and resolution changes. However, keeping in view the severity 

of threat being imposed by the DF, we can ignore the false positives. 
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Chapter 5 
 

Conclusions and Future Work 

5.1 Conclusions 

Deep Fake videos and images are appearing to be the new threat in modern info warfare 

and security environment. The speed of evolution in AI and its applications is adding to 

the threat at very fast pace. As it is evident from this study as well, that a large no of 

researchers are contributing towards betterment of AI based GANs for creating DFs. 

Though the evolution is being done for creative and entertainment purposes however the 

nefarious use by both state sponsored and independent actors may result into high profile 

security incidents. Though some work has been done for detection of DF already 

propagated onto SM however most of the work is data set specific so it cannot be implied 

on billions of users spread across the world. Therefore, as it is said in IT that Prevention is 

cheaper than the cure, hence to take the first step today, there is a need to develop a 

mechanism for users as well as institutions to star protecting the data to prevent future mis-

use. However, this study has also found out that very less amount of work is being done in 

the prevention domain. Thus this study can provide a stepping stone for building an all-

encompassing robust prevention detection and forensic system to address this emerging 

threat. The speed with which AI is getting out of hands may make it late by tomorrow even. 

5.2 Future Work 

This conceptual frame work for a DF forensic system that’s based on DFls may be 

implemented formally as a robust working system involving all steps of legislation and 

involvement by all stake holders. Use of AI in creating and archiving DFls will further 

increase the dependability and effectiveness of the system. Following are a few further 

research directions that will achieve this for the system: - 

5.2.1 AI based image selection from videos to calculate signatures. 

5.2.2 Use of robust stegnographic techniques incorporating AI to achieve data locking. 

5.2.3 HW based implementation including development of micro controllers to generate 

and embed DFls into the data as and when captured by various devices i.e cameras, mob 

phones, commercial apps etc. 

5.2.4 Implementing an all size all resolution based functions to cater for false positives. 
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5.2.5 Legislative steps to be taken to mitigate the threat including preventing un 

necessary social media laundering and meta data removal by various SM sites and apps. 

5.2.6  Establishment of an international certification/ authentication authority 

incorporating stakeholders from all domains i.e users, governments, security organizations, 

optical device manufacturers and social media platform owners and developers.   
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