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Abstract 

This work deliberates building an intelligent and intuitive telepresence human robot 

interaction framework that liberates the human from handling technical difficulties and increases 

the resourcefulness of remote service robot. The complementing framework comes 

underutilization for tasks such as inspection, exploration, and feature collection from unknown, 

dynamic, and stochastic environments. Comparative to existing works it provides multimodal 

control and seeks user friendly features, realism and immersivity via a VR android application. 

The framework allows the user to switch the mode of operation from direct control to a 

collaborative/semi-autonomous one with the latter being controlled by an actor-critic network for 

autonomous local navigation. The user experience is also evaluated with real time 

experimentation and monitoring of human performance using BCI and analyzing results 

accumulated from the presence, usability, and sustainability questionnaires filled in by test 

subjects. Mean presence and usability scores of 97.6% and 94.71% supports the claim of this 

framework being immersive, intuitive, and collaborative with a simultaneous reinforcement from 

the Human performance metrics evaluation during the activity.  

Key Words: Virtual Reality; Telepresence; Mobile Robot Platform; Actor-Critic network; 

Autonomous obstacle avoidance.  
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CHAPTER 1: INTRODUCTION 

Robotics is an exponentially growing industry with vast applications around 30 hundred 

thousand industrial robots are operating worldwide, and the current market value is estimated 

over 56$ billion. With a growth rate of 37% in professional service robots and 19% in domestic 

service robots over the previous year the interest in robotic applications is visible [1]. These 

mobile agents are being utilized for extraction tasks [2-4], space exploration [5,7], defense 

purposes [8,9] and industrial uses [10-12]. Moreover, the combination of VR and robotics can 

open new possibilities and open new industrial research horizons: Training and education [13-

16], Manufacturing and Industrial Automation [17-19], Healthcare and Surgery [20], Urban and 

Infrastructure [21] and Aerospace [22]. Adaption of AI in all the described fields and advanced 

lithium-ion batteries [23] have enhanced the potential of Robotics to deliver in various fields. 

However, there is still room for improvement for these robotics applications to become more 

reliable and replicate human intellect by autonomous behavior. The vision of these applications 

to develop full autonomy is far from reached. For real world use even with the modern-day 

technology the robots with greater autonomous capabilities require human intervention due 

complex nature of real-world environments [24]. This complexity intensifies even more when 

these environments become remote. 

This problem can be tackled through teleoperating such that transmission of supervisory 

commands from the human end over a communication network to the remote robot whilst 

receiving feedback consisting of robot and environment state back to the human. Teleoperated 

mobile robots or manipulators are being utilized for a variety of applications developed to handle 

harsh operating environments like areas of high radioactivity [25,26] aerial spaces [27,28] and in 

water bodies [29,30]. The success of these teleoperated systems lies with the operator’s 

decisiveness regarding control commands given to the remote robotic platform. Perception of the 

remote environment [31] plays an important role in developing situational awareness for the 

human. This also leads to better engagement of the teleoperator. To cater for this requirement the 

design of the framework needs to be more immersive [32].  

[33] and [34] introduced a framework that incorporates stereoscopic vison to enhance 

environmental perception using HMD with embedded imu sensors for tracking head movements 

to offer more user immersion. Although user dimensional perception increases with 3D visuals, 
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but the misalignment of these depth images incurs cognitive overload along with the requirement 

of increased communication network bandwidth. 

Virtual environments that are a simulated space which replicates a physical environment 

with user interaction permittivity are also being considered as an aid for user immersion. [35-36] 

designed a 2D VE with haptic feedback to increase user’s situational awareness. However, 

developing these virtual environments for general use is a nuisance since these are robot kind, 

location, and environment sensitive. To make these more generic and easier to transfer state of 

the art immersive incorporates Virtual Reality [37]. VR based HRI have also been inspired by 

the advent of modern VR headsets for social media [38,39] as well as video gaming [40,41]. 

Authors of [10] developed a VR to train operation crew for mobile industrial manipulation with 

the end goals being pick and place tasks. They also concluded the resourcefulness of inclusion of 

VR by monitoring key indicators like user acceptance his stress and fatigues levels. 

The recent advancements in AI have leveraged the adaptability of automation of rather 

complex tasks and aid the control aspects of teleoperation. But with hardware limitations these 

intricate tasks due to their subjective nature can’t be mitigated without human intelligence [42]. 

A more profound manner would be a collaborative control approach [43] harnessing potential of 

both human intelligence and robots. The efforts concerning a shared human robot interaction 

teleoperated architecture for industrial manipulator arm have been made by [44-45]. [46] used 

multiple manipulators to provide an occlusion free adaptive visual aid while teleoperating but 

none of these have exploited the functionality that comes with use of dynamic control over level 

of autonomy. 

A plausible solution for this is provision of merging control from both ends’ user and the 

robot whilst teleoperation research put forth by [47] utilizes potential field-based navigation by 

merging user provided references positions and lidar scan data from the robot to compute 

velocity commands for the mobile robot. However potential- field based approaches become 

problematic in [48] with relativity high-speed real-time domain making it less reliable. Rather 

than having to test a This work proposes a more profound solution for this which utilization of an 

actor critic network that predicts robot motion via velocity commands and makes the local 

obstacle avoidance autonomous thus providing a dynamic way of teleoperation which enable the 

user to operate in a fully teleoperated mode or in a semi-autonomous one making the process 

more seamless. 
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 The study utilizes ROS for handling nidal communication. It is a Linux based open-

source meta operating system framework which provides a platform for research and 

development of robotics in general, the availability of various multi-purpose packages to 

opensource libraries make it a favorable firmware [70]. ROS utilizes a connectivity network of 

different nodes, subscribing and publishing topics as messages. A node can be an executable 

passing some sensory data from a sensor for instance Lidar placed on a robot, this information is 

in form of an ordered text (message) under a port id with a name more commonly known as a 

topic. All of this builds up ROS packages that are required to perform tasks such as autonomous 

navigation etc.        

In general studies comprehending VR based telecontrol of mobile robots can be divided 

in two categories, one where improvement in task performance such that reducing time needed to 

complete teleoperation and increasing in immersivity factor is the key goal. While the others are 

focused on interface quality, interaction ease with virtual environment in short, the Human Robot 

Interaction aspects. This work aligns the latter as its major and former as its minor goal. Thus, 

evaluation of the presented framework also revolves around measuring the success of achieving 

these goals. 

1.1  Research background: 

The integration of Virtual Reality (VR) with mobile robotics marks a pivotal 

advancement in technology, bridging immersive user experiences with practical robotic 

applications. This convergence, evolving from separate developmental paths, has given rise to a 

new realm of possibilities in remote operation, healthcare, space exploration, and emergency 

response. The journey towards this integration began with the early developments of VR in the 

20th century, paralleled by the evolution of mobile robotics through advancements in automation 

and control systems. The marriage of these two fields was driven by the need to enhance remote 

operation capabilities, allowing for the control of robots in environments unsuitable or hazardous 

for humans. 

Advancements in VR, particularly in Head-Mounted Displays (HMDs) and motion 

tracking systems, have been instrumental in creating realistic, responsive environments crucial 

for remote robot operation. Concurrently, mobile robots have evolved to incorporate 
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sophisticated features such as autonomy, advanced navigation, and manipulation, essential for 

effective teleoperation. The integration of these technologies is a complex process, involving the 

transmission of sensory data from the robot to the VR system and the translation of user 

commands into robotic actions, necessitating seamless real-time communication and advanced 

control algorithms. 

The applications of VR-based teleoperated mobile robots are diverse and impactful. In 

the military, these systems enable safer bomb disposal and reconnaissance missions. Space 

exploration has benefited significantly, with remote-controlled rovers and equipment reducing 

the need for human presence in hostile environments. The medical field has seen revolutionary 

changes with remote surgeries and examinations, particularly beneficial in remote or underserved 

regions. Industrial and agricultural sectors utilize these systems for operating machinery in 

inaccessible areas, enhancing safety and efficiency. In search and rescue operations, teleoperated 

robots navigate through hazardous environments, offering a safer and more efficient alternative 

to traditional methods. 

Designing user interfaces for VR-based teleoperation focuses on intuitive controls, clear 

visual feedback, and ergonomics to ensure user comfort and prevent strain. Incorporating haptic 

feedback is a key aspect, enhancing control accuracy and immersion by providing tactile 

sensations that mimic real-life interactions. However, the deployment of these systems is not 

without challenges. Technical issues such as latency and bandwidth limitations can impact the 

quality and real-time aspect of teleoperation. Ethical and safety considerations, particularly in 

military and healthcare applications, are paramount, alongside the need for specialized user 

training and adaptation. 

Looking to the future, advancements in VR and robotics promise to enhance the 

capabilities of teleoperated systems further. Developments in artificial intelligence, improved 

sensory feedback, and more intuitive control mechanisms are on the horizon. These 

enhancements have the potential to expand the applications of VR-based teleoperated robots into 

everyday life, potentially transforming sectors like education, entertainment, and personal 

assistance. 

The fusion of VR with mobile robotics in the form of teleoperated interfaces represents a 

significant leap in remote operation technology. While it brings considerable benefits, addressing 

the accompanying challenges is crucial for its success. As research and development in this field 
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continue, the potential applications and impact of these systems are vast, indicating a future 

where our interaction with and control over machines becomes increasingly seamless and 

integrated into various aspects of our digital world. 

Robotics is an exponentially growing industry with vast applications Moreover, the combination 

of Virtual Reality (VR) and Robotics can open new possibilities and enhance various industries. 

Some relative use cases of VR with Robotics, along with relevant statistics: 

1. Training and Education: 

o Use Case: VR can provide immersive training simulations, while robotics can 

offer hands-on practical experience. 

o Statistics: A study by PwC found that VR-based training resulted in a 30% faster 

learning time and a 12% increase in accuracy. Additionally, the global market for 

educational robots is expected to reach $1.7 billion by 2027 (Grand View 

Research). 

2. Manufacturing and Industrial Automation: 

o Use Case: VR can be used for virtual assembly line optimization, while robotics 

can automate repetitive tasks and improve efficiency. 

o Statistics: [1] reported that the international sales of industrial robots reached 

384,000 units in 2020, with the automotive industry accounting for around 30% of 

total robot installations. 

3. Healthcare and Surgery: 

o Use Case: VR can assist in surgical planning and pre-operative simulations, while 

robotics can aid in minimally invasive surgeries. 

o Statistics: The global market for surgical robots is projected to reach $13.1 billion 

by 2027, growing at a CAGR of 22.6% from 2020 to 2027 (Grand View 

Research). Moreover, a study published in JAMA Network Open showed that VR 

surgical simulations resulted in a 230% improvement in surgical performance 

compared to traditional training methods. 

4. Remote Operation and Telepresence: 

o Use Case: VR can enable remote operation of robots in hazardous or distant 

environments, providing real-time feedback and situational awareness. 
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o Statistics: The market for telepresence robots is projected to reach $477.8 million 

by 2027, growing at a CAGR of 16.3% from 2020 to 2027 (Grand View 

Research). 

5. Entertainment and Gaming: 

o Use Case: VR can offer immersive gaming experiences, while robotics can 

enhance physical interactions and haptic feedback. 

o Statistics: The global VR gaming market is expected to reach $70.57 billion by 

2028, growing at a CAGR of 30.2% from 2021 to 2028 (Fortune Business 

Insights). Additionally, the sales of consumer robots, including entertainment 

robots, are projected to reach $15.1 billion by 2023 (Statista).  

These use cases highlight the synergy between VR and Robotics, providing enhanced 

training, improved efficiency, advanced surgical capabilities, remote operation, and immersive 

gaming experiences. As the adoption of these technologies continues to grow, we can expect to 

see further innovation and expansion of their applications in various industries. 

Given all these positive still there comes a gape when it comes to operating these robots 

that is be bridged. This research aims to integrate fully immersive Virtual Reality experience via 

a digital twin for a mobile robot platform. The proposed framework will work around the 

immersion factor of VR along with an intuitive interface for teleoperated human robot 

interaction. 

1.2  Contributions: 

 Evaluation of previous and state of the art relating to immersive teleoperated mobile 

robot control framework highlight two major facts about lack of adaptability in level of 

autonomy and lapses in integration of multi-sensory feedback to tackle the full immersion in 

virtual reality. This work develops a new and improved virtual reality based Human robot 

interaction framework for exploring and navigating dynamic and stochastic environments while 

comforting and engaging the teleoperator in an intuitive and ergonomic manner.  

 This research focuses on introducing more user control over autonomy of the interaction 

with the mobile robot in a manner that incorporates task efficiency, higher user immersion in 

virtual environment and focuses on ergonomics of the teleoperation. The work is also validated 

with the real time experimentation utilizing tutlebot3 burger variant as the mobile robot choice 

and Oculus quest 2 for the VR headset. The work introduces the following improvements and 



7 
 

innovations to the existing work. 

• It seeks realism by incorporating multi-sensory feedback such as vision and sound to help 

increase operator’s immersive experience. 

• The work also develops a standalone VR android application with an intuitive interface 

that prompts the user to opt between a fully teleoperation mode and a semi-autonomous one. 

• A fully teleoperated mode gives the user complete control over the robot. This helps the 

framework to take advantage of human intelligence when robot the gets stuck whilst navigating 

through its environment. 

• This framework enables operators to maneuver the robot in an unknown dynamic 

environment with the need of exploring and building a map of the environment prior to 

navigation. 

 The work also incorporates a study for validation of the efficiency and effective-ness of 

the framework by having multiple subjects of diverse age groups and back-grounds live through 

the experience whilst accumulating their feedback via surveys and monitoring them through BCI 

during experimentation. 
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CHAPTER 2: FRAMEWORK 

2.1  Overview 

The framework consists of VR headset and a mobile robot equipped with additional 

sensors in remote environment and a local workstation to traverse through the data stream 

coming from the mobile platform.  

The remote work environment includes a space for navigation performed by the turtle 

Bot. While the local operator is perceiving the sensory feedback and providing control through a 

standalone VR android application running on Oculus quest 2 VR headset [70] with an 1832 × 

1920-pixels display resolution per eye along with refresh rate of 90hz,128 GB of storage and 

6GB of RAM. The device comes with a Qualcomm Snapdragon XR2 processor that enables it to 

handle state of the art VR android applications.  

 

Figure 2.1. Framework conceptual architecture for Immersive Human Robot Collaboration 

 

The VR application is developed using Unity Development Engine [71] and integrates 

packages for communication with local workstation. The virtual counter part of the turtle Bot 

provides aid in control of actual mobile platform and change in its pose is replicated by the 
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actual robot whereas the visual and auditory feedback from the real-world is communicated back 

to the virtual environment. 

The user interacts through oculus controllers in hand while receiving auditory and visual 

feed from the real world. Whereas all the remote robot data is transmitted to the workstation 

where its interpreted and manipulated to publish velocity messages back to the robot and relevant 

sensory data to the VR application. Upon starting the application, the user is provided with a 

choice to operate in complete teleoperated mode or a semi-autonomous one. 

The local workstation also triggers the relevant nodes for communication. In the Fully 

Teleoperated mode the VR twin movement are replicated directly upon receiving pose 

information from VR application while in the Autonomous mode utilizes state of the art 

reinforcement learning modularity of TD3 [72] to make the local robot avoid obstacles using 

lidar sensor autonomously upon receiving goal position provided by the user operating through 

virtual interface.  

2.2  Virtual Standalone Application 

Standalone Virtual Reality (VR) applications are emerging as a transformative force in 

technology, reshaping how we interact with digital environments in both personal and 

professional realms. These self-sufficient systems, which operate independently from external 

hardware, offer numerous benefits that are revolutionizing various sectors. Their key advantage 

lies in their ease of access and simplicity. Unlike conventional VR setups that often require 

intricate configurations, standalone VR systems are all-encompassing, making virtual reality 

more approachable and less intimidating for a wider audience. This accessibility is particularly 

beneficial for educational institutions, small enterprises, and individual users who might find 

traditional VR setups too complex or costly. 

The mobility and flexibility of standalone VR applications are exceptional. Free from the 

constraints of a stationary system, they enable users to immerse in VR experiences in diverse 

environments. This mobility is a game-changer, particularly in education and business, where it 

allows for innovative, location-independent teaching methods and offers new avenues for 

immersive training and presentations. 

Standalone VR applications also stand out for their cost-effectiveness. Their integrated 

design eliminates the need for expensive, high-powered computers and extra equipment, making 
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virtual reality a more viable option for those with limited budgets. In the context of learning and 

training, the immersive and interactive nature of these applications presents a unique, 

experiential form of education. Medical students, for example, can practice surgeries in a risk-

free virtual setting, while professionals in aviation and heavy machinery can train in safe, 

controlled VR environments, significantly reducing the risks and costs associated with real-life 

training. 

In entertainment and gaming, standalone VR applications have ushered in a new era of 

immersive experience. They provide users with an engaging and realistic way to experience 

games and explore virtual worlds, far surpassing the capabilities of traditional gaming systems. 

Additionally, these applications are redefining the way teams collaborate, especially in remote 

working scenarios. They offer a virtual space where individuals can interact and collaborate as if 

they were in the same physical room, which is invaluable in fields that rely heavily on visual and 

interactive teamwork, such as architecture, engineering, and design. 

The marketing and retail sectors are also leveraging standalone VR applications to create 

innovative customer experiences. Businesses can now design immersive virtual showrooms and 

interactive demos, providing customers with a novel way to engage with products. This not only 

enhances customer interaction but also serves as an impactful marketing strategy. Moreover, 

these applications are playing a crucial role in promoting physical health by encouraging users to 

engage in virtual activities that require physical movement, effectively combining fitness with 

entertainment. 

Our VR application allows the user to select a mode of operation which integrates 

different functionality through a laser selection-based UI. The environment has a semi dome 

shape with a grid-based floor with each small square having an area of 1m^2 the use can adjust 

the floor level for best viewing point. The contrast of white grid lines over a charcoal-colored 

floor makes it convenient for the operator to select a goal point using a laser pointer as shown in 

figure 2.2b. The environment includes a gigantic, curved display that displays the live video feed 

coming from the robot’s camera. A 3D model that exactly replicates the actual robot is also 

placed in the environment. The incorporates every single detail from LDS senor to mounted 

onboard micro controllers. 
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                                                                  (a) 

 

                       (b)                                       (c)                                           (d) 

Figure 2.2. VR android application. (a) Application UI to select mode of operation (b) Grid 

based environment floor to aid in selection of goal position. (c) Selection of reference goal 

position via laser pointer. (d) User teleportation.   
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2.2 Modes of operation 

Application prompts the user to opt for preferred mode of operation along with instructions of 

usage, behavior for each mode of operation. 

• Fully Teleoperated mode: Upon selection of the goal reference position which is 

represented by a sky-blue shader as shown in figure 2a then user can maneuver the robot 

angularly as well as linearly using the oculus controllers in hand the robot. Since the virtual twin 

pose changes are communicated to the actual robot it can behave in synchronization while the 

user receives visual and auditory feedback in the environment.  

• Semi-Autonomous mode: Likewise, the user initially must select the goal reference point 

and then just monitors the sensory feed coming from the real world whilst both the real robot and 

the virtual counterpart navigate autonomous avoiding any encountered obstacles. 

User once in the virtual environment can explore the environment. User mobility in the 

environment is managed in the following ways. 

• Physical Movement: The user moves around in the environment as the VR headset pose 

is being tracked constantly. The physical movement is bounded by the VR boundary drawn by 

the user initially. Omni directional treadmills can also be used to avoid this [52]. 

• Teleportation: The user can also teleport themselves from their present position to 

another just by selecting a teleportation destination as shown in figure 2b. The user can also 

adjust the direction of jump whilst selecting the destination. For better experience the user 

application restricts the user not to change the robot reference goal position whilst teleporting. 

2.3 Conceptual Design: 

The remote pc serves as a control node to mediate communication between VR headset 

and the robot. It runs the relevant functionality upon receiving the selected mode choice. 

Algorithm 1 describes the computational workflow whist operation in running in Fully 

Teleoperation mode and Algorithm 2 describes the Semi-Autonomous Mode. 

The robot collects the percepts from the environment through a lidar sensor and a camera 

while its internal state via intelligent servo motors (dynamixel) [74] and compiles the data in 

form of serialized messages that can be sent over to the local workstation for manipulation. It is 
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worth mentioning that the image stream is compressed locally by the onboard computer before 

sending it into the virtual environment. 

 

Figure 2.3. Workflow for Fully teleoperated mode of operation 

 

The robot collects the percepts from the environment through a lidar sensor and a camera while 

its internal state via intelligent servo motors (dynamixel) [53] and compiles the data in form of 

serialized messages that can be sent over to the local workstation for manipulation. It is worth 

mentioning that the image stream is compressed locally by the onboard computer before sending 

it into the virtual environment. 

 

Algorithm 1. This describes conceptual design for the fully teleoperated mode of operation. 

Mode Selection = {fully-teleoperation, semi-autonomous} 

Global Goal Point = Pref  

Robot Current Position = Pt  

VR-Twin-pose = (x, y, 𝜃) 

While (Compressed Image Stream == True) 

  If (difference (Pref - Pt) < >  𝜺 ) 

    If ∆𝑥 𝑂𝑅 ∆𝑦  ! = 0   
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      Publish v 

    If ∆𝜃  ! = 0   

      Publish w 

  Else  

    Destination arrived buzzer == True 

 

 

 

Figure 2.4. Workflow during Fully teleoperated mode of operation 

 

Upon receiving the environment and robot state messages relevant data is vectored and 

fed into the pretrained actor critic network which return computes the desired velocity 

commands for the remote mobile robot to autonomous navigate while avoiding obstacles. 

 

Algorithm 2. This describes conceptual design for the fully teleoperated mode of operation. 

Mode Selection = {fully-teleoperation, semi-autonomous} 

Global Goal Point = Pref  

Robot Current Position = Pt  

VR-Twin-pose = (x, y, 𝜃) 
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While (Compressed Image Stream == True) 

   While (Goal Point Reached == False) 

      Update Environment State = (LDS readings, goal direction, distance remaining) 

      Update Robot State = (Environment State, Last action (vp, wp) *) 

      If (difference (Pref ,Pt) < > 𝜺 ) 

        (vc, wc) = TD3_action* 

      Else  

        Destination arrived buzzer == True 

*Action computed from Twin Delayed Deep Deterministic Model. 

 

Upon receiving the environment and robot state messages relevant data is vectored and               

fed into the pretrained actor critic network which return computes the desired velocity 

commands for the remote mobile robot to autonomous navigate while avoiding obstacles. 

To achieve this local autonomous navigation in the unknown remote environment by the 

robot after receiving a reference goal position from the VR environment, this work utilizes a 

navigation structure that utilizes a deep reinforcement learning methodologies. A TD3 based 

reinforcement learning model is incorporated to develop the navigation policy [75,76]. This 

facilitates the execution of actions within a continuous action space through its actor-critic 

network. After locking in the goal coordinates, the robot initial distance from and heading 

towards the goal point are calculation given by (1) and (2) respectively. While once the robot 

starts moving relative angle between the robots heading and the heading towards the goal by 

aligning frames through angular difference computed by (3). This helps in obtaining the 

destination polar coordinates in robot’s frame of reference. 

   

 

                         𝑑𝑔 =  √(𝑷𝒓𝒆𝒇,𝒙 − 𝑷𝒕,𝒙)
𝟐

+ (𝑷𝒓𝒆𝒇,𝒚 − 𝑷𝒕,𝒚)
𝟐

                             
 

(2.1) 

                            𝛼 = 𝑡𝑎𝑛−1 (𝑷𝒓𝒆𝒇,𝒚−𝑷𝒕,𝒚)

(𝑷𝒓𝒆𝒇,𝒙−𝑷𝒕,𝒙)
 

(2.2) 
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A single environment state vector (s) comprising of; laser scan readings, polar destination 

coordinates, and previous action is feed to the action predicting neural network of the TD3 and 

an action is computed based upon this state vector and executed towards the destination point.  

The first network (actor neural network) comprises three FC layers, with sigmoid 

activation function applied and the end of each. The last one is linked to the action predicting 

layer. The actions include v and w, representing the robot's linear velocity and angular velocity, 

respectively. The action predicting layer incorporates a tan hyperbolic activation function to 

constrain the output range from -1 to 1. Prior to application in the environment, the action a is 

represented as a tuple (v, w) is scaled by the upper bound of the linear velocity (vmax) and upper 

bound of the angular velocity (ωmax) using the following formula: 

 

                                          𝑎 = (𝑣𝑚𝑎𝑥  (
𝑣+1

2
) , 𝑤𝑚𝑎𝑥(𝑤) )     (

(2.4) 

 

 

 

𝜃𝑔 =  𝛼 − 𝜃𝑡 

(2.3) 

                                         𝑂𝑐  =  𝑂𝑠𝜔𝜅1
 +  𝑎𝜔𝜅2

 +  𝐵𝜅1
        

  (2.5) 
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                                      𝑅(𝑠𝑡,𝑎𝑡) = {

𝑅𝑔, 𝑖𝑓 𝑑𝑡 <  𝜀

𝑅𝑐, 𝑖𝑓 𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛
    𝑣𝑡  −  |𝑤𝑡|, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

      (

(2.6) 

 

 

 

  𝑅𝑡−1  =  𝑅(𝑠𝑖−1𝑎𝑖−1) +  
𝑅𝑡−1

𝑖
  ∀ 𝑖 = {1,2,3, … . 𝑘}    (2.7) 
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Figure 2.5.  This describes the deep reinforcement learning model network structure consisting 

of actor and critic parts. 
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(a)                                        (b) 

 

Figure 2.6. Training overview. (a) The identical box obstacles being randomly placed after each 

episode, (b) The RVIZ [77] highlighting the robot path while reaching the goal marker. 

Nomenclature 

𝑃𝑟𝑒𝑓  Reference position passed from the virtual environment. 

Pt                 Current Robot Pose data calculated through odometry. 

𝜀            Tolerance between set and reached position. 

vp                 Previous action’s linear velocity 

wp                Previous action’s angular velocity 

vc                 Current action’s linear velocity 

wc                 Current action’s angular velocity 
𝑑𝑔   Robot’s initial distance from the goal point. 

𝛼 Robot’s initial heading towards the goal point. 

𝜃𝑔           Relative angle between the robots heading and the heading towards the goal. 
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CHAPTER 3: EXPERIMENTATION 

Utilizing questionnaires to garner insights from users of Virtual Reality (VR) interfaces is 

becoming a key approach for developers and researchers in the field. This method stands out for 

its ability to provide detailed feedback on user experiences, interface usability, and overall 

satisfaction. The value of questionnaires in this context can be examined through several lenses: 

the quality of data they generate, their impact on user engagement, and their overall practicality. 

One major advantage of questionnaires is their ability to produce structured, measurable data. 

VR experiences are highly subjective, varying greatly among individuals. Questionnaires, 

particularly when employing scales like Likert, offer a way to quantify these experiences, 

making it easier to spot common patterns or areas for improvement across a diverse user base. 

This structured approach is particularly useful in VR, where experiences can range from purely 

recreational to highly specialized professional applications. 

However, the effectiveness of questionnaires hinges significantly on their design. If a 

questionnaire is poorly crafted, with ambiguous or leading questions, the collected data may not 

accurately represent the user experience. Ensuring clarity and relevance in the questions is 

crucial. This includes avoiding language that might bias responses and aligning questions closely 

with the specific facets of the VR interface being assessed. 

Engaging users in the feedback process is another critical aspect. Given the interactive nature 

of VR, embedding digital questionnaires within the VR environment could enhance participation 

rates. This method captures users' immediate reactions, which are vital for understanding their 

true experience. Moreover, incorporating the feedback process into the VR environment 

maintains the immersive experience and might yield more genuine responses. 

Anonymity in questionnaires is a noteworthy advantage, particularly in VR settings. Users 

might be reluctant to share negative feedback directly, but the anonymity provided by 

questionnaires can encourage more honesty. This aspect is essential in VR, where experiences 

are deeply personal and varied. 

From a practical standpoint, questionnaires are an economical and efficient method for 

collecting feedback. They can be disseminated widely and quickly, making them a viable option 

even for entities operating with constrained resources. This cost-effectiveness is especially 

appealing for startups and smaller research teams in the VR industry. 
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In summary, questionnaires are a valuable tool for obtaining user feedback on VR interfaces. 

They offer a way to systematically capture and analyze user experiences, engage users in the 

feedback process, and do so in a cost-effective manner. The success of this method, however, is 

contingent upon the thoughtful construction of the questionnaire itself, ensuring it accurately 

reflects the diverse and subjective experiences of VR users. 

In alignment with references [57–62], various methodologies, including conventional 

application usability tests and user interviews, were implemented to underscore the benefits of 

the suggested approach. The participants in this study were tasked with completing three 

established questionnaires: PQ [63,64], IPQ [65–67], SUS [68] after completing a rescue 

operation in a remote arena settled for the robot to navigate in. Image stream coming from robot 

is compressed and published at a rate of 5hz while the odometry and sensor scan data is 

published at 30 Hz. 

3.1.  Dimensional Awareness 

 

 

                                                                                      (a) 
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                                                                                                               (b) 

Figure 3.1. Results accumulated after user feedback on Presence Questionnaire (a) Mean score 

for each question along with deviation computed (b) Results category 1) involvement 2) sensor 

fidelity 3) Immersion 4) Interface Quality  

 

 

The selection of PQ and IPQ was based on their widespread use in assessing the sense of 

presence in Virtual Environments (VEs), including factors such as realism, interface quality, and 

the quality of chosen devices. The System Usability Scale SUS questionnaire was employed to 

evaluate the usability of the proposed interface due to its brevity, precision, and extensive usage. 

Specifically, the PQ was administered to assess the user experience within the Virtual 

Environment. 27 out of the total 29 questions from the third version of the PQ questionnaire 

were chosen based on the relevance to the nature of the proposed application. The PQ utilizes a 

liability scale of 1-7 and comprises four subscales: sensor fidelity, involvement, interface quality 

and immersion, this comprehensive set of questionnaires was employed to gather insights into 

various aspects of the user experience, presence, and usability associated with the proposed 

virtual reality interface. 

Figure 3.1 depicts the results of the Presence Questionnaire (PQ). Figure 3.1a show-cases the 

mean and standard deviation for each PQ question, while Figure 10b exhibits the average, 

deviation, and total percentage for each PQ subscale. Remarkably, the Involvement score 
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reached 96.7% with a standard deviation of 1.2, signifies that users were deeply focused on the 

virtual reality environment and actively participated in all presented facets. 

The Sensor Fidelity score reached 99.4% with a standard deviation of 0.4, Suggesting that 

users can seamlessly interact with all objects within the virtual realm while perceiving from 

multiple perspectives. The Immersion score, with a standard deviation of 0.8, reached 96.1%, 

indicating that users could adeptly and effortlessly ac-climate to the Virtual Environment (VE), 

carrying out tasks without interruptions. Lastly, the Interface Quality score stood at 98.2% with 

deviation of 0.5 from the mean, indicating that users did not encounter any lapses or 

dysfunctionalities while being in the virtual environment throughout the tasks. 

On the contrary, the I group Presence Questionnaire (IPQ) was implemented to gauge the 

sense of presence that users experienced within the designed Virtual Environment (VE) [69]. 

Comprising 13 questions, the IPQ evaluates three key subscales:  

• Spatial presence: indicating the realization on user’s part of being physically present in the 

Virtual Environment. 

• Engagement: measuring the attention and involvement experienced in the Virtual realm. 

• Experienced realism: assessing the subjective perception of realism within the Virtual 

Environment.  

Additionally, the IPQ incorporates a general item gauging the overall "sense of being there," 

with notable emphasis on dimensional awareness.  

The feedback from IPQ is depicted in Figure 3.2. Precisely, Figure 8a illustrates the average 

user rating along with its dispersion for each IPQ question, while Figure 8b represents the same, 

and total percentage for each IPQ subscale. Notably, the general presence score reached 95.45% 

with a standard deviation of 2.2, indicating that users felt as if they were inside the Virtual 

Realm. The spatial presence score achieved 99.5% with a standard deviation of 2.8, suggesting 

that users felt physically present within the VE. The involvement score, at 94.1% with a standard 

deviation of 1.6, reinforced the involvement scores from the PQ, confirming that users engaged 

actively and maintained focus on all elements of the Virtual Environment. 

Finally, the encountered realism rating registered at 44.3% with a standard deviation of 16.2, 

signifying that user consistently perceived themselves in a VE, devoid of realistic objects. This 

aligns with the intended goal of the proposed approach, prioritizing a natural and user-friendly 

VE suitable for most contemporary commercial VR headsets. It is worth noting that the 
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avoidance of heightened realism aligns with the objective of not designing an overtly "realistic" 

scenario, considering the associated computational costs and the need for specialized hardware, 

such as graphic cards. 

 

 

                                                                                    (a) 

 

                                                                                     (b) 

 

Figure 3.2. Results accumulated after user feedback on Igroup Presence Questionnaire (a) Mean 

score for each question along with deviation computed (b) 1) General Presence 2) Spatial 

Presence 3) Involvement 4) Experienced Realism  
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3.2  System Acceptance 

Concerning the System Usability Scale (SUS) questionnaire, the comprehensive assessed 

usability achieved a score of 94.71 out of 100, with a minimum of 79.5, a maximum of 100, and 

a standard deviation of 4.18. This indicates that the presented immersive framework interface 

achieved a notably elevated usability level. Additionally, Figure 9 visually presents the data 

gathered the questionnaire responses were accumulated. It's noteworthy that most participants 

showed interest in using the application, citing its user-friendly nature. Participants found the 

interface easy to navigate and highlighted the seamless integration of all functionalities. 

Furthermore, the users perceived the proposed interface as consistent and reported a high level of 

confidence in its usability. 

 

 

Figure 3.3. Results accumulated after user feedback on System Usability Scale Questionnaire  
 

To summarize the findings from the questionnaire feedback Table 1 it is worth mentioning that 

the results show significant improvement than a similar work presented by [47]. 
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3.3  Cognitive Workload 

To further analyze the operator’s behavior, we simultaneously validate the operator’s 

performance via inspection through emotive insight BCI Emotive. It provides an innovative user 

interface for Human-Computer interaction, utilizing the latest advancements in neurotechnology. 

Emotive Insight 2.0 is a wireless neuroheadset with 5 semi-dry electrodes, capable of high-

resolution detection of the user's real-time thoughts, emotions, and gestures. In various crucial 

aspects such as durability, comfort, affordability, user-friendliness, hygiene, and non-

intrusiveness, this headset outperforms other electroencephalogram monitoring devices. The 

EEG sensors—AF3, AF4, T7, T8, and Pz5—are strategically placed on the human head 

following the standard 10-20 international system for electrode placement [90]. Due to the low 

amplitude of the acquired signals, amplification is necessary. The Emotive headset offers 

amplification and filtering capabilities for EEG signals within the frequency range of 0.3 to 

45Hz, along with removal of additional noise at frequencies ranging from 50 Hz to 60Hz. 

Although the signals reaching the users operate at 128Hz, they are captured from the scalp at an 

amplified rate of 2048Hz. We utilized the provided Emotive’s API to receive Human 

Performance metrics driven from the operator’s brain activity during the task as illustrated in 

figure 10a. 
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                                                                                 (a) 

 

                                                                                             

(b) 
                                                                                                    

Figure 3.4. BCI data collection overview. (a) Human Performance metrics such as attention, 

engagement, excitement, interest, relaxation, and stress percentages presented on y axis vs 

duration of the task (b) Depiction of user performance the rescue task while being monitored 

through Emotive Insight EEG headset. 
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amplitude of the acquired signals, amplification is necessary. The Emotive headset offers 

amplification and filtering capabilities for EEG signals within the frequency range of 0.3 to 

45Hz, along with removal of additional noise at frequencies ranging from 50 Hz to 60Hz. 

Although the signals reaching the users operate at 128Hz, they are captured from the scalp at an 

amplified rate of 2048Hz. We utilized the provided Emotive’s API to receive Human 

Performance metrics driven from the operator’s brain activity during the task as illustrated in 

figure 10a.  

Each user participating in the study was required to complete a simple task with the result being 

the robot reaching the goal position while operating in both modes of control fully teleoperated 

and semi-autonomous respectively. The performance metrics such as attention, engagement, 

excitement, interest, relaxation, and stress percentages were reported as illustrated in figure 11 

along with their average and standard error highlight effectiveness of the interface. Mean stress 

and relaxation values during both modes suggest that the operator feels more at ease and shows a 

better performance while the robot navigates autonomously. This shows the advantage of having 

dynamic operator control over the remote mobile robot during the teleoperation. 

Table 3.1. Human performance metrics calculated from brain activity monitoring through 

Emotive Insight 2.0. 

 

Operation in Fully teleoperated 

mode 

Attention 

(AT) 

Engagement 

(ENG) 

Excitement 

(EXC) 

Interest 

(VAL) 

Relaxation 

 (MED) 

Stress 

(FRU) 

Mean Score 67.4 75.3 73.7 76.1 73.4 43.9 

Standard Deviation 6.43 3.09 1.62 1.62 12.98 3.28 

Operation in Semi-

Autonomous mode 

 

Mean Score 61.21 70.32 75.61 76.115 78.12 33.92 

Standard Deviation 2.58 6.49 2.49 9.27 16.23 8.12 
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                                                                                                             (a)                

 

 

 

 

                                                                                  (b) 

 

 

Figure 3.5. BCI Evaluation results: (a) Performance metrics during Fully Teleoperation mode of 

control. (b) Performance metrics during Semi-Autonomous mode of control. 
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CHAPTER 4: CRITICAL REVIEW 

4.1- Relevant SDG Area:  

Robotics plays a crucial role in various industries and has a significant impact on 

productivity, safety, and economic growth. Here are some statistics that highlight the importance 

of robotics: 

Economic Impact: 

• The IFR predicts that the installation of industrial robots will increase by an average of 

12% per year from 2020 to 2023. 

• A study by the Boston Consulting Group estimated that by 2025, the global market for 

robotics will reach $87 billion, with an annual growth rate of 10%. 

Employment and Labor Productivity: 

• According to the World Economic Forum, the adoption of robots and automation 

technologies is expected to create 12 million net job opportunities by 2025 across 

various industries. 

• A study conducted by the Centre for European Economic Research found that for every 

additional robot per thousand workers in manufacturing industries, employment 

increased by 3%. 

• The Organization for Economic Co-operation and Development (OECD) reports that 

productivity growth in countries with higher robot density is significantly higher than in 

countries with lower robot density. 

Manufacturing Industry: 

• The automotive industry is one of the largest users of robotics. In 2020, around 113,000 

industrial robots were installed in the automotive sector, accounting for approximately 

30% of total robot installations. 

• The use of robotics in manufacturing processes can lead to cost savings and increased 

efficiency. A study by PwC estimates that robotization can reduce manufacturing labor 

costs by up to 16% in high-wage countries. 
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Healthcare Industry: 

• The demand for robotics in the healthcare industry is growing rapidly. The international 

medical robotics market is projected to reach $25 billion by 2024, according to Market 

Research Future. 

• Surgical robots are revolutionizing healthcare by enabling minimally invasive 

procedures, reducing patient trauma, and improving surgical precision. The use of 

surgical robots can lead to faster recovery times and reduced hospital stays. 

Safety and Workplace Injury Reduction: 

• The use of robots in hazardous and physically demanding environments helps protect 

human workers from potential injuries. A study by NIOSH reported a 61% reduction in 

injury rates when robots were introduced in manufacturing settings. 

The proposed project also utilizes Virtual Reality (VR) technology to leverage the robotics 

framework. Th VR has gained significant importance across various industries and has shown 

remarkable potential in transforming user experiences and driving business growth. Few 

statistics that highlight the importance of VR technology: 

Training and Simulation: 

• VR technology has proven highly effective in training and simulation applications, 

allowing users to experience realistic scenarios in a controlled virtual environment. 

• According to a study by PwC, VR-based training resulted in a 90% increase in 

knowledge retention compared to traditional training methods. 

• Walmart implemented VR training programs across its stores and reported a 70% 

improvement in employee performance and a 29% increase in customer satisfaction. 

Healthcare and Medical Training: 

• The medical industry has embraced VR technology for training healthcare professionals, 

medical simulations, and patient treatment. 

• A study published in JAMA Network Open found that VR surgical simulations resulted 

in a 230% improvement in surgical performance compared to traditional training 

methods. 

Real Estate and Architecture: 

• VR technology is revolutionizing the real estate and architecture industries by providing 

immersive virtual property tours and 3D visualizations. 
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• A study by the National Association of Realtors (NAR) revealed that 77% of 

homebuyers found virtual tours beneficial in their search process, and 41% of buyers 

purchased a home they initially viewed through a virtual tour. 

• The use of VR in architecture and construction enables stakeholders to visualize and 

experience designs before construction, reducing errors and improving client 

satisfaction. 

These statistics illustrate the increasing importance of VR technology across industries 

such as training, healthcare, real estate, and entertainment. VR provides immersive experiences, 

enhances training effectiveness, improves customer engagement, and drives revenue growth. As 

technology continues to advance and become more accessible, the potential applications and 

benefits of VR are expected to expand further. 

The growing importance of robotics as discussed in various sectors, including 

manufacturing, healthcare, and beyond not only enhances productivity and economic growth but 

also contributes to job creation, improved workplace safety, and increased efficiency in 

industries worldwide.  

This aligns the project with the SDG no 9 Industry, Innovation and Infrastructure and 

SGD no 8 Decent Work and Economic Growth. According to the World Bank, the informal 

sector in Pakistan employs a high percentage of the workforce. Deploying the proposed 

framework Recycling can provide formal employment opportunities to many of these workers, 

thereby reducing poverty and increasing the standard of living. This aligns perfectly with SGD 

no 11 for Sustainable Cities and Communities as the proposed project will not only provide 

effective and smart applications in discussed fields but also will create opportunities for local 

administration to sell out the indigenous product and services and utilize the generated funds on 

city development. 

4.2- Problem Statement:   

Major reasons include bringing national research at the forefront of billion-dollar robotics 

and VR industries. Making Robotics more accessible and operatable through smart use of VR 

based digital twins to perform more natural interaction between assistive robots and humans. The 

proposed research not only carves path for inclusion of VR in Robotics but also presents 

improvements on framework level.   
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4.3- Objectives of the project: 

The major advantages of the proposed work are twofold. First the framework will provide 

a more improved and immersive thus a natural manner to teleoperate assistive robots. Second 

being the flexibility to shift operation modes from fully autonomous to teleoperation to help 

robot maneuver in complex and dynamic environments. 

According to Industry-ALL around 60 accidents occurred in Pakistan mines in 2022 alone 

compromising several human lives and financial loses utilization of this research for mine 

inspection can help curtail these. 

 Government allocated a budget of 173m for bomb disposal services with the use this 

technology this can be significantly brought down without putting human lives in danger as well. 

Apart from these the potential applications of VR-based interfaces for mobile robot 

teleoperation in Pakistan span a wide range of sectors, reflecting the country's unique blend of 

industrial, agricultural, and technological landscapes. These applications promise to transform 

various aspects of life and work in Pakistan, offering innovative solutions to longstanding 

challenges and opening up new opportunities for development and progress. 

In the industrial sector, Pakistan, with its growing focus on manufacturing and industrialization, 

stands to benefit significantly from the deployment of VR-based teleoperated robots. These 

robots can be used in manufacturing plants and factories for tasks that are hazardous or require 

precision beyond human capability. For example, in the textile industry, one of the largest 

sectors of Pakistan’s economy, teleoperated robots can handle dangerous or repetitive tasks, 

reducing the risk of accidents and improving overall efficiency. Similarly, in the automotive 

industry, VR-based teleoperation can be used for precision assembly and quality control, 

ensuring higher standards and better outcomes. 

Agriculture, a cornerstone of Pakistan's economy, is another area where VR-based 

teleoperated mobile robots can have a transformative impact. These systems can be employed for 

various agricultural tasks such as planting, harvesting, and pest control. The precision and 

efficiency offered by teleoperated robots can significantly increase crop yields and reduce labor 

costs. Moreover, in areas where certain crops or conditions pose risks to human workers, 

teleoperated robots can perform tasks without exposing workers to hazards, thereby enhancing 

safety in the agricultural sector. 
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In the field of healthcare, Pakistan's medical sector could leverage VR-based teleoperated 

systems for a variety of applications. Telemedicine, supported by VR technology, can enable 

specialists to perform surgeries or offer consultations remotely, a significant advantage for rural 

or remote areas where access to specialized healthcare is limited. In medical training, VR-based 

teleoperation can provide a safe and realistic environment for students to practice surgical 

procedures, enhancing their skills without the risks associated with practicing on real patients. 

The potential of VR-based teleoperated robots in education extends beyond medical training. In 

Pakistan, where educational resources are often limited, particularly in remote areas, these 

technologies can provide interactive and immersive learning experiences. Students can explore 

virtual laboratories, participate in simulated archaeological digs, or conduct scientific 

experiments in a controlled, virtual environment, thus overcoming the limitations of physical 

resources and geographical barriers. 

Disaster management in Pakistan, a country frequently challenged by natural calamities 

such as earthquakes, floods, and landslides, is an area where VR-based teleoperated mobile 

robots can significantly contribute. The introduction of these advanced technological systems can 

revolutionize the way disaster response and recovery operations are conducted, offering safer, 

more efficient, and effective means to manage the aftermath of such events. 

In the context of Pakistan, which lies on active seismic zones and experiences substantial 

monsoon rains leading to flooding, the application of teleoperated robots can be a game-changer 

in minimizing the impact of these disasters. One of the primary advantages of using VR-based 

teleoperated robots in disaster management is their ability to access areas that are either too 

dangerous or inaccessible for human responders. For instance, in the aftermath of an earthquake, 

buildings may be left unstable, and aftershocks can further exacerbate the risks. Teleoperated 

robots, controlled by operators from a safe distance, can navigate through the rubble and debris, 

reaching areas that rescue teams might find challenging or impossible to access. 

The use of VR interfaces allows operators to have a more immersive and detailed 

understanding of the disaster site. Equipped with cameras and sensors, these robots can provide 

real-time data and visuals of the affected areas, which is crucial for assessing the situation and 

planning rescue operations. This visual feed can be enhanced with additional data layers, such as 

thermal imaging, to locate survivors trapped under debris. Moreover, the immersive nature of 
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VR ensures that operators can make more informed decisions, as they get a first-person 

perspective of the environment, which is not possible with traditional remote-controlled devices. 

Another significant application of these robots is in the assessment of structural damage. 

In the aftermath of disasters, it’s crucial to evaluate the integrity of buildings and infrastructure 

to prevent further casualties. Teleoperated robots can be equipped with sensors and tools to 

conduct these assessments more quickly and accurately than human teams, who may take longer 

to cover the same area and are at risk of injury or worse in structurally compromised 

environments. 

In flood situations, where vast areas can be submerged, and currents can be strong and 

unpredictable, teleoperated robots can be invaluable. These robots can be designed to navigate 

waterlogged areas, providing critical information about water levels, the speed of flows, and 

identifying safe paths for rescue or relief operations. They can also aid in delivering essential 

supplies to areas cut off by floodwaters, ensuring that affected populations receive the necessary 

aid. 

The versatility of teleoperated robots means they can be adapted for various tasks in 

disaster scenarios. They can carry equipment, such as medical supplies or communication 

devices, to affected individuals, or be used to establish temporary communication networks, 

which are often disrupted in the wake of major disasters. This functionality is particularly 

important in the initial stages of a disaster response when timely communication can save lives. 

Moreover, these robots can also be employed for longer-term disaster recovery efforts. In 

the rebuilding phase following disasters, they can assist in clearing debris, transporting materials, 

and even in basic construction tasks, speeding up the recovery process and reducing the burden 

on human workers. 

Training and preparedness are crucial components of effective disaster management. VR-

based teleoperation systems can be used in training scenarios, allowing rescue teams to simulate 

various disaster situations and practice their response in a controlled, virtual environment. This 

type of training is invaluable, as it prepares responders for a range of scenarios, ensuring they are 

better equipped to handle real-life situations. 

Environmental monitoring and conservation efforts in Pakistan can also benefit from the 

deployment of VR-based teleoperated systems. Robots can be used to monitor wildlife, track 

environmental changes, and even collect data in hazardous or inaccessible areas, such as high-



36 
 

altitude regions or dense forests. This would allow for more effective conservation strategies and 

better understanding of ecological changes without putting human lives at risk. 

The realm of defense and security in Pakistan is an area where the application of VR-

based teleoperated mobile robots can bring transformative changes. Given the unique 

geopolitical and security challenges faced by the country, integrating advanced technological 

solutions such as these can significantly enhance the capabilities of security forces, ensuring 

better protection for the nation and its citizens. 

In the context of national defense, Pakistan’s strategic and operational environment 

necessitates a multifaceted approach to security. The use of VR-based teleoperated robots can 

augment the capabilities of defense forces in several key areas. One of the primary applications 

is in surveillance and reconnaissance. In border areas or conflict zones, these robots can be 

deployed to conduct surveillance missions, providing real-time intelligence without exposing 

personnel to direct threats. The VR interface allows operators to have a comprehensive, 

immersive view of the terrain, enabling them to gather detailed information about enemy 

positions, movements, or suspicious activities. This capability is crucial for strategic planning 

and decision-making in defense operations. 

Teleoperated robots are also invaluable in counterterrorism and anti-insurgency 

operations. In urban settings or complex terrains where terrorists or insurgents might be hiding, 

sending in human forces can be risky. Teleoperated robots, on the other hand, can enter these 

high-risk areas to carry out reconnaissance, disarm explosives, or even neutralize threats if 

equipped with the appropriate tools. The operators, safely located at a distance, can maneuver 

these robots through narrow alleys, inside buildings, or in tunnels, providing them with a tactical 

advantage. 

Another significant application is in the field of explosive ordnance disposal (EOD). 

Pakistan, having experienced numerous incidents involving explosives, can benefit greatly from 

the use of teleoperated robots in detecting and disarming bombs or improvised explosive devices 

(IEDs). The VR interface provides EOD personnel with a detailed and immersive view of the 

device, allowing for more precise and careful handling. This not only ensures the safety of EOD 

personnel but also minimizes the risk of collateral damage during the disarmament process. 
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The maritime domain presents another area where VR-based teleoperated robots can be 

effectively utilized. For a country like Pakistan, with a significant coastline and strategic 

maritime interests, safeguarding sea lanes and coastal areas is crucial. Teleoperated underwater 

robots can be employed for a variety of tasks, including underwater surveillance, mine detection, 

and the inspection of ships or infrastructure for security threats. These robots can operate in 

depths and conditions that are challenging for human divers, providing vital intelligence and 

ensuring maritime security. 

In addition to active defense operations, teleoperated robots can play a crucial role in 

training and simulation. VR-based training environments can simulate a wide range of scenarios, 

from battlefield conditions to counterterrorism operations. This immersive training is invaluable 

for defense personnel, providing them with experience and preparation that traditional training 

methods may not offer. It also allows for the rehearsal of complex operations, reducing the risk 

of casualties and improving the success rate of real-world missions. 

Furthermore, the use of teleoperated robots in defense and security can extend to 

peacekeeping and humanitarian missions. In international peacekeeping operations, where 

Pakistan has been a significant contributor, these robots can be used for tasks like patrolling, 

surveillance, and the clearing of explosives, reducing risks to peacekeeping personnel and 

enhancing mission effectiveness. 

In the broader context of national security, teleoperated robots can be deployed for 

critical infrastructure protection. Vital installations such as nuclear facilities, power plants, and 

strategic communication networks can be monitored and protected using these robots. They can 

patrol perimeter fences, inspect suspicious packages, and even respond to security breaches, 

ensuring the integrity of these crucial assets. 

Moreover, the cultural and archaeological sectors in Pakistan can make use of VR-based 

teleoperation for exploring and preserving historical sites. Robots can access areas that are too 

fragile or dangerous for humans, helping in the restoration and study of ancient structures and 

artifacts. This would not only contribute to the preservation of Pakistan’s rich cultural heritage 

but also enhance the understanding of historical contexts. 

Finally, in the urban development and infrastructure sector, teleoperated robots can be 

used for tasks such as maintenance of high-rise buildings, inspection of bridges and dams, and 
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construction in hazardous environments. This would not only ensure safety but also increase 

efficiency and reduce the time and cost associated with these tasks. 

The applications of VR-based interfaces for mobile robot teleoperation in Pakistan are 

vast and varied, offering promising solutions across multiple sectors. From industrial 

manufacturing to agriculture, healthcare, education, disaster management, environmental 

conservation, security, cultural preservation, and urban development, these technologies have the 

potential to drive significant advancements and improvements. As Pakistan continues to embrace 

technological innovation, the adoption of VR-based teleoperated systems could play a crucial 

role in addressing the country's unique challenges and harnessing its potential for growth and 

development. 
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CHAPTER 5: CONCLUSION 

      This study focused on the development of an immersive remote-control framework designed 

for complex teleoperated tasks through mobile robotic platforms and achieves the purpose of 

providing aid to human operators in executing tasks such as remote exploration for feature 

collection. The combination of virtual realm and multi-sensory feedback help increase the 

situational awareness by immersing the user in a virtual environment while remotely operating 

the robot system for task execution and thus enhancing user performance. With novel adaptable 

control mode functionality, the proposed approach offered two main advantages. Firstly, the 

virtual environment enhances the teleoperation of these robots, providing a more natural and 

effective means to perform tasks. Secondly, the collaborative synergy between the human 

operator, offering adaptability to complex situations, and the robot, equipped with obstacle-

avoidance capabilities, results in a user-friendly approach capable of handling challenging 

scenarios, such as escaping from trap situation. Experimental results, utilizing a Burger variant of 

Turtlebot3 equipped with a 360º LiDAR and additional visual and auditory sensors demonstrated 

the resourcefulness and ease of the virtual reality interface. Although the work strives to work on 

the immersion factor of the teleoperator potential room for improvement in visuals from the 

remote is there that can be filled through 3D point cloud depictions. Feasibility and immersion 

measuring feedback questionnaires involving users of various age groups and diverse fields 

indicated that the proposed framework application is comforting and engaging for the 

teleoperator in an intuitive and ergonomic manner. To minimize the stochastic elements of an 

unknown, environment the interface utilizes deep reinforcement learning modularity to cope with 

exploration challenges that come with dynamic and continuous environments. However prior 

knowledge about the environment may help in highlighting difficult or no-go areas within the 

remote environment for the user in virtual realm. This research study deployed the TD3 module 

for obstacle avoidance by mobile robot in semi-autonomous mode of operation, while using a 2D 

Lidar to gather environment percepts but to make the system more robust a 3D lidar or a hybrid 

sensor approach including a depth vision camera may provide a better alternative to compute the 

environment state vector. 

In traversing the landscape of teleoperation, this thesis has embarked on an exploration of the 

symbiotic relationship between Virtual Reality (VR) and remote-control technologies. The 
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amalgamation of these two realms presents an unprecedented avenue for redefining the way we 

interface with and manipulate environments from a distance. As we conclude this journey, it 

becomes evident that the integration of VR into teleoperation systems is not just a technological 

enhancement; rather, it signifies a profound shift in the dynamics of human-machine interaction 

and control. The narrative woven through the literature review brings to light the evolutionary 

trajectory of teleoperation, from its foundational principles to the contemporary challenges faced 

by conventional interfaces. The deficiencies of traditional systems, ranging from limited 

perceptual feedback to a lack of spatial awareness, act as a catalyst for the exploration of 

innovative solutions. The emergence of VR, with its capacity to immerse operators in synthetic 

environments, stands out as a transformative force that addresses these shortcomings. 

Immersive visualization stands tall as a cornerstone in the realm of VR-based 

teleoperation. The ability to transpose operators into a virtual realm, providing an unparalleled 

sense of presence, offers a paradigm shift in how we perceive and interact with remote 

environments. This facet is particularly impactful in industries where precision and spatial 

awareness are paramount, such as manufacturing. The virtual environment becomes a canvas for 

operators to navigate complex machinery with heightened accuracy, transcending the limitations 

imposed by traditional interfaces. 

Human factors and ergonomics emerge as crucial considerations in the development of VR-

based teleoperation interfaces. As we delve deeper into the immersive capacities of VR, the 

potential for motion sickness and operator fatigue surfaces as critical challenges. Designing 

interfaces that prioritize operator comfort and well-being becomes imperative, calling for a 

holistic understanding of the psychological aspects associated with prolonged interaction in 

virtual spaces. 

The applications of VR-based teleoperation extend across diverse industries, each 

revealing unique facets of its transformative potential. Real-world case studies, ranging from 

medical surgeries to manufacturing operations, underline the tangible benefits observed in terms 

of increased efficiency and improved outcomes. In medical teleoperation, the fusion of VR and 

telepresence has facilitated remote surgeries, offering a lifeline in situations where expert 

intervention is geographically distant. Yet, the celebration of successes in the realm of VR-based 

teleoperation is accompanied by a recognition of persistent challenges. Technological barriers, 

including latency issues and the demand for robust network infrastructure, remain focal points of 
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ongoing research. The financial implications associated with the deployment of VR systems pose 

a pragmatic challenge, particularly in industries with limited resources. Standardization efforts 

become imperative as the adoption of VR technologies spans across diverse sectors, 

necessitating a unified framework for seamless integration. 

Looking toward the horizon, the trajectory of VR-based teleoperation promises a tapestry 

of possibilities and challenges. The continuous refinement of VR technologies is poised to 

overcome current limitations, unlocking new dimensions for application and expanding the 

frontiers where teleoperation can thrive. The synergy between VR and artificial intelligence 

presents an exciting avenue for autonomous decision-making and adaptive systems that can 

augment human capabilities. In envisioning the future of VR-based teleoperation, collaboration 

emerges as a linchpin for success. Interdisciplinary endeavors that converge insights from 

computer science, human-computer interaction, engineering, and psychology will fuel the engine 

of innovation. Industry collaboration and sustained investment in research and development will 

be instrumental in bridging the gap between potential and implementation. 

To conclude, this thesis has endeavored to unravel the layers of possibility woven into the 

fabric of VR-based teleoperation. From immersive visualization to haptic feedback and 

considerations of human factors, we have navigated through the intricacies of this convergence. 

Real-world applications and case studies have illustrated the transformative impact in various 

domains, while acknowledging the hurdles that demand collective attention. 

As we stand on the precipice of a new era in teleoperation, where the boundaries between 

the real and the virtual blur, it is incumbent upon us to approach this juncture with a keen 

awareness of the promises and challenges it entails. The trajectory toward widespread adoption 

of VR-based teleoperation is not merely a technological evolution; it is a societal shift that 

demands ongoing research, collaborative innovation, and a shared commitment to realizing the 

profound potential embedded in this transformative technology. The fusion of VR and 

teleoperation is not merely a convergence of technologies; it is an evolution that has the potential 

to redefine the contours of human interaction with remote environments, ushering in a new era of 

exploration and advancement. 
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APPENDICES 

6.1- Appendix A 

This includes pseudo code and supplementary mathematics for the reinforcement learning 

algorithm used. 

6.1.1- Twin Delayed Deep Deterministic Policy Gradient Algorithm: 
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