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Abstract

In this thesis we develop two numerical methods, CAS wavelet Picard and CAS
wavelet quasilinearization technique, for solving nonlinear partial differential equa-
tions. The proposed methods are the combination of CAS wavelet and linearization
techniques.

CAS wavelet Picard and CAS wavelet quasilinearization methods are proposed
by utilizing CAS wavelet in conjunction with Picard and quasilinearization tech-
niques respectively. The operational matrices of integration for CAS wavelet are
derived and constructed. According to the methods, we convert the nonlinear par-
tial differential equation into linear partial differential equations and then utilized
the operational matrices of CAS wavelet to get the solution on each iteration of
Picard or quasilinearization techniques.

We utilized the CAS wavelet method for linear partial differential equations and
implemented on wave, diffusion and Klein-Gordon equation. CAS wavelet Picard
method is tested on Burger’s and Burger-Huxley equation while CAS wavelet quasi-
linearization technique is applied on Burger-Fisher equation to get the solution.

Error analysis and procedure of implementation for both the methods are given.
Comparison analysis for solution of some famous equations is also done. Solutions
by present methods are more accurate as compared to the solution obtained by
some well-known methods like Adomian decomposition method, variational iteration
method and reduced differential transform method.
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Chapter 1

Introduction

An equation involving derivatives of one or more dependent variables with re-
spect to one or more independent variables is called a differential equation. Ordinary
differential equations (ODEs) are equations that involve ordinary derivatives of de-
pendent variables.

F (x, y,
dy

dx
,
d2y

dx2
, . . . ,

dny

dxn
) = 0. (1.0.1)

The function y = f(x), defined on the set M (set of real numbers), is said to be
solution of equation (1.0.1) if and only if y = f(x) has derivatives up to and include
the order n [1]. Whereas an equation containing partial derivatives of one or more
dependent variables with respect to more than one independent variable is called
partial differential equations (PDEs). A linear PDE is an equation for which the
dependent variable and its derivatives occur with degree at most one. Which means
that the coefficients are either constants or function of independent variables. The
general form of first-order quasilinear PDE with x and y two independent variables
and one unknown u, dependent variable is written as

f(x, y, u)
∂u

∂x
+ g(x, y, u)

∂u

∂y
= h(x, y, u).

If the functions f, g and h are independent of unknown function u then we call
it linear PDE [2]. While the partial differential equations which do not fall in any
of the above categories are known as nonlinear PDEs. They usually contain powers
of partial derivatives or product of unknown function with partial derivatives. The
partial differential equation is homogeneous, if it contains only partial derivatives of
dependent variable and terms involving dependent variables and they are set to 0
as given below:

∂2y

∂x2
+ x

∂y

∂x
+ y2 = 0.

Nonhomogeneous partial differential equations are the same as homogeneous
partial differential equations except they have terms containing x or constants on
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the right side of equation as

∂2y

∂x2
+ x

∂y

∂x
+ y2 = 4x2 + 9.

Consider the second order partial differential equation in two variables as

A(x, y)
∂2u

∂x2
+B(x, y)

∂2u

∂xy
+ C(x, y)

∂2u

∂y2
+D(x, y)

∂u

∂x
+ E(x, y)

∂u

∂y
+ F (x, y)u = G,

(1.0.2)

where the coefficients A, B and C do not vanish simultaneously.

There are fundamentally three kinds of PDEs hyperbolic, parabolic and elliptic
PDEs. From the physical point of view these PDEs represent the wave propagation,
the diffusion processes and the equilibrium processes respectively. The hyperbolic
equations model the transport of physical quantity, like fluids or waves. Parabolic
problems explain evolutionary phenomena which lead to a steady state presented
by an elliptic equation. While elliptic equations are related to a special state of a
system, in correspondence to state of energy.

Mathematically, if the discriminant of the equation (1.0.2) is strictly positive,
then the roots are real distinct and the equation is called hyperbolic. When the
discriminant is equal to zero, we obtain heat equation which is parabolic equation.
If the discriminant of the equation (1.0.2) is strictly negative and there are no real
characteristics then equation is elliptic i.e. the Laplace equation.

Wavelets

Wavelet means “small wave” [3]. It has different backgrounds in history of math-
ematics. In 1930’s a lot of research was carried out regarding wavelets. A wavelet
is a function with compact support and has oscillatory nature for a small period
of time. A wavelet is manipulated by two parameters scaling and translation to
generate a set of orthonormal basis function which represents a signal. Wavelet is
defined by:

ψa,b(x) =
1√
|a|
ψ(
x− a
b

) a, b → R, a 6= 0, (1.0.3)

where a is scaling parameter and b is translation parameter. If |a| < 1 then
wavelet (1.0.3) is compressed and shows high frequencies. Whereas when |a| > 1
then wavelet (1.0.3) is expanded and corresponds to low frequencies.
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Admissibility condition is the most important property of wavelets. For the
wavelet (1.0.3) it can be shown that integrable functions ψ(x) satisfying the admis-
sibility condition can be used in analyzing and reconstruction of signal.∫

|ψ̂(ω)|2

|ω|
dω < +∞, (1.0.4)

where ψ̂ stands for the Fourier transform of ψ(x). It satisfies |ψ̂(ω)|2|ω=0 = 0.
There are different kinds of wavelets, some of which are described below:-

Alfred Haar, a Hungarian mathematician was the first entrant in the wavelet
theory, who introduced Haar wavelets in 1909. These functions are composed of a
short positive pulse followed by a short negative pulse. They are the orthonormal
wavelet with compact support. Integrating them analytically is the key feature of
Haar wavelet. The n-th uniform Haar wavelet [4] hn(x), x → [0, 1) is defined as

hn(x) =


1, if k

m
≤ x < k+0.5

m
;

−1, if k+0.5
m
≤ x < k+1

m
;

0, otherwise,

where n = 2j + k + 1, j = 0, 1, 2, · · · , J , is the dilation parameter m = 2j and
k = 0, 1, 2, 3, · · · , 2j − 1 and J is the level of resolution.

Hariharan Gopalakrishnan [5] developed Haar wavelet method to solve some
famous partial differential equations (PDEs) like Nowell-whitehead equation, Cahn-
Allen equation, FitzHugh-Nagumo equation, Fishers equation, Burgers equation and
the Burgers-Fisher equation. First eight Haar functions and their integrals are pre-
sented and the Haar wavelet operational matrices are also given in his paper.

Solution method for fractional nonlinear partial differential equations are pre-
sented in [6]. The proposed method utilizes the Haar wavelets operational matrices
in conjunction with Picard technique. These matrices are derived and convergence
for the proposed technique has also been given. Numerical solution of Burger and
Burger-Fisher equations are provided to demonstrate the accuracy of the technique.

Legendre wavelets are obtained when we put Legendre polynomials, Lq(x) of or-
der q, in the discrete wavelet function, with scaling parameter a = 2k and translation
parameter b = p2k. Legendre wavelet on interval [0, 1) is defined as

ψp,q(x) =

{
(q + 1

2
)
1
2 2

k
2Lq(2

kx− p̂), if p̂−1
2k
≤ x < p̂+1

2k
;

0, otherwise,
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where k = 2, 3, . . . . . . , is the level of resolution, p = 1, 2, 3, · · · , 2k−1, p̂ = 2p − 1 is
the translation parameter and q = 0, 1, 2, · · · ,M − 1 is the order of legendre poly-
nomials, M > 0.

To solve fractional partial differential equations with Dirichlet boundary con-
ditions, two-dimensional Legendre wavelets method is used in [7]. The Legendre
wavelet operational matrices of integration and derivative of these basis functions
are provided. Convergence analysis of present method is also given and few nonlin-
ear PDEs and Laplace equation are solved to show the validity of this scheme.

Nanshan [8] introduced an orthogonal basis on [−1, 1] × [−1, 1] generated by
Legendre polynomials. Some properties of Legendre polynomials are given and the
convergence is also proved. Few examples are illustrated to show the efficiency of
the scheme.

Ingrid Daubechies discovered the family of wavelets called the Daubechies wavelets.
Being non symmetrical, highest number of vanishing moments, compact support and
orthonormality are properties of Daubechies wavelets. This wavelet system consists
of wavelet function ψ(x) and scaling function φ(x). Two-scale relation is the most
important relation in wavelet theory given as

φ(x) =
N−1∑
n=0

pnψn(2x), (1.0.5)

and

ψ(x) =
1∑

n=2−N

(−1)np1−nφn(2x), (1.0.6)

where φn(x) = ψ(x−n), N(an even integer) is the number and pn is wavelet filter
coefficients in the refinement relations (1.0.5) and (1.0.6). The interval [0, N − 1] is
support of φ(x) and [1− N

2
, N

2
] is support of ψ(x).

The Daubechies wavelet based on spectral finite element method [9] is generated
to solve linear transient dynamics and elastic wave propagation problems. Few 2D
and 3D examples are included to show the convergence and implementation of the
scheme. Possible approaches for speed up the method are also discussed.

Multi-scale Daubechies (DB) wavelet method [10] is used for solution of 2-D
elastic problems. A method for evaluation of integrals is given to treat general
boundaries. The numerical examples show the efficiency of the method. Further-
more, the present method can be easily introduced to other mechanics problem.
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The Chebyshev wavelets defined on interval [a, b] by

ψp,q(x) =

{
2
k
2

√
4

(b−a)π
Tq(2

kx− p̂), if a+ (b− a) p̂−1
2k
≤x < a+ (b− a) p̂+1

2k
;

0, otherwise,

where k = 1, 2, 3 · · · , is the level of resolution, p = 1, 2, 3, · · · , 2k−1, p̂ = 2p−1 is the
translation parameter and q = 1, 2, 3, · · · ,M − 1 is the order of Chebyshev polyno-
mials, M > 0. While the shifted Chebyshev polynomials Tm(x), of order m defined

on interval [a, b] and recurrence formulae is given below T0(x) = 1, T1(x) = 2x−(b−a)
b−a

and Tm+1(x) = 2(2x−(b−a)
b−a )Tm(x)− Tm−1(x), where m = 1, 2, 3, · · · .

The second order linear hyperbolic telegraph equation is solved by Chebyshev
wavelet method [11]. To study wave propagation of electric signals and to model
the reaction-diffusion processes this equation is used. The method is developed by
using Chebyshev wavelets method with the operational matrices of integration and
differentiation. The accuracy and efficiency of the method is explained with the help
of examples.
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Chapter 2

Solution of linear partial
differential equations

Linear and nonlinear PDEs are the main equations in mathematical physics like
heat transfer, electro magnetism and quantum mechanics. An effective method is
needed to analyze the mathematical model which generates solutions conforming
to physical reality. Common analytic scheme linearize the system or suppose that
nonlinearities are comparatively insignificant. Sometimes, the solution of the phe-
nomenon is changed due to such assumptions. Thus, finding numerical solution of
non-linear and linear PDES is of great importance.

In this chapter, we have defined the CAS wavelets and constructed the oper-
ational matrices of integration for CAS wavelet. We have also constructed the
operational matrix of integration for boundary value problem. Error analysis for
the method is derived. The method is tested on Wave equation, diffusion equa-
tion and Klein-Gordon equation. The obtained solutions by present method are
in good agreement with the exact solution and better than variational iteration
method(VIM) and Adomian decomposition method(ADM).

2.1 CAS wavelet

Wavelets are defined as

ψa,b(x) =
1√
a
ψ(
x− b
a

), a, b → R, a 6= 0,

where a is scaling parameter and b is called translation parameter. For discrete
values of a = a−k0 and b = nb0a

−k
0 , n and k are positive integers, we get discrete
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wavelets. Particularly, if a0 = 2 and b0 = 1 then we have CAS wavelets which are

ψn,m(x) =

{
2
k
2CASm(2kx− n+ 1), (n−1)

2k
≤ x ≤ n

2k
,

0 elsewhere,

CASm(x) = cos(2mπx) + sin(2mπx), the level of resolution is k = 0, 1, 2, ....,
m = −M,−M + 1, ....− 1, 0, 1, ...,M − 1,M and n = 0, 1, 2, ....., 2k − 1 is the trans-
lation parameter and k, M are user defined positive numbers. The set of CAS
wavelets forms an orthonormal basis for L2[0, 1]. We can expand any function f(x, t)
defined over [0, 1] into truncated CAS wavelet series as

f(x, t) =
∞∑
n=0

∑
m→Z

∞∑
i=0

∑
j→Z

cnm,ijψn,m(x)ψi,j(t),

'
2k−1∑
n=0

M∑
m=−M

2k
′−1∑
i=0

M ′∑
j=−M ′

cnm,ijψn,m(x)ψi,j(t),

= Ψ(x)CTΨ(t).

Here C and Ψ(x) are m̂ × 1 matrices, given as cl,p =< ψl(x), < u(x, t), ψp(t) >> .
The index l and p are determined by the equations l = M(2n+ 1) + (n+m+ 1) and
p = M ′(2i+1)+(i+j+1), respectively. Also m̂ = 2k(2M+1) and m̂′ = 2k

′
(2M ′+1).

The collocation points for the CAS wavelets are taken as xi = 2i−1
2m̂

and tj = 2i−1

2m̂′

where i = 1, 2, ..., m̂, j = 1, 2, ..., m̂′. The CAS wavelets matrix Ψm̂,m̂ is given [13]
as

Ψm̂×m̂ =

[
Ψ

(
1

2m̂

)
,Ψ

(
3

2m̂

)
, ...,Ψ

(
2m̂− 1

2m̂

)]
. (2.1.1)

In particular, we fix k = k′ = 2, M = M ′ = 1, we have n = 0, 1, 2, 3 ; m = −1, 0, 1
and i = j = 1, 2, ..., 12, the CAS wavelets matrix Ψ12×12 is given as



−0.7321 −2.0000 2.7321 0 0 0 0 0 0 0 0 0
0 0 0 −0.7321 −2.0000 2.7321 0 0 0 0 0 0
0 0 0 0 0 0 −0.7321 −2.0000 2.7321 0 0 0
0 0 0 0 0 0 0 0 0 −0.7321 −2.0000 2.7321

2.0000 2.0000 2.0000 0 0 0 0 0 0 0 0 0
0 0 0 2.0000 2.0000 2.0000 0 0 0 0 0 0
0 0 0 0 0 0 2.0000 2.0000 2.0000 0 0 0
0 0 0 0 0 0 0 0 0 2.0000 2.0000 2.0000

2.7321 −2.0000 −0.7321 0 0 0 0 0 0 0 0 0
0 0 0 2.7321 −2.0000 −0.7321 0 0 0 0 0 0
0 0 0 0 0 0 2.7321 −2.0000 −0.7321 0 0 0
0 0 0 0 0 0 0 0 0 2.7321 −2.0000 −0.7321



Function Approximation by Block Pulse Function (BPF)

An m-set of Block Pulse Functions (BPFs) on interval [0, t) can be expressed as

bi(x) =

{
1, if it

m
≤ x < (i+1)t

m
; i = 0, 1, 2, 3, . . . ,m− 1.

0, otherwise,
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with a positive integer value for m. Now, few properties of BPFs are defined below.

• Disjointness

bi(x)bj(x) =

{
bi(x), if i = j

0, if i 6= j.

• Orthogonality ∫ 1

0

bi(x)bj(x)dx =

{
1
m
, if i = j

0, if i 6= j.

• BPFs have compact support which is [ i
m
, i+1
m

].

By the orthogonal property of BPFs an arbitrary function u(x, t) ∈ L2[0, 1) ×
[0, 1), can be expanded into block-pulse functions [12], this means that for every
u(x, t)→ L2[0, 1) we can write:

u(x, t) ≈
m̂−1∑
i=0

m̂−1∑
j=0

ai,jbi(x)bj(t) = BT (x)aB(t),

where ai,j are the coefficients of the block-pulse functions bi and bj. The CAS
wavelets can be expanded into m̂−set of block-pulse functions as:

Ψ(x) = Ψm̂×m̂B(x). (2.1.2)

We can generalize a function f(t) in terms of BPF

f(t) = ξTφk(t), (2.1.3)

where
ξT = [c1, c2, c3, ....., ck].

We can start the derivation by taking the generalization of repeated integrals,
where n = 1, 2, 3, ...., k [12].∫ t

0

dtn

∫ tn

0

dtn−1

∫ tn−1

0

dtn−2.....

∫ t2

0

f(t1)dt1 =
1

(n+ 1)!

∫ t

0

(t− t1)n−1f(t1)dt1.

Suppose ∫ t

0

dtn

∫ tn

0

dtn−1

∫ tn−1

0

dtn−2.....

∫ t2

0

f(t1)dt1 = Iαf(t).
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By definition of the convolution integral

1

(n+ 1)!

∫ t

0

(t− t1)n−1f(t1)dt1 =
1

Γ(n)
tn−1f(t),

where 0≤t<b, from (2.1.3) we obtain:

Iαf(t) =
1

Γ(α)
tα−1ξTφk(t) α > 0. (2.1.4)

By applying Laplace transformation on functions we obtain:

L(
1

Γ(α)
tα−1ξTφk(t)) =

ξT

sα−1
(e−

(n−1)bs
k − e−

(n)bs
k ).

After taking inverse Laplace transformation, the result is:

1

Γ(α)
tα−1ξTφk(t) =

ξT

Γ(α)
(U(t− (n− 1)b

k
)

1

(α + 1)!
(t− (n− 1)b

k
)
α

−

U(t− (n)b

k
)

1

(α + 1)!
(t− (n)b

k
)
α

). (2.1.5)

We have
tαU(t) ≈ ξTφk(t).

As defined previously, we get:

tαU(t) ≈ [c1, c2, c3, ....., ck]φk(t), (2.1.6)

where

Cn = (
b

k
)
α (n)α+1 − (n− 1)α+1

α + 1
.

From orthogonality of BPFs, we have:

U(t− (n− 1)b

k
)(t− (n− 1)b

k
)
α

' [0, 0, 0, 0, ..., c1, c2, c3, ...., ck−n+1]φk(t).

U(t− (n)b

k
)(t− (n)b

k
)
α

' [0, 0, 0, 0, ..., c1, c2, c3, ...., ck−n]φk(t).

By putting values of above in (2.1.5), we get:

ξT

Γ(α)
(U(t− (n− 1)b

k
)

1

(α + 1)!
(t− (n− 1)b

k
)
α

− U(t− (n)b

k
)

1

(α + 1)!
(t− (n)b

k
)
α

)

=
1

Γ(α)
[0, 0, 0, 0, ..., c1, c2 − c1, c3 − c2, ...., ck−n+1 − ck−n]φk(t).
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Now, we have:

cr − cr−1 =
( b
k
)α(rα+1 − 2(r − 1)α+1 + (r − 2)α+1)

α + 1

1

Γ(α)
tα−1f(t) ' (

b

k
)
α 1

Γ(α + 1)
[0, 0, 0, ....., ξ1, ξ2, ...., ξk−n+1]φk(t) (2.1.7)

ξ1 = 1

ξp = pα+1 − 2(p− 1)α+1 + (p− 2)α+1

p = 2, 3, 4, ...., k − n+ 1.

This can be written as:-
1

Γ(α)
tα−1f(t) = Fαφk(t),

Fα = (
b

k
)α

1

Γ(α + 1)


ξ1 ξ2 ξ3 · · · ξk
0 ξ1 ξ2 · · · ξk−1

0 0 ξ1 · · · ξk−2
...

...
...

...
...

0 0 0 · · · ξ1

 (2.1.8)

The r-th integral of block-pulse function can be written as:

(IrxB)(x) = Fr
m̂×m̂ B(x), (2.1.9)

where r is integer and Fr
m̂×m̂ is derived in 2.1.8, so we have:

Pr
m̂×m̂ = Ψm̂×m̂Fr(Ψm̂×m̂)−1. (2.1.10)

The CAS wavelets operational matrix of r-th order integration

The CAS wavelets operational matrix of integration Pr
m̂×m̂ of integer order r are

utilized for solving differential equations.

In particular, for k = 2, M = 1, r = 2, the CAS wavelet operational matrix of
integration P2

12×12 is given by



−0.000847 −0.0074 −0.0209 −0.0241 −0.0241 −0.0241 −0.0241 −0.0241 −0.0241 −0.0241 −0.0241 −0.0241
0 0 0 −0.000847 −0.0074 −0.0209 −0.0241 −0.0241 −0.0241 −0.0241 −0.0241 −0.0241
0 0 0 0 0 0 −0.000847 −0.0074 −0.0209 −0.0241 −0.0241 −0.0241
0 0 0 0 0 0 0 0 0 −0.000847 −0.0074 −0.0209

0.00231 0.0162 0.044 0.0833 0.125 0.167 0.208 0.25 0.292 0.333 0.375 0.417
0 0 0 0.00231 0.0162 0.044 0.0833 0.125 0.167 0.208 0.25 0.292
0 0 0 0 0 0 0.00231 0.0162 0.044 0.0833 0.125 0.167
0 0 0 0 0 0 0 0 0 0.00231 0.0162 0.044

0.00316 0.0167 0.0232 0.0241 0.0241 0.0241 0.0241 0.0241 0.0241 0.0241 0.0241 0.0241
0 0 0 0.00316 0.0167 0.0232 0.0241 0.0241 0.0241 0.0241 0.0241 0.0241
0 0 0 0 0 0 0.00316 0.0167 0.0232 0.0241 0.0241 0.0241
0 0 0 0 0 0 0 0 0 0.00316 0.0167 0.0232
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This phenomena makes calculations fast because the operational matrices Ψm̂×m̂ and Pr
m̂×m̂

contain many zero entries.

The CAS wavelets operational matrix of r-th order integra-
tion for boundary value problems

We need another operational matrix of integration[13] while solving boundary
value problems. Here, we drive an operational matrix of integration for dealing with
the boundary conditions while solving boundary value problem. Let g(x) ∈ L2[0, 1]
be a given function, then

g(x)Irx=1ψn,m(x) = g(x)
Γ(r)

1∫
0

(1− s)r−1ψn,m(s)ds. (2.1.11)

Since the CAS wavelets are supported on the intervals [n−1
2k
, n

2k
), therefore

g(x)Irx=1ψn,m(x) = g(x)2
k
2

Γ(r)

n

2k∫
n−1

2k

(1− s)r−1CASm(2ks− n+ 1)ds,

= g(x)Qr
n,m,

(2.1.12)

where Qr
n,m = 2

k
2

Γ(r)

n

2k∫
n−1

2k

(1− s)r−1CASm(2ks− n+ 1)ds.

Expand the equation (2.1.12) at the collocation points, xj = 2j−1
2m̂

, where j =
1, 2, ..., m̂, to obtain

Wg,r
m̂×m̂ = Qr

m̂×1G1×m̂, (2.1.13)

where G1×m̂ = [g(x1), g(x2), ..., g(xm̂)],

Qr
m̂×1 =

[Qr
0,−M , Q

r
0,−M+1, · · · , Qr

0,M , Q
r
1,−M , Q

r
1,−M+1, · · · , Qr

1,M , · · · , Qr
2k−1,−M , Q

r
2k−1,−M+1

, · · · , Qr
2k−1,M

]T .

In particular, for k = 2, M = 1, r = 2, and g(x) = x2 sin(x), we have Wg,2
12×12

as



−3.515e− 6 −9.459e− 7 −4.350e− 8 −1.181e− 3 −2.478e− 3 −4.448e− 3 −7.193e− 3 −1.078e− 4 −1.527e− 4 −2.065e− 4
−3.515e− 6 −9.459e− 7 −4.350e− 8 −1.181e− 3 −2.478e− 3 −4.448e− 3 −7.193e− 3 −1.078e− 4 −1.527e− 4 −2.065e− 4
−7.030e− 6 −1.891e− 8 −8.700e− 8 −2.363e− 3 −4.956e− 3 −8.897e− 3 −1.438e− 4 −2.157e− 4 −3.054e− 4 −4.130e− 4
−7.030e− 6 −1.891e− 8 −8.700e− 8 −2.363e− 3 −4.956e− 3 −8.897e− 3 −1.438e− 4 −2, 157e− 4 −3.054e− 4 −4.130e− 4
6.626e− 7 1.783e− 3 8.200e− 3 2.227e− 4 4.671e− 4 8.385e− 4 1.356e− 5 2.033e− 5 2.878e− 5 3.893e− 5
2.208e− 7 5.943e− 8 2.733e− 3 7.425e− 3 1.557e− 3 2.795e− 3 4.520e− 4 6.778e− 4 9.595e− 4 2.977e− 4
7.030e− 6 1.891e− 8 8.700e− 8 2.363e− 3 4.956e− 3 8.897e− 3 1.438e− 4 2.157e− 4 3.054e− 4 4.130e− 4
7.030e− 6 1.891e− 8 8.700e− 8 2.363e− 3 4.956e− 3 8.897e− 3 1.438e− 4 2.157e− 4 3.054e− 4 4.130e− 4
3.515e− 6 9.459e− 7 4.350e− 8 1.181e− 3 2.478e− 3 4.448e− 3 7.193e− 3 1.078e− 4 1.527e− 4 2.065e− 4
3.515e− 6 9.459e− 7 4.350e− 8 1.181e− 3 2.478e− 3 4.448e− 3 7.193e− 3 1.078e− 4 1.527e− 4 2.065e− 4
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2.2 Error analysis of CAS wavelet

Theorem: Assume that u(x, t)→ L2[0, 1] is a function with bounded partial deriva-
tive on [0,1] that is ∃ γ > 0;∀ x → [0, 1] : | ∂4u

∂2p∂2q
| ≤ γ. The function u(x, t) is

expanded as an infinite sum of the CAS wavelets and the series converges uni-

formly to u(x, t), that is u(x, t) =
∞∑
n=0

∑
m→Z

∞∑
i=0

∑
j→Z

cnm,ijψn,m(x)ψi,j(t). Furthermore,

uk,k
′,M,M ′(x, t) =

2k−1∑
n=0

M∑
m=−M

2k
′−1∑
i=0

M ′∑
j=−M ′

cnm,ijψn,m(x)ψi,j(t), we have

|uk,k′,M,M ′ − u(x, t)| ≤ |
∞∑

n=2k

∞∑
m=M+1

∞∑
i=2k

∞∑
j=M ′+1

γ

(mjπ2)2(n+ 1)
5
2 (i+ 1)

5
2

|

Proof: Since uk,k
′,M,M ′(x, t) =

2k−1∑
n=0

M∑
m=−M

2k
′−1∑
i=0

M ′∑
j=−M ′

cnm,ijψn,m(x)ψi,j(t) and

cnm,ij =

1∫
0

1∫
0

u(x, t)ψn,m(x)ψi,j(t)dxdt

=

n

2k∫
n−1

2k

n

2k∫
n−1

2k

2
k
2 2

k′
2 ur+1(x, t)CASm(2kx− n+ 1)CASj(2

k′t− i+ 1)dxdt.

Let 2kx− n+ 1 = p and 2k
′
t− i+ 1 = q, then we have:

cnm,ij =

∫ 1

0

∫ 1

0

1

2
k
2 2

k′
2

u(
p+ n− 1

2k
,
q + i− 1

2k′
)CASm(p)CASj(q)dpdq,

cnm,ij =

∫ 1

0

∫ 1

0

1

2
k
2 2

k′
2

u(
p+ n− 1

2k
,
q + i− 1

2k′
)(cos (2mπp) + sin (2mπp))

(cos (2jπq) + sin (2jπq))dpdq.

Use integration w.r.t p to get

cnm,ij = − 1

2mπ2
3k
2 2

k′
2

∫ 1

0

∫ 1

0

∂u

∂p
(
p+ n− 1

2k
,
q + i− 1

2k′
)(sin (2mπp)− cos (2mπp))

(cos (2jπq) + sin (2jπq))dpdq.

13



Now applying integration w.r.t q, we obtain:

cnm,ij =
1

(2mπ)(2jπ)2
3k
2 2

3k′
2

∫ 1

0

∫ 1

0

∂2u

∂p∂q
(
p+ n− 1

2k
,
q + i− 1

2k′
)(sin (2mπp)− cos (2mπp))

(sin (2jπq)− cos (2jπq))dpdq.

Again integrating w.r.t p and q, we obtain:

cnm,ij =
1

(2mπ)2(2jπ)22
5k
2 2

5k′
2

∫ 1

0

∫ 1

0

∂4u

∂2p∂2q
(
p+ n− 1

2k
,
q + i− 1

2k′
)

(− cos (2mπp)− sin (2mπp))(− cos (2jπq)− sin (2jπq))dpdq,

or

|cnm,ij|2≤

∣∣∣∣∣ 1

(2mπ)2(2jπ)22
5k
2 2

5k′
2

∣∣∣∣∣
2 ∫ 1

0

∫ 1

0

∣∣∣∣ ∂4u

∂2p∂2q
(
p+ n− 1

2k
,
q + i− 1

2k′
)

∣∣∣∣2
|(− cos (2mπp)− sin (2mπp))|2 |(− cos (2jπq)− sin (2jπq))|2 dp2dq2.

Since
∣∣∣ ∂4u
∂2p∂2q

∣∣∣ ≤ γ, we have:

|cnm,ij|2≤(
γ

(2mπ)2(2jπ)22
5k
2 2

5k′
2

)2

∫ 1

0

∫ 1

0

|(− cos (2mπp)− sin (2mπp))|2 dpdq∫ 1

0

∫ 1

0

|(− cos (2jπq)− sin (2jπq))|2 dpdq.

By orthogonality of CAS wavelet as
1∫
0

(CASm(x)CASm(x))dx = 1 so

|cnm,ij|≤

∣∣∣∣∣ γ

(2mπ)2(2jπ)22
5k
2 2

5k′
2

∣∣∣∣∣ .
By using above Lemma, the series 2k≥n+ 1 and 2k

′≥i+ 1, we get:

|cnm,ij|≤

∣∣∣∣∣ γ

(2mπ)2(2jπ)2(n+ 1)
5
2 (i+ 1)

5
2

∣∣∣∣∣ ,
hence the series

∞∑
n=0

∑
m→Z

∞∑
i=0

∑
j→Z

cnm,ij is absolutely convergent. Also, we can obtain:
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∣∣∣∣∣∣
2k−1∑
n=0

M∑
m=−M

2k
′−1∑
i=0

M ′∑
j=−M ′

cnm,ijψn,m(x)ψi,j(t)

∣∣∣∣∣∣≤
2k−1∑
n=0

M∑
m=−M

2k
′−1∑
i=0

M ′∑
j=−M ′

|cnm,ij| |ψn,m(x)| |ψi,j(t)|

≤4
2k−1∑
n=0

M∑
m=−M

2k
′−1∑
i=0

M ′∑
j=−M ′

|cnm,ij| ,

as
2k−1∑
n=0

M∑
m=−M

2k
′−1∑
i=0

M ′∑
j=−M ′

cnm,ijψn,m(x)ψi,j(t) converges to u(x, t), so we have:

|uk,k′,M,M ′ − u(x, t)| ≤ 4

∣∣∣∣∣∣
∞∑

n=2k

∞∑
m=M+1

∞∑
i=2k′

∞∑
j=M ′+1

cn,m,i,jψn,m(x)ψi,j(t)

∣∣∣∣∣∣ ,
or

|uk,k′,M,M ′ − u(x, t)| ≤ γ

π4

∣∣∣∣∣∣
∞∑

n=2k

∞∑
m=M+1

∞∑
i=2k′

∞∑
j=M ′+1

1

(mj)2(n+ 1)
5
2 (i+ 1)

5
2

∣∣∣∣∣∣ . (2.2.1)

Inequality (2.2.1) exhibits that the absolute error is inversely proportional to k, k′,M
and M ′ which implies that uk,k

′,M,M ′(x, t) converges to u(x, t) as k, k′,M,M ′ −→∞.
This suggest that solution by CAS wavelet technique uk,k

′,M,M ′(x, t) converges to
u(x, t) when k,k′, M, M ′ and −→∞.

2.3 Applications

In this section, solution of the diffusion equation, the wave equation and lin-
ear Klein-Gordon equation is considered. The results by CAS wavelet technique
are compared with exact solution and results obtained by Adomian decomposition
method and the variational iteration method.

Diffusion equation

Consider the diffusion equation

∂u

∂t
=
∂2u

∂x2
, t > 0, 0 < x < 1, (2.3.1)

subject to initial and boundary conditions

u(x, 0) = sinx, u(0, t) = 0, u(1, t) = e−t sin(1),

15



and the exact solution is u(x, t) = e−t sin(x).
Apply CAS wavelet technique to equation (2.3.1), we have:

∂2u

∂x2
=

2k−1∑
n=0

M∑
m=−M

2k
′−1∑
i=0

M ′∑
j=−M ′

cnm,ijψn,m(x)ψi,j(t) = ΨT (x)CΨ(t). (2.3.2)

By integrating and putting initial and boundary conditions, it implies:

ur+1(x, t) = I2
xΨT (x)Cr+1Ψ(t)− xI2

x=1ΨT (x)Cr+1Ψ(t) + xe−t sin(1). (2.3.3)

By substituting the equation (2.3.2) in (2.3.1), we obtain:

∂u

∂t
= ΨT (x)Cr+1Ψ(t).

Applying first order integration, we have:

u(x, t) = ΨT (x)Cr+1I1
t Ψ(t) + sin(x). (2.3.4)

By comparing equations (2.3.3) and (2.3.4), we get:

I2
xΨT (x)Cr+1Ψ(t)−xI2

x=1ΨT (x)Cr+1Ψ(t) +xe−t sin(1) = ΨT (x)Cr+1I1
t Ψ(t) + sin(x),

for simplification, let K(x, t) = sin(x)− xe−t sin(1), we obtain:

(I2
xΨT (x)− xI2

x=1ΨT (x))Cr+1Ψ(t)−ΨT (x)Cr+1I1
t Ψ(t) = K(x, t). (2.3.5)

Put collocation points xi = 2i−1
2m̂

and tj = 2j−1

2m̂′
, where i = 1, 2, 3, ...., m̂, j =

1, 2, 3, ...., m̂′, m̂ = 2k(2M + 1) and m̂′ = 2k
′
(2M ′ + 1).

(I2
xΨT (xi)− xiI2

x=1ΨT (xi))C
r+1 −ΨT (xi)C

r+1I1
t Ψ(tj)Ψ(tj)

−1 = K(xi, tj)Ψ(tj)
−1,

which can be written in matrix form as:-

(P2,x

m̂×m̂′
−Wx,2

m̂×m̂′
)Cr+1 −ΨTCr+1P1,t

m̂×m̂′
Ψ−1 = KΨ−1.

Further, written as Sylvester equation vQCr+1 −Cr+1R = S, where
Q = P2,x

m̂×m̂′
−Wx,2

m̂×m̂′
, R = P1,t

m̂×m̂′
Ψ−1, S = KΨ−1 and v = (ΨT )−1.

The matrix K is defined as

K =


k(x1, y1) k(x1, y2) · · · k(x1, yn)
k(x2, y1) k(x2, y2) · · · k(x2, yn)

...
...

. . .
...

k(xn, y1) k(xn, y2) · · · k(xn, yn)

,
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t x EAdomian [14] EV IM [14] ECAS
0.2 0.25 1.5860e-005 1.5860e-005 2.3414e-006

0.5 3.0719e-005 3.0720e-005 5.0764e-006
0.75 4.3679e-005 4.3680e-005 8.3488e-006

0.4 0.25 2.4412e-004 2.4412e-004 3.1933e-006
0.5 4.7305e-004 4.7306e-004 6.3764e-006
0.75 6.7257e-004 6.7258e-004 9.5008e-006

0.6 0.25 1.1904e-003 1.1904e-003 2.6847e-006
0.5 2.3068e-003 2.3068e-003 5.3214e-006
0.75 3.2798e-003 3.2798e-003 7.8537e-006

Table 2.1: Comparison of the CAS wavelet solution of diffusion equation when
k = k′=4 and M = M ′=3 with solution by Adomian decomposition method and
variational iteration method.

Figure 2.1: Comparison of the numerical results for diffusion equation by present
method for different values of k, k′, M and M ′ with the solution by exact solution.

where ΨT and Ψ are m̂ × m̂′ CAS matrix. From above Sylvester equation, we
get the value of Cr+1 which is used in equation (2.3.3) to get the solution u(x, t).
For different values of x and t, the solution is calculated and shown below:-
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In Table 2.1 the solution of the diffusion equation is shown when k = k′ = 4
and M = M ′ = 3. The results by present method are compared with the solution
by ADM and VIM. The Figure 2.1 shows the results of diffusion equation by CAS
wavelet technique for different values of k, k′,M and M ′.

Wave equation

Consider the wave equation

∂2u

∂t2
=

1

2
x2∂

2u

∂x2
, t > 0, 0 < x < 1, (2.3.6)

subject to initial and boundary conditions

u(x, 0) = x,
∂u

∂t
(x, 0) = x2, u(0, t) = 0, u(1, t) = 1 + sinh(t),

and the exact solution is u(x, t) = x + x2sinh(t). Applying CAS wavelet technique
to equation (2.3.6), we get:

∂2u

∂x2
=

2k−1∑
n=0

M∑
m=−M

2k
′−1∑
i=0

M ′∑
j=−M ′

cnm,ijψn,m(x)ψi,j(t) = ΨT (x)CΨ(t). (2.3.7)

By integrating and putting initial and boundary conditions, it implies:

ur+1(x, t) = I2
xΨT (x)Cr+1Ψ(t)− xI2

x=1ΨT (x)Cr+1Ψ(t) + x(1 + sinh(t)), (2.3.8)

after putting the values from equation (2.3.8) in equation (2.3.6), we obtain:

∂2u

∂t2
=

1

2
x2ΨT (x)Cr+1Ψ(t),

by integration and putting initial condition we have:

u(x, t) =
1

2
x2ΨT (x)Cr+1I2

t Ψ(t) + x2t+ x. (2.3.9)

By comparing equations (2.3.8) and (2.3.9), we obtain:

I2
xΨT (x)Cr+1Ψ(t)−xI2

x=1ΨT (x)Cr+1Ψ(t)+x(1+sinh(t)) =
1

2
x2ΨT (x)Cr+1I2

t Ψ(t)+x2t+x,

for simplification, let K(x, t) = x2t+ x− x(1 + sinh(t)) then we get:

(I2
xΨT (x)− xI2

x=1ΨT (x))Cr+1Ψ(t)− 1

2
x2ΨT (x)Cr+1I2

t Ψ(t) = K(x, t), (2.3.10)
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put collocation points xi = 2i−1
2m̂

and tj = 2j−1

2m̂′
, where i = 1, 2, 3, ...., m̂, j =

1, 2, 3, ...., m̂′, m̂ = 2k(2M + 1) and m̂′ = 2k
′
(2M ′ + 1).

(I2
xΨT (xi)−xiI2

x=1ΨT (xi))C
r+1− 1

2
x2
iΨ

T (xi)C
r+1I2

t Ψ(tj)Ψ(tj)
−1 = K(xi, tj)Ψ(tj)

−1,

which can be written in matrix form as:-

(P2,x

m̂×m̂′
−Wx,2

m̂×m̂′
)Cr+1 −DΨTCr+1P2,t

m̂×m̂′
Ψ−1 = KΨ−1.

Further, it can be written as Sylvester equation

vQCr+1 −Cr+1R = S, (2.3.11)

where
Q = P2,x

m̂×m̂′
−Wx,2

m̂×m̂′
, R = DP2,t

m̂×m̂′
Ψ−1, S = KΨ−1 and v = (ΨT )−1.

The diagonal matrix D is defined as

D =


1
2
x2

1 0 · · · 0
0 1

2
x2

2 · · · 0
...

...
. . .

...
0 0 · · · 1

2
x2
n

.

The equation 2.3.11 is Sylvester equation from which we get the value of Cr+1

which is used in equation (2.3.6) to get the solution u(x, t). For different values of
x and t the solution is calculated and shown below.
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t x uExact uCAS Error
0.2 0.25 0.26258350 0.26258521 1.71844e-006

0.5 0.55033400 0.55033599 1.99893e-006
0.75 0.86325150 0.86325396 2.46640e-006

0.4 0.25 0.27567202 0.27567547 3.45766e-006
0.5 0.60268808 0.60269196 3.88536e-006
0.75 0.98104818 0.98105276 4.58369e-006

0.6 0.25 0.28979084 0.28979621 5.36312e-006
0.5 0.65916339 0.65916943 6.03757e-006
0.75 1.10811763 1.10812598 8.34081e-006

Table 2.2: Comparison of exact solution of wave equation with the CAS wavelet
solution when k = k′=4 and M = M ′=5.

Figure 2.2: The solution by present method for different values of k, k′,M and M ′

is given with the exact solution of the wave equation.
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Table 2.2 present the exact and numerical solution calculated by presented
scheme. The error is also provided when k = k′ = 4 and M = M ′ = 5. Figure
2.2 shows compared results of wave equation for different values of k, k′,M and M ′.

Klein-Gordon equation

Consider the Klein-Gordon equation

∂2u

∂t2
− ∂2u

∂x2
= u(x, t), t > 0, 0 < x < 1, (2.3.12)

subject to initial and boundary conditions

u(x, 0) = 1+sin(x),
∂u

∂t
(x, 0) = 0, u(0, t) = cosh(t), u(1, t) = sin(1)+cosh(t),

and the exact solution is u(x, t) = sin(x) + cosh(t). Apply CAS wavelet technique
to equation (2.3.12) by supposition as:-

∂2u

∂x2
=

2k−1∑
n=0

M∑
m=−M

2k
′−1∑
i=0

M ′∑
j=−M ′

cnm,ijψn,m(x)ψi,j(t) = ΨT (x)CΨ(t). (2.3.13)

Integrating above and putting initial and boundary conditions, we get:

ur+1(x, t) = I2
xΨT (x)Cr+1Ψ(t)−xI2

x=1ΨT (x)Cr+1Ψ(t) +x sin(1) + cosh(t), (2.3.14)

by putting the values from equation (2.3.13) and (2.3.14) in (2.3.12), we obtain:

∂2u

∂t2
−ΨT (x)Cr+1Ψ(t) = I2

xΨT (x)Cr+1Ψ(t)−xI2
x=1ΨT (x)Cr+1Ψ(t)+x sin(1)+cosh(t).

For simplification assume G = x sin(1) + cosh(t) where G ' ΨT (x)MΨ(t), integrat-
ing and putting initial condition, it yields:

u(x, t) = ΨT (x)MI2
t Ψ(t) + ΨT (x)Cr+1I2

t Ψ(t) + I2
xΨT (x)Cr+1I2

t Ψ(t)

−xI2
x=1ΨT (x)Cr+1I2

t Ψ(t), (2.3.15)

by comparing equations (2.3.14) and (2.3.15), we have:

I2
xΨT (x)Cr+1Ψ(t)− xI2

x=1ΨT (x)Cr+1Ψ(t) + x sin(1) + cosh(t) = ΨT (x)MI2
t Ψ(t)

+ΨT (x)Cr+1I2
t Ψ(t) + I2

xΨT (x)Cr+1I2
t Ψ(t)− xI2

x=1ΨT (x)Cr+1I2
t Ψ(t) + 1 + sin(x),

for simplification let H(x, t) = ΨT (x)MI2
t Ψ(t) + 1 + sin(x)− x sin(1)− cosh(t), we

get:

(I2
xΨT (x)− xI2

x=1ΨT (x))Cr+1Ψ(t)− (ΨT (x)− xI2
x=1ΨT (x)

+I2
xΨT (x))Cr+1I2

t Ψ(t) = ΨT (x)MI1
t Ψ(t) +H(x, t). (2.3.16)
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Putting the collocation points xi = 2i−1
2m̂

and tj = 2j−1

2m̂′
, where i = 1, 2, 3, ...., m̂,

j = 1, 2, 3, ...., m̂′, m̂ = 2k(2M + 1) and m̂′ = 2k
′
(2M ′ + 1).

(I2
xΨT (xi)− xiI2

x=1ΨT (xi))C
r+1Ψ(tj)− (xiI

1
xΨT (xi) + ΨT (xi)− xiI2

x=1ΨT (xi))
Cr+1I2

t Ψ(tj) = ΨT (xi)MI2
t Ψ(tj) +H(xi, tj).

in matrix form can be written as:-

(P2,x

m̂×m̂′
−Wx,2

m̂×m̂′
)Cr+1−(ΨT+P2,x

m̂×m̂′
−Wx,2

m̂×m̂′
)Cr+1P2,t

m̂×m̂′
Ψ−1 = (ΨTMP2,t

m̂×m̂′
+H)Ψ−1.

Further, it can be written as Sylvester equation

vQCr+1 −Cr+1R = S, (2.3.17)

where
Q = P2,x

m̂×m̂′
−Wx,2

m̂×m̂′
, R = P2,t

m̂×m̂′
Ψ−1, S = (ΨTMP2,t

m̂×m̂′
+ H)Ψ−1 and

v = (ΨT + P2,x

m̂×m̂′
−Wx,2

m̂×m̂′
)−1.

From the Sylvester equation 2.3.17, we get the value of Cr+1 which is used in
equation (2.3.12) to get the solution u(x, t). For different values of x and t the
solution is calculated and shown below:

x t uExact uCAS Error
0.3 0.3 1.34085 1.34085 6.0810e-007

0.6 1.48098 1.48098 1.7003e-007
0.9 1.72860 1.72860 2.9121e-006

0.6 0.3 1.60998 1.60998 7.4879e-007
0.6 1.75011 1.75010 2.3627e-006
0.9 1.99773 1.99772 4.6793e-006

0.9 0.3 1.82866 1.82866 2.6209e-006
0.6 1.96879 1.96879 3.9361e-006
0.9 2.21641 2.21641 4.8696e-006

Table 2.3: The CAS wavelet solution of one-dimensional inhomogeneous equation is
compared with exact solution when k = k′=5 and M = M ′=6.
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Figure 2.3: The numerical results of linear Klein-Gordian equation by present
method for different values of k, k′,M and M ′.
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In Table 2.3 the exact solution and calculated solution by present method are
compared and the error is stated. Figure 2.3 shows the compared results graphically
for different values of k, k′,M and M ′.

It clearly shows that CAS wavelet technique gives comparatively good results
when applied to different linear partial differential equations. It is observed from
Tables 2.1-2.3 and Figures 2.1-2.3 that present scheme give better results than other
methods [14]. The numerical solution converges to the exact solution when the
values k, k′,M and M ′ are increased.
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Chapter 3

Solution of nonlinear partial
differential equation by CAS
wavelet Picard technique

Nonlinear partial differential equation explains the interaction among convec-
tion, diffusion and reaction. Seeking the exact or numerical solution of nonlinear
PDE or ODE, various powerful methods have been implemented to get the solution.
The Burgers-Huxley equation is utilized to model the interaction between reaction
mechanisms and convection effects. Wang [15],[16] used Burger-Huxley equation for
nerve pulse propagation in nerve fibers and wall motion liquid crystals. In equation
(3.0.1) when β = 0 and δ = 1, we have Burger equation. Y.C. Hon [17] explained
Burger equation by using multiquadric radial basis function. Many famous methods
are used to get the solution of the Burgers-Huxley equation like Adomian decompo-
sition method [18], Solitary wave solutions [19], the singular manifold method [20],
the homotopy analysis method [21] and spectral collocation method [22]. While
variational iteration method [23], explicit and exact-explicit finite difference method
[24] were adopted to get the solution of Burgers equation.
The generalized Burgers-Huxley equation is given by [19]

∂u

∂t
+ αuδ

∂u

∂x
− ∂2u

∂x2
= βu(1− uδ)(uδ − γ), ∀ 0 ≤ x ≤ 1, t ≥ 0, (3.0.1)

with initial and boundary conditions

u(x, 0) := H(x) = (
γ

2
+
γ

2
tanh(A1x))

1
δ (3.0.2)

u(0, t) := I(t) = (
γ

2
+
γ

2
tanh(A1(−A2t)))

1
δ (3.0.3)

u(1, t) := J(t) = (
γ

2
+
γ

2
tanh(A1(1− A2t)))

1
δ . (3.0.4)
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The exact solution of the equation is

u(x, t) = (
γ

2
+
γ

2
tanh(A1(x− A2t)))

1
δ ,

where

A1 = −
αδ + δ

√
α2 + 4β(1 + δ)

4(1 + δ)
γ,

A2 =
γα

(1 + δ)
−

(1 + δ − γ)(−α +
√
α2 + 4β(1 + δ))

2(1 + δ)
,

α, β ≥ 0 are constants, γ → [0, 1] and δ is any positive integer.

In CAS wavelet Picard method, nonlinear partial differential equation is con-
verted into series of linear partial differential equations.

In this chapter, solution of generalized Burger’s-Huxley equation is proposed
through a numerical method. The nonlinear PDEs are discretized by Picard tech-
nique and then CAS wavelet approximation is applied to get the solution. The
implementation procedure is provided. Error analysis is done and the results of this
method are compared with results from some well-known methods, which support
the accuracy and validity of this scheme.

3.1 Picard Technique

Consider non-linear second order partial differential equation [25]

∂u

∂t
=
∂2u

∂x2
+ g(u,

∂u

∂x
), (3.1.1)

t ≥ 0, 0 < x < 1, r > 0,

with the initial and boundary conditions

u(x, 0) = g1(x), u(0, t) = h1(t), u(1, t) = h2(t),

where g(u, ux) is nonlinear function. By applying Picard approach for equation
(3.1.1), we obtain:

∂ur+1

∂t
=
∂2ur+1

∂x2
+ g(ur,

∂ur
∂x

), (3.1.2)

with the boundary conditions

ur+1(x, 0) = g1(x), ur+1(0, t) = h1(t), ur+1(1, t) = h2(t),

Above equation (3.1.2) is always a linear partial differential equation which can be
solved recursively, by starting with an initial approximation u0(x, t) in (3.1.2).
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3.2 Method of implementation

In this section, the procedure implemented for method is explained. By using Picard
technique the partial differential equation is discretized. Then discretized partial
differential equation is solved by CAS wavelet operational matrix method. Consider
the following discretized nonlinear partial differential equation

∂ur+1

∂t
+ a(x)uδr

∂ur
∂x

+ c(x)
∂2ur+1

∂x2
+ d(x)ur+1 = b(x, t), r > 0, (3.2.1)

with initial and boundary conditions as:

ur+1(x, 0) = g1(x),
∂ur+1

∂t
(x, 0) = g2(x), ur+1(0, t) = h1(t), ur+1(1, t) = h2(t).

Approximate the highest order term w.r.t x by CAS wavelet Picard method as:-

∂2ur+1

∂x2
=

2k−1∑
n=0

M∑
m=−M

2k
′−1∑
i=0

M ′∑
j=−M ′

cnm,ij
r+1ψn,m(x)ψi,j(t) = ΨT (x)Cr+1Ψ(t),

now apply the integral operator on above equation, we have:

ur+1(x, t) = (I2
xΨT (x))Cr+1Ψ(t) + p(t)x+ q(t),

where p(t) and q(t) are

p(t) = h2(t)− h1(t)− (I2
x=1ΨT (x))Cr+1Ψ(t)

q(t) = h1(t).

By putting the values of p(t) and q(t) in u(x, t), we get:

ur+1(x, t) = (I2
xΨT (x))Cr+1Ψ(t) + (h2(t)− h1(t))x− (I2

x=1ΨT (x))Cr+1Ψ(t)x+ h1(t),
(3.2.2)

now put all the values in equation (3.2.1) and have:

∂ur+1

∂t
+ a(x)uδr

∂ur
∂x

+ c(x)ΨT (x)Cr+1Ψ(t) + d(x)I2
xΨT (x)Cr+1Ψ(t)

+d(x)(h2(t)− h1(t))x− d(x)xI2
x=1ΨT (x)Cr+1Ψ(t) + d(x)h1(t) = b(x, t).

We make some substitution G = b(x, t)−a(x)uδr
∂ur
∂x
−d(x)(h2(t)+h1(t))x−d(x)h1(t)

and G ' ΨT (x)MΨ(t), for simplification and get:

∂ur+1

∂t
+ c(x)ΨT (x)Cr+1Ψ(t) + d(x)(I2

xΨT (x))Cr+1Ψ(t)

−d(x)xI2
x=1ΨT (x)Cr+1Ψ(t) = ΨT (x)MΨ(t).
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Apply integration on above equation to get:

ur+1(x, t) = −c(x)ΨT (x)Cr+1ItΨ(t)− d(x)I2
xΨT (x)Cr+1ItΨ(t)

+d(x)xI2
x=1ΨT (x)Cr+1ItΨ(t) + ΨT (x)MItΨ(t) + g1(x). (3.2.3)

Now by equations (3.2.2) and (3.2.3) and simplification it is,

(I2
xΨT (x)− xI2

x=1ΨT (x))Cr+1Ψ(t) + (c(x)ΨT (x) + d(x)I2
xΨT (x)−

d(x)xI2
x=1ΨT (x))Cr+1ItΨ(t) = ΨT (x)MItΨ(t)− (h2(t)− h1(t))x− h1(t) + g1(x).

For simplification, let K(x, t) = (h2(t) − h1(t))x + h1(t) − g1(x) above equation at
collocation points xi = 2i−1

2m̂
and tj = 2j−1

2m̂′
is, where i = 1, 2, 3, ...., m̂,

j = 1, 2, 3, ...., m̂′, m̂ = 2k(2M + 1) and m̂′ = 2k
′
(2M ′ + 1).

(I2
xΨT (xi)− xiI2

x=1ΨT (xi))C
r+1Ψ(tj) + (c(xi)Ψ

T (xi) + d(xi)I
2
xΨT (xi)−

d(xi)xiI
2
x=1ΨT (xi))C

r+1ItΨ(tj) = ΨT (xi)MItΨ(tj)−K(xi, tj),

which can be written in matrix form as:-

(P2,x

m̂×m̂′
−Wx,2

m̂×m̂′
)Cr+1Ψ + (EΨT + DP2,x

m̂×m̂′
−DWx,2

m̂×m̂′
)Cr+1P1,t

m̂×m̂′
= ΨTMΨ−K,

where E and D are diagonal matrices given by

E =


c(x1) 0 · · · 0

0 c(x2) · · · 0
...

...
. . .

...
0 0 · · · c(xj)

 and D =


d(x1) 0 · · · 0

0 d(x2) · · · 0
...

...
. . .

...
0 0 · · · d(xj)

.

The matrix K is defined as:-

K =


k(x1, y1) k(x1, y2) · · · k(x1, yn)
k(x2, y1) k(x2, y2) · · · k(x2, yn)

...
...

. . .
...

k(xn, y1) k(xn, y2) · · · k(xn, yn)

.

let v = (EΨT + DP2
x −DWx,2

m̂×m̂′
)−1.

Then, we get:

v(P2,x

m̂×m̂′
−Wx,2

m̂×m̂′
)Cr+1Ψ + (EΨT + DP2,x

m̂×m̂′
−DWx,1

m̂×m̂′
)Cr+1P1,t

m̂×m̂′
= ΨTMΨ−K

v(P2,x

m̂×m̂′
−Wx,2

m̂×m̂′
)Cr+1 −Cr+1P1,t

m̂×m̂′
Ψ−1 = v(ΨTMP1,t

m̂×m̂′
−K)Ψ−1,

suppose that Q = v(P2,x

m̂×m̂′
−Wx,2

m̂×m̂′
), R = P1,t

m̂×m̂′
Ψ−1 and S = v(ΨTMP1,t

m̂×m̂′
−

K)Ψ−1.
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Where ΨT and Ψ are m̂×m̂′ CAS matrix. Then we have Q(Cr+1)−(Cr+1)R = S,
which is Sylvester equation and from Sylvester equation we get Cr+1 which is used
in equation (3.2.2) to get the solution ur+1(x, t).

The approximate solution ur+1(x, t) will converge the exact solution when r→∞.

3.3 Error analysis of CAS wavelet Picard tech-

nique

Lemma: If the CAS wavelets expansion of a continuous function ur+1(x, t) con-
verges uniformly, then the CAS wavelets expansion converges to the function ur+1(x, t).
Proof: Let

vr+1(x, t) =
∞∑
i=0

∑
j→Z

∞∑
m=0

∑
n→Z

cr+1
nm,ijψn,m(x)ψi,j(t) (3.3.1)

Multiply both sides of equation (3.3.1) by ψp,q(t) and ψr,s(x) , then integrating
from 0 to 1 with respect to x as well as t, we obtain (3.3.2) by using orthonormality
of CAS wavelet

1∫
0

1∫
0

vr+1(x, t)ψp,q(t)ψr,s(x)dtdx = cr+1
pq,rs. (3.3.2)

Thus cr+1
pq,rs = 〈〈vr+1(x, t), ψp,q(x)〉, ψr,s(t)〉 for p, r → N , q, s → Z. This implies

that ur+1(x, t) = vr+1(x, t).
Theorem: Assume that ur+1(x, t) → L2[0, 1] is a function with bounded partial

derivative on [0,1] that is ∃ γ > 0;∀ x → [0, 1] : |∂
4ur+1

∂2x∂2t
| ≤ γ. The function ur+1(x, t)

is expanded as an infinite sum of the CAS wavelets and the series converges uniformly

to ur+1(x, t), that is ur+1(x, t) =
∞∑
n=0

∑
m→Z

∞∑
i=0

∑
j→Z

cr+1
nm,ijψn,m(x)ψi,j(t). Furthermore,

uk,k
′,M,M ′

r+1 (x, t) =
2k−1∑
n=0

M∑
m=−M

2k
′−1∑
i=0

M ′∑
j=−M ′

cr+1
nm,ijψn,m(x)ψi,j(t), we have:

|uk,k
′,M,M ′

r+1 − ur+1(x, t)| ≤ γ

π4

∣∣∣∣∣∣
∞∑

n=2k

∞∑
m=M+1

∞∑
i=2k′

∞∑
j=M ′+1

1

(mj)2(n+ 1)
5
2 (i+ 1)

5
2

∣∣∣∣∣∣ ,
uk,k

′,M,M ′

r+1 converges to ur+1(x, t) as k, k′,M and M ′ → ∞ and ur+1(x, t) converges
to u(x, t) as r →∞.
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Proof: Since uk,k
′,M,M ′

r+1 (x, t) =
2k−1∑
n=0

M∑
m=−M

2k
′−1∑
i=0

M ′∑
j=−M ′

cr+1
nm,ijψn,m(x)ψi,j(t) and

cr+1
nm,ij =

1∫
0

1∫
0

ur+1(x, t)ψn,m(x)ψi,j(t)dxdt

=

n

2k∫
n−1

2k

n

2k∫
n−1

2k

2
k
2 2

k′
2 ur+1(x, t)CASm(2kx− n+ 1)CASj(2

k′t− i+ 1)dxdt.

Let 2kx− n+ 1 = p and 2k
′
t− i+ 1 = q, then we have:

cr+1
nm,ij =

∫ 1

0

∫ 1

0

1

2
k
2 2

k′
2

u(
p+ n− 1

2k
,
q + i− 1

2k′
)CASm(p)CASj(q)dpdq,

cr+1
nm,ij =

∫ 1

0

∫ 1

0

1

2
k
2 2

k′
2

u(
p+ n− 1

2k
,
q + i− 1

2k′
)(cos (2mπp) + sin (2mπp))

(cos (2jπq) + sin (2jπq))dpdq.

Use integration w.r.t p, to get:

cr+1
nm,ij = − 1

2mπ2
3k
2 2

k′
2

∫ 1

0

∫ 1

0

∂u

∂p
(
p+ n− 1

2k
,
q + i− 1

2k′
)(sin (2mπp)− cos (2mπp))

(cos (2jπq) + sin (2jπq))dpdq.

Now applying integration w.r.t q, we obtain:

cr+1
nm,ij =

1

(2mπ)(2jπ)2
3k
2 2

3k′
2

∫ 1

0

∫ 1

0

∂2u

∂p∂q
(
p+ n− 1

2k
,
q + i− 1

2k′
)(sin (2mπp)− cos (2mπp))

(sin (2jπq)− cos (2jπq))dpdq.

Again integrating w.r.t p and q, we obtain:

cr+1
nm,ij =

1

(2mπ)2(2jπ)22
5k
2 2

5k′
2

∫ 1

0

∫ 1

0

∂4u

∂2p∂2q
(
p+ n− 1

2k
,
q + i− 1

2k′
)

(− cos (2mπp)− sin (2mπp))(− cos (2jπq)− sin (2jπq))dpdq,

or

|cr+1
nm,ij|2≤

∣∣∣∣∣ 1

(2mπ)2(2jπ)22
5k
2 2

5k′
2

∣∣∣∣∣
2 ∫ 1

0

∫ 1

0

∣∣∣∣ ∂4u

∂2p∂2q
(
p+ n− 1

2k
,
q + i− 1

2k′
)

∣∣∣∣2
|(− cos (2mπp)− sin (2mπp))|2 |(− cos (2jπq)− sin (2jπq))|2 dp2dq2.
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Since
∣∣∣ ∂4u
∂2p∂2q

∣∣∣ ≤ γ, we have:

|cr+1
nm,ij|2≤(

γ

(2mπ)2(2jπ)22
5k
2 2

5k′
2

)2

∫ 1

0

∫ 1

0

|(− cos (2mπp)− sin (2mπp))|2 dpdq∫ 1

0

∫ 1

0

|(− cos (2jπq)− sin (2jπq))|2 dpdq.

By orthogonality of CAS wavelet as
1∫
0

(CASm(x)CASm(x))dx = 1 so:

|cr+1
nm,ij|≤

∣∣∣∣∣ γ

(2mπ)2(2jπ)22
5k
2 2

5k′
2

∣∣∣∣∣ .
By using above Lemma, the series 2k≥n+ 1 and 2k

′≥i+ 1, we get:

|cr+1
nm,ij|≤

∣∣∣∣∣ γ

(2mπ)2(2jπ)2(n+ 1)
5
2 (i+ 1)

5
2

∣∣∣∣∣ .
Hence, the series

∞∑
n=0

∑
m→Z

∞∑
i=0

∑
j→Z

cr+1
nm,ij is absolutely convergent. Also, we can obtain:

∣∣∣∣∣∣
2k−1∑
n=0

M∑
m=−M

2k
′−1∑
i=0

M ′∑
j=−M ′

cnm,ijψn,m(x)ψi,j(t)

∣∣∣∣∣∣≤
2k−1∑
n=0

M∑
m=−M

2k
′−1∑
i=0

M ′∑
j=−M ′

|cnm,ij| |ψn,m(x)| |ψi,j(t)|

≤4
2k−1∑
n=0

M∑
m=−M

2k
′−1∑
i=0

M ′∑
j=−M ′

|cnm,ij| ,

as
2k−1∑
n=0

M∑
m=−M

2k
′−1∑
i=0

M ′∑
j=−M ′

cnm,ijψn,m(x)ψi,j(t) converges to ur+1(x, t), so we have:

|uk,k
′,M,M ′

r+1 − ur+1(x, t)| ≤ 4

∣∣∣∣∣∣
∞∑

n=2k

∞∑
m=M+1

∞∑
i=2k′

∞∑
j=M ′+1

cn,m,i,jψn,m(x)ψi,j(t)

∣∣∣∣∣∣ ,
or

|uk,k
′,M,M ′

r+1 − ur+1(x, t)| ≤ γ

π4

∣∣∣∣∣∣
∞∑

n=2k

∞∑
m=M+1

∞∑
i=2k′

∞∑
j=M ′+1

1

(mj)2(n+ 1)
5
2 (i+ 1)

5
2

∣∣∣∣∣∣ .
(3.3.3)
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Inequality (3.3.3) exhibits that the absolute error at (r + 1)th iteration is inversely

proportional to k, k′,M and M ′ which implies that uk,k
′,M,M ′

r+1 (x, t) converges to
ur+1(x, t) as k, k′,M,M ′ −→∞. Since ur+1(x, t) is obtained at (r+1)th iteration of
Picard technique so according to the convergence analysis of Picard technique [26]
which states that ur+1(x, t) converges to u(x, t) as r −→ ∞, if there is convergence

at all. This suggest that solution by CAS wavelet Picard technique uk,k
′,M,M ′

r+1 (x, t)
converges to u(x, t) when k,k′, M, M ′ and r −→∞.

3.4 Applications

In this section, we implement the CAS wavelet Picard method on some nonlinear
partial differential equations like Burger Huxley and Burger’s equation. The results
are compared with exact solution and results obtained by the other methods.

Burger-Huxley equation

Consider the Generalized Burger’s-Huxley equation (3.0.1) and its boundary and
initial conditions (3.0.2),(3.0.3) and (3.0.4). Applying CAS wavelet Picard method,
we get:

∂ur+1

∂t
− ∂2ur+1

∂x2
+ γβur+1 + αuδr

∂ur
∂x
− βuδ+1

r + βu2δ+1
r − γβuδ+1

r = 0. (3.4.1)

Applying CAS wavelet method, we take highest derivative term and make supposi-

tion as:- ∂2ur+1

∂x2
= ΨT (x)CΨ(t).

By integration and putting boundary conditions, it implies:

ur+1(x, t) = I2
xΨT (x)Cr+1Ψ(t)+xJ(t)−xI(t)−xI2

x=1ΨT (x)Cr+1Ψ(t)+I(t). (3.4.2)

By putting the required values in equation (3.4.1), we get:

∂ur+1

∂t
−ΨT (x)Cr+1Ψ(t) + γβ(I2

xΨT (x)Cr+1Ψ(t)− xI2
x=1ΨT (x)Cr+1Ψ(t))+

γβ(xJ(t)− xI(t) + I(t)) + αuδr
∂ur
∂x
− βuδ+1

r + βu2δ+1
r − γβuδ+1

r = 0.

Here some substitution is done for the simplification of the above equation as G =
γβ(−xJ(t) + xI(t) − I(t)) − αuδr ∂ur∂x + βuδ+1

r − βu2δ+1
r + γβuδ+1

r and G ' ΨTMΨ.
By taking integral and putting initial condition, we obtain:

ur+1(x, t) = ΨT (x)Cr+1ItΨ(t)− γβ(I2
xΨT (x)Cr+1ItΨ(t)− xI2

x=1ΨT (x)Cr+1ItΨ(t))+

ΨT (x)MItΨ(t) +H(x). (3.4.3)
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Equation (3.4.2) and (3.4.3) are equated and simplified as:-

(I2
xΨT (x)− xI2

x=1ΨT (x))Cr+1Ψ(t) + xJ(t)− xI(t) + I(t) = (ΨT (x)− γβI2
xΨT (x)−

γβxI2
x=1ΨT (x))Cr+1ItΨ(t) + ΨT (x)MItΨ(t) +H(x).

(I2
xΨT (x)− xI2

x=1ΨT (x))Cr+1Ψ(t) = (ΨT (x)− γβI2
xΨT (x)−

γβxI2
x=1ΨT (x))Cr+1ItΨ(t) + ΨT (x)MItΨ(t) +H(x)− xJ(t) + xI(t)− I(t).

Let K(x, t) = H(x)− xJ(t) + xI(t)− I(t), and by put collocation points xi = 2i−1
2m̂

and tj = 2j−1

2m̂′
above equation in matrix form is written as, where i = 1, 2, 3, ...., m̂,

j = 1, 2, 3, ...., m̂′, m̂ = 2k(2M + 1) and m̂′ = 2k
′
(2M ′ + 1).

(P2,x

m̂×m̂′
−Wx,2

m̂×m̂′
)Cr+1Ψ = (ΨT − γβP2,t

m̂×m̂′
− γβWx,2

m̂×m̂′
)Cr+1P1,t

m̂×m̂′
+ ΨTMP1,t

m̂×m̂′
+ K.

after some more simplification and rearrangement we get Sylvester equation, which
is,

(P2,x

m̂×m̂′
−Wx,2

m̂×m̂′
)Cr+1Ψ−(ΨT−γβP2,t

m̂×m̂′
−γβWx,2

m̂×m̂′
)Cr+1P1,t

m̂×m̂′
= ΨTMP1,t

m̂×m̂′
+K

ACr+1 −Cr+1B = D, (3.4.4)

in the equation 3.4.4, we have assumed u = (ΨT − γβP2,x

m̂×m̂′
− γβWx,2

m̂×m̂′
)−1, A =

u(P2,x

m̂×m̂′
−Wx,2

m̂×m̂′
), B = P1,t

m̂×m̂′
Ψ−1 and D = u(ΨTMP1,t

m̂×m̂′
+ K)Ψ−1. By solving

the above equation we obtain Cr+1, which is used to get the solution ur+1(x, t). For
different values of x and t the solution is calculated and shown below:

x t EAdomian [27] EV IM [28] ECAS
0.1 0.05 1.87406e-08 1.87405e-08 1.03034e-008

0.1 3.74812e-08 3.74813e-08 1.50631e-008
0.5 0.05 1.87406e-08 1.87405e-08 2.31345e-008

0.1 3.74812e-08 1.37481e-08 3.84361e-008
0.9 0.05 1.87406e-08 1.87405e-08 1.03014e-008

0.1 3.74812e-08 3.74813e-08 1.50601e-008

Table 3.1: Comparison of the CAS wavelet solution of Burgers-Huxley equation
when k = k′=5 and M = M ′=7 at α = 1, β = 1, γ = 0.001 and δ = 1 with
solution by Adomian decomposition method and variational iteration method.
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x t EAdomian [27] EV IM [28] ECAS
0.1 0.1 5.51554e-05 5.51580e-05 4.31053e-005

0.2 1.10342e-04 1.10310e-04 5.60339e-005
0.3 1.65529e-04 1.65457e-04 6.05142e-005
0.4 2.20708e-04 2.20598e-04 6.18613e-005
0.5 2.75950e-04 2.75734e-04 6.20450e-005

0.3 0.1 5.51381e-05 5.51340e-05 9.44550e-005
0.2 1.10293e-04 1.10262e-04 1.28422e-004
0.3 1.65458e-04 1.65385e-04 1.40286e-004
0.4 2.20635e-04 2.20502e-04 1.43952e-004
0.5 2.75832e-04 2.75614e-04 1.44575e-004

0.5 0.1 5.51134e-05 5.51099e-05 1.09814e-004
0.2 1.10243e-04 1.10214e-04 1.51828e-004
0.3 1.65402e-04 1.65313e-04 1.66537e-004
0.4 2.20543e-04 2.20406e-04 1.71118e-004
0.5 2.75716e-04 2.75493e-04 1.71940e-004

Table 3.2: Comparison of the approximate solution by CAS wavelet when M =
M ′=8 and k = k′=6 for Burgers-Huxley equation at α = 1, β = 1, γ = 0.01 and
δ = 2 with solution by Adomian decomposition and variational iteration method.

Figure 3.1: Comparison of exact and numerical solution of Burger-Huxley equation
by CAS wavelet Picard method when k = k′=5, M = M ′=7 and r= 4.
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In the Figure 3.1 the solution of Burger-Huxley equation is presented when
k = k′ = 5, M = M ′ = 7 and r = 4.

Burger’s equation

In this section, we consider the Burger’s equation [29]

∂u

∂t
+ u

∂u

∂x
=
∂2u

∂x2
(3.4.5)

with the initial and boundary conditions as:-

u(x, 0) = 2x u(0, t) = 0 u(1, t) =
2

1 + 2t

where exact solution is

u(x, t) =
2x

1 + 2t

First we apply Picard technique to (3.4.5), and we get:

∂ur+1

∂t
+ ur

∂ur
∂x

=
∂2ur+1

∂x2
(3.4.6)

with initial and boundary conditions as:-

ur+1(x, 0) = 2x ur+1(0, t) = 0 ur+1(1, t) =
2

1 + 2t
.

The solution is calculated, where r = 0, 1, 2, ..., N . Now, we apply the CAS wavelet
Picard technique to discretized equation (3.4.6), as described in section above to get
the solution at the collocation points. The calculated results of Burger’s equation
are shown below:
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x t uEXACT uCAS uerror
0.1 0.3 0.1250000 0.1249999 5.3016e-008

0.6 0.0909090 0.0909090 1.3792e-008
0.9 0.0714285 0.0714285 3.2702e-009

0.5 0.3 0.6250000 0.6249999 7.2402e-008
0.6 0.4545454 0.4545454 1.0043e-008
0.9 0.3571428 0.3571428 2.2690e-008

0.7 0.3 0.8750000 0.8750001 1.8632e-007
0.6 0.6363636 0.6363637 6.7319e-008
0.9 0.5000000 0.5000000 4.1963e-008

0.9 0.3 1.1250000 1.1250002 2.6196e-007
0.6 0.8181818 0.8181819 1.3342e-007
0.9 0.6428571 0.6428572 6.0216e-008

Table 3.3: Comparison of Approximate solution of Burgers equation by CAS wavelet
when M = M ′=8, k = k′=6 and r=8 with exact solution.

Figure 3.2 shows the numerical solution of Burgers equation for four different
values of r, when r= 2, 5, 6 and 7 respectively.
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Figure 3.2: Comparison of exact and numerical solution of Burgers equation by CAS
wavelet Picard method when k=k’=6 and M=M’=8

It is shown that CAS wavelet Picard technique gives excellent results when ap-
plied to different nonlinear initial and boundary value problems. Tables 3.1-3.3 show
that present scheme gives better results when compared with results by few other
methods. The solution of the nonlinear partial differential equations converge to ex-
act solution when values of k, k′,M and M ′ increases as shown in Figures 3.1 and 3.2.
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Chapter 4

Solution of nonlinear partial
differential equation by CAS
wavelet quasilinearization
technique

In wavelet method, Galerkin techniques or the collocation method is used to
solve partial differential equations. CAS wavelet algorithm is based on the collo-
cation method. CAS wavelet method is used to solve many famous equations like
the fractional nonlinear differential equation [30], Integro-differential equations [18],
nonlinear Fredholm integro-differential equations of fractional order [31] and nonlin-
ear Volterra integro-differential equations of arbitrary order [32]. Umer Saeed [30]
explained the solution of fractional nonlinear differential equations by CAS wavelet
Picard method. The application of CAS wavelets in solving Fredholm-Hammerstein
Integral Equations and error analysis is explained by Barzkar, A., P. Assari, and
M. A. Mehrpouya [33]. A numerical method for the solution of boundary integral
equations with logarithmic singular kernels based on the CAS wavelets approach is
introduced by [34].

In this chapter, a numerical method is proposed by combining the CAS wavelet
method and the quasilinearization technique for solving nonlinear partial differen-
tial equations. Initially, we discretize the nonlinear partial differential equation by
quasilinearization technique and then convert the obtained discretized equation into
a Sylvester equation by the CAS wavelet quasilinearization technique to get the
solution. Then, error analysis and convergence has been derived. The results de-
rived from this method are compared with Adomian decomposition method (ADM),
Reduced differential transform method (RDTM), HAAR wavelet method and Vari-
ational iteration method (VIM). Generalized Burger-Fisher equation, klein-Gordon
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equation, time derivative Klein-Gordon equation and Burgers equation are used as
test problems.

4.1 Quasilinearization Technique

Quasilinearization technique [26]-[25] is generalization of Newton-Raphson method
for functional equations. In this method, we take nonlinear PDEs or ODEs, then we
linearize it by considering the first two terms in the Taylor’s series expansion. The
benefit of this technique is that it converges quadratically to the solution, if there is
convergence at all.
Consider non-linear second order differential equation

∂u

∂t
=
∂2u

∂x2
+ g(u,

∂u

∂x
), (4.1.1)

t ≥ 0, 0 < x < 1, r > 0,

with the initial and boundary conditions as:

u(x, 0) = g1(x) u(0, t) = h1(t) u(1, t) = h2(t),

where g(u, ux) is nonlinear function. After applying quasilinearization approach for
equation (4.1.1) implies:

∂ur+1

∂t
=
∂2ur+1

∂x2
+ g(ur,

∂ur
∂x

) + (ur+1 − ur)g(ur,
∂ur
∂x

)

+(
∂ur+1

∂x
− ∂ur

∂x
)g(ur,

∂ur
∂x

), (4.1.2)

with the boundary conditions as:

ur+1(x, 0) = g1(x) ur+1(0, t) = h1(t) ur+1(1, t) = h2(t),

Above equation (4.1.2) is always a linear differential equation and can be solved
recursively, starting with initial approximation u0(x, t).

4.2 Procedure of Implementation

In this section, we explain the procedure of implementing the method for nonlin-
ear partial differential equation. The procedure begins with the conversion of nonlin-
ear partial differential equation into discretize form by quasilinearization technique.
Then, we solve discretized nonlinear partial differential equation by CAS wavelet
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operational matrix method. Consider the following discretized nonlinear partial
differential equation,

∂ur+1

∂t
− a(x)

∂2ur+1

∂t2
+ b(x)

∂ur+1

∂x
+ d(x)ur+1 = f(x, t), r > 0, (4.2.1)

with initial and boundary conditions as:

ur+1(x, 0) = g1(x),
∂ur+1

∂t
(x, 0) = g2(x), ur+1(0, t) = h1(t), ur+1(1, t) = h2(x).

Approximate the highest order term w.r.t x by CAS wavelet quasilinearization
method as:

∂2ur+1

∂t2
=

2k−1∑
n=0

M∑
m=−M

2k
′−1∑
i=0

M ′∑
j=−M ′

cnm,ij
r+1ψn,m(x)ψi,j(t) = ΨT (x)Cr+1Ψ(t), (4.2.2)

now apply the integral operator on the equation 4.2.2, we have:

∂ur+1

∂x
= [IxΨ

T (x)]Cr+1Ψ(t) + p(t)

ur+1(x, t) = (I2
xΨT (x))Cr+1Ψ(t) + p(t)x+ q(t),

where p(t) and q(t) are

p(t) = h2(t)− h1(t)− (I2
x=1ΨT (x))Cr+1Ψ(t)

q(t) = h1(t).

By putting the values of p(t) and q(t) in u(x, t), we get:

ur+1(x, t) = (I2
xΨT (x))Cr+1Ψ(t) + (h2(t)− h1(t))x− (I2

x=1ΨT (x))Cr+1Ψ(t)x+ h1(t).
(4.2.3)

Equation (4.2.3) implies that

∂ur+1

∂t
− a(x)ΨT (x)Cr+1Ψ(t) + b(x)IxΨ

T (x)Cr+1Ψ(t) + b(x)(h2(t)− h1(t))−

b(x)(I2
x=1ΨT (x))Cr+1Ψ(t) + d(x)(I2

xΨT (x))Cr+1Ψ(t) + d(x)(h2(t)− h1(t))x−
d(x)(I2

x=1ΨT (x))Cr+1Ψ(t)x+ d(x)h1(t) = f(x, t).

We make substitution as G = f(x, t)− b(x)(h2(t)− h1(t))− xd(x)(h2(t)− h1(t))−
d(x)h1(t) and G ' ΨT (x)MΨ(t) for simplification and get

∂ur+1

∂t
−a(x)ΨT (x)Cr+1Ψ(t) + b(x)(IxΨ

T (x))Cr+1Ψ(t)− b(x)(I2
x=1ΨT (x))Cr+1Ψ(t)+

d(x)(I2
xΨT (x))Cr+1Ψ(t)− d(x)(Iβx=1ΨT (x))Cr+1Ψ(t)x = ΨT (x)MΨ(t).

(4.2.4)
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Apply integration on the equation 4.2.4 to get:

ur+1(x, t) = a(x)ΨT (x)Cr+1(ItΨ(t))− b(x)(IxΨ
T (x))Cr+1ItΨ(t)+

b(x)(I2
x=1ΨT (x))Cr+1(ItΨ(t))− d(x)(I2

xΨT (x))Cr+1(ItΨ(t))+

d(x)(I2
x=1ΨT (x))Cr+1(ItΨ(t))x+ ΨT (x)MItΨ(t) (4.2.5)

Now, by equating equations (4.2.3) and (4.2.5) and simplification it is,

(I2
xΨT (x)− xI2

x=1ΨT (x))(Cr+1)− ((a(x)ΨT (x)− b(x)IxΨ
T (x) + b(x)I2

x=1ΨT (x)−
d(x)I2

xΨT (x) + d(x)I2
x=1ΨT (x)x))Cr+1(ItΨ(t))Ψ(t)−1 = (ΨT (x)MItΨ(t)−
(h2(t)− h1(t))x− h1(t))Ψ(t)−1,

let K(x, t) = (h2(t)−h1(t))x−h1(t) above equation at collocation points xi = 2i−1
2m̂

,

tj = 2j−1

2m̂′
is, where i = 1, 2, 3, ...., m̂, j = 1, 2, 3, ...., m̂′, m̂ = 2k(2M + 1) and

m̂′ = 2k
′
(2M ′ + 1).

(I2
xΨT (xi)− xiI2

x=1ΨT (xi))(C
r+1)− (a(xi)Ψ

T (xi)− b(xi)IxΨT (xi) + b(xi)I
2
x=1ΨT (xi)−

d(xi)I
2
xΨT (xi) + d(xi)xiI

2
x=1ΨT (xi))C

r+1ItΨ(tj)Ψ(tj)
−1 = (ΨT (xi)MItΨ(tj)−

K(xi, tj))Ψ(t)−1,

which is presented in matrix form as:-

(P2,x

m̂×m̂′
−Wx,2

m̂×m̂′
)Cr+1 − (AΨT −BP1,x

m̂×m̂′
+ BWx,2

m̂×m̂′
−DP2,x

m̂×m̂′

+DWx,2

m̂×m̂′
)Cr+1P1,t

m̂×m̂′
(Ψ)−1 = (ΨTMΨ−K)Ψ−1

where A, B and D are diagonal matrices given as:-

A =


a(x1) 0 · · · 0

0 a(x2) · · · 0
...

...
. . .

...
0 0 · · · a(xj)

, B =


b(x1) 0 · · · 0

0 b(x2) · · · 0
...

...
. . .

...
0 0 · · · b(xj)

 and

D =


d(x1) 0 · · · 0

0 d(x2) · · · 0
...

...
. . .

...
0 0 · · · d(xj)

.

The matrix K is defined as:- K =


k(x1, y1) k(x1, y2) · · · k(x1, yn)
k(x2, y1) k(x2, y2) · · · k(x2, yn)

...
...

. . .
...

k(xn, y1) k(xn, y2) · · · k(xn, yn)

. Let

v = (AΨT −BP1,x

m̂×m̂′
+ BWx,2

m̂×m̂′
−DP2,x

m̂×m̂′
+ DWx,2

m̂×m̂′
)−1.
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Then, we get:

v(P2,x

m̂×m̂′
−Wx,2

m̂×m̂′
)(Cr+1)− (Cr+1P1,t

m̂×m̂′
)(Ψ−1) =

v(ΨTMP1,t

m̂×m̂′
−K)Ψ−1.

Suppose that Q = v(P2,x

m̂×m̂′
−Wx,1

m̂×m̂′
), R = P1,t

m̂×m̂′
Ψ−1 and S = v(ΨTMΨ −

K)Ψ−1.

Q(Cr+1)− (Cr+1R) = S (4.2.6)

(4.2.6) is used for Cr+1 and then use it in (4.2.3) to get the solution ur+1(x, t).

4.3 Error analysis of CAS wavelet quasilineariza-

tion technique

Theorem: Assume that ur+1(x, t) → L2[0, 1] is a function with bounded partial

derivative on [0,1] that is ∃ γ > 0;∀ x → [0, 1] : |∂
4ur+1

∂2p∂2q
| ≤ γ. The function ur+1(x, t)

is expanded as an infinite sum of the CAS wavelets and the series quadratically
converges uniformly to ur+1(x, t), that is

ur+1(x, t) =
∞∑
n=0

∑
m→Z

∞∑
i=0

∑
j→Z

cr+1
nm,ijψn,m(x)ψi,j(t). Furthermore,

uk,k
′,M,M ′

r+1 (x, t) =
2k−1∑
n=0

M∑
m=−M

2k
′−1∑
i=0

M ′∑
j=−M ′

cr+1
nm,ijψn,m(x)ψi,j(t), we have

|uk,k
′,M,M ′

r+1 − ur+1(x, t)| ≤ |
∞∑

n=2k

∞∑
m=M+1

∞∑
i=2k

∞∑
j=M ′+1

γ

(mjπ2)2(n+ 1)
5
2 (i+ 1)

5
2

| (4.3.1)

Inequality (4.3.1) exhibits that the absolute error at the (r + 1)th iteration is in-

versely proportional to k, k′,M and M ′. This implies that uk,k
′,M,M ′

r+1 (x, t) converges
to ur+1(x, t) as k, k′,M,M ′ −→ ∞. Since ur+1(x, t) is obtained at (r + 1)th it-
eration of quasilinearization technique so according to the convergence analysis of
quasilinearization technique [26] which states that ur+1(x, t) converges to u(x, t) as
r −→ ∞, if there is convergence at all. This suggest that solution by CAS wavelet
quasilinearization technique uk,k

′,M,M ′

r+1 (x, t) converges to u(x, t) when k,k′, M, M ′

and r −→ ∞. The converges of CAS wavelet quasilinearization method is fast as
compared to CAS wavelet Picard method.
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4.4 Applications

Numerical solution of some famous problems by CAS wavelet quasilinearization tech-
nique are explained in this section. The results obtained by CAS wavelet technique
are compared with the results obtained by like Adomian decomposition method
(ADM), reduced differential transform method (RDTM) and variational iteration
method (VIM).

Generalized Burger-Fisher equation

Consider the Burgers Fisher equation

∂u

∂t
− ∂2u

∂x2
+ auγ

∂u

∂x
+ bu(uγ − 1) = 0. (4.4.1)

where 0 ≤ x ≤ 1, t ≥ 1
with initial condition and boundary conditions as

u(x, 0) = (
1

2
− 1

2
tanh(

aγ

2(1 + γ)
x))

1
γ ,

u(0, t) = (
1

2
− 1

2
tanh(

aγ

2(1 + γ)
(−(

a2 + b(1 + γ2)

a1 + γ
)t)))

1
γ ,

u(1, t) = (
1

2
− 1

2
tanh(

aγ

2(1 + γ)
(1− (

a2 + b(1 + γ2)

a1 + γ
)t)))

1
γ ,

whose exact solution is

u(x, t) = (
1

2
− 1

2
tanh(

aγ

2(1 + γ)
(x− (

a2 + b(1 + γ2)

a1 + γ
)t)))

1
γ .

Now apply quasilinearization technique to (4.4.1), it becomes:

∂ur+1

∂t
− ∂2ur+1

∂x2
+ bur+1 + F (ur+1,

∂ur
∂x

) = 0, (4.4.2)

where

F (ur+1,
∂ur
∂x

) = buγ+1
r +b(γ + 1)ur+1u

γ
r − bur+1 − b(γ + 1)uγ+1

r +

aγuγ−1
r ur+1

∂ur
∂x
− aγuγr

∂ur
∂x

+ auγr
∂ur+1

∂x
,
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with the initial and boundary conditions as:-

ur+1(x, 0) := H(x) = (
1

2
− 1

2
tanh(

aγ

2(1 + γ)
x))

1
γ ,

ur+1(0, t) := J(t) = (
1

2
− 1

2
tanh(

aγ

2(1 + γ)
(−(

a2 + b(1 + γ2)

a1 + γ
)t)))

1
γ ,

ur+1(1, t) := I(t) = (
1

2
− 1

2
tanh(

aγ

2(1 + γ)
(1− (

a2 + b(1 + γ2)

a1 + γ
)t)))

1
γ ,

where r = 0, 1, 2, ..., N .
Now approximate the highest order term w.r.t x in equation (bf2) by CAS wavelet
series as:

∂2ur+1

∂x2
=

2k−1∑
n=0

M∑
m=−M

2k
′−1∑
i=0

M ′∑
j=−M ′

cnm,ij
r+1ψn,m(x)ψi,j(t) = ΨT (x)Cr+1Ψ(t).

The integration along with the initial conditions yields:

∂ur+1

∂x
= I1

xΨT (x)Cr+1Ψ(t) + I(t)− J(t)− I2
x=1ΨT (x)Cr+1Ψ(t) (4.4.3)

ur+1(x, t) = I2
xΨT (x)Cr+1Ψ(t) + xI(t)− xJ(t)− xI2

x=1ΨT (x)CΨ(t) + J(t), (4.4.4)

substituting above equations in equation (4.4.2), we obtain:

∂ur+1

∂t
− b(I(t)− J(t))− aγuγr

∂ur
∂x
−ΨT (x)Cr+1Ψ(t) + auγr

∂ur+1

∂x
+ b(γ + 1)uγr (I

2
xΨT (x)Cr+1Ψ(t) + xI(t)− xJ(t) + J(t)− xI2

x=1ΨT (x)Cr+1Ψ(t))

− b(I2
xΨT (x)Cr+1Ψ(t)− xI2

x=1ΨT (x)Cr+1Ψ(t) + J(t))− b(γ + 1)uγ+1
r + buγ+1

r

+ aγuγ−1
r

∂ur
∂x

(I2
xΨT (x)Cr+1Ψ(t) + xI(t)− xJ(t)− xI2

x=1ΨT (x)Cr+1Ψ(t) + J(t)) = 0,

or

∂ur+1

∂t
+ b(γ + 1)uγr (I

2
xΨT (x)Cr+1Ψ(t) + xI(t)− xJ(t) + J(t)− xI2

x=1ΨT (x)Cr+1Ψ(t))

− b(I2
xΨT (x)Cr+1Ψ(t)− xI2

x=1ΨT (x)Cr+1Ψ(t) + J(t))− b(xI(t)− xJ(t))

+ aγuγ−1
r

∂ur
∂x

(I2
xΨT (x)Cr+1Ψ(t) + xI(t)− xJ(t)− xI2

x=1ΨT (x)Cr+1Ψ(t) + J(t))

− b(γ + 1)uγ+1
r + buγ+1

r − aγuγr
∂ur
∂x
−ΨT (x)Cr+1Ψ(t) + auγr

∂ur+1

∂x
= 0. (4.4.5)

We make substitution for simplification as:

G = −b(γ + 1)uγr (xI(t)− xJ(t) + J(t)) + b(J(t) + xI(t)− xJ(t))−

aγuγ−1
r

∂ur
∂x

(xI(t)− xJ(t) + J(t)) + buγ+1
r γ + 1 + aγuγr

∂ur
∂x
−

auγr (I(t)− J(t))− buγ+1
r .
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Here G ' ΨT (x)MΨ(x) on putting this substitution in equation (4.4.5), we have:

∂ur+1

∂t
= ΨT (x)Cr+1Ψ(t)− b(γ + 1)uγr (I2xΨT (x)Cr+1Ψ(t)− xI2x=1ΨT (x)Cr+1Ψ(t))

+ b(I2xΨT (x)Cr+1Ψ(t)− xI2x=1ΨT (x)Cr+1Ψ(t))− aγuγ−1
r

∂ur
∂x

(I2xΨT (x)Cr+1Ψ(t)− xI2x=1ΨT (x)Cr+1Ψ(t))

− auγr (I2xΨT (x)Cr+1Ψ(t)− xI2x=1ΨT (x)Cr+1Ψ(t)) + ΨT (x)MΨ(t).

Again by taking integral and after putting the initial condition, it gives:

ur+1(x, t) = ΨT (x)Cr+1I1
t Ψ(t)− b(γ + 1)uγr (I

2
xΨT (x)Cr+1I1

t Ψ(t)− xI2
x=1ΨT (x)Cr+1I1

t Ψ(t))

− aγuγ−1
r

∂ur
∂x

(I2
xΨT (x)Cr+1I1

t Ψ(t)− xI2
x=1ΨT (x)Cr+1I1

t Ψ(t)) + ΨT (x)MI1
t Ψ(t) +H(x)

+ b(I2
xΨT (x)Cr+1I1

t Ψ(t)− xI2
x=1ΨT (x)Cr+1I1

t Ψ(t))

− auγr (I2
xΨT (x)Cr+1I1

t Ψ(t)− xI2
x=1ΨT (x)Cr+1I1

t Ψ(t)). (4.4.6)

Equation (4.4.4) and (4.4.6) are equated to obtain:

I2
xΨT (x)Cr+1Ψ(t) + xI(t)− xJ(t)− xI2

x=1ΨT (x)Cr+1Ψ(t) + ur+1(0, t) =

− b(γ + 1)uγrI
2
xΨT (x)Cr+1I1

t Ψ(t)− b(γ + 1)uγrxI
2
x=1ΨT (x)Cr+1I1

t Ψ(t) + ΨT (x)Cr+1I1
t Ψ(t)

− aγuγ−1
r

∂ur
∂x

(I2
xΨT (x)Cr+1I1

t Ψ(t)− xI2
x=1ΨT (x)Cr+1I1

t Ψ(t)) + ΨT (x)MI1
t Ψ(t)

+ b(I2
xΨT (x)Cr+1I1

t Ψ(t)− xI2
x=1ΨT (x)Cr+1I1

t Ψ(t)) + J(t)

− auγr (I2
xΨT (x)Cr+1I1

t Ψ(t)− xI2
x=1ΨT (x)Cr+1I1

t Ψ(t)).

After rearranging and simplification, we get:

(I2
xΨT (x)− xI2

x=1ΨT (x))Cr+1Ψ(t)− (ΨT (x)− b(γ + 1)uγrI
2
xΨT (x)− b(γ + 1)uγrxI

2
x=1ΨT (x)

− aγuγ−1
r

∂ur
∂x

(I2
xΨT (x)− xI2

x=1ΨT (x))− auγr (I2
xΨT (x)− xI2

x=1ΨT (x))

+ b(I2
xΨT (x)− xI2

x=1ΨT (x)))Cr+1I1
t Ψ(t) = ΨT (x)MI1

t Ψ(t) +H(x)

− xI(t) + xJ(t)− J(t).

Let K(x, t) = H(x)−xI(t)+xJ(t)−J(t) and then by putting collocation points
xi = 2i−1

2m̂
and tj = 2j−1

2m̂
in above equation which is further written as:-

where i = 1, 2, 3, ...., m̂, j = 1, 2, 3, ...., m̂′, m̂ = 2k(2M + 1) and m̂′ = 2k
′
(2M ′ + 1).

(I2
xΨT (xi)− xiI2

x=1ΨT (xi))C
r+1Ψ(tj)− (ΨT (xi)− b(γ + 1)uγrI

2
xΨT (xi)− b(γ + 1)uγrxiI

2
x=1ΨT (xi)

− aγuγ−1
r

∂ur
∂xi

(I2
xΨT (xi)− xiI2

x=1ΨT (xi))− auγr (I2
xΨT (xi)− xiI2

x=1ΨT (xi))

+ b(I2
xΨT (xi)− xiI2

x=1ΨT (xi)))C
r+1I1

t Ψ(t) = ΨT (x)MI1
t Ψ(t) +K(xi, tj).
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In matrix form above can be presented as

(P2,x

m̂×m̂′
−Wx,2

m̂×m̂′
)Cr+1Ψ− (ΨT − b(γ + 1)uγrP

2,x

m̂×m̂′
− b(γ + 1)uγrW

x,2

m̂×m̂′

−aγuγ−1
r

∂ur
∂x

(P2,x

m̂×m̂′
−Wx,2

m̂×m̂′
)− auγr (P

2,x

m̂×m̂′
−Wx,2

m̂×m̂′
)

+b(P2,x

m̂×m̂′
−Wx,2

m̂×m̂′
))Cr+1P1,t

m̂×m̂′
= ΨTMP1,t

m̂×m̂′
+ K.

Now we make supposition to write above equation as Sylvester equation.

QCr+1 −Cr+1R = S, (4.4.7)

where

v = (ΨT − b(γ + 1)uγrP
2,x

m̂×m̂′
− b(γ + 1)uγrW

x,2

m̂×m̂′
− aγuγ−1

r
∂ur
∂x

(P2,x

m̂×m̂′
−Wx,2

m̂×m̂′
)

−auγr (P
2,x

m̂×m̂′
−Wx,2

m̂×m̂′
) + b(P2,x

m̂×m̂′
−Wx,2

m̂×m̂′
))−1

Q = v(P2,x

m̂×m̂′
−Wx,2

m̂×m̂′
), R = P1,t

m̂×m̂′
Ψ−1 and S = v(ΨTMP1,t

m̂×m̂′
+ K)Ψ−1.

By the equation (4.4.7), we get the value of Cr+1 which is utilized to get the
solution ur+1(x, t). The results are compared with other famous results of generalized
Burgers Fisher equation.

M = M ′ = 5, k = k′ = 4
x t ERTDM [35] EV IM [35] ECAS
0.01 0.02 0.4999e-05 2.5031e-03 1.9435e-007
0.01 0.04 0.4999e-05 2.5081e-03 2.7604e-007
0.01 0.06 1.4999e-05 2.5131e-03 3.3814e-007
0.01 0.08 1.9999e-05 2.5181e-03 3.8724e-007
0.04 0.02 0.4997e-05 9.9962e-03 7.1200e-007
0.04 0.04 0.9997e-05 1.0001e-02 1.0346e-006
0.04 0.06 1.4997e-05 1.0006e-02 1.2805e-006
0.04 0.08 1.9997e-05 1.0011e-02 1.4781e-006
0.08 0.02 0.4995e-05 1.9979e-02 1.2555e-006
0.08 0.04 0.9995e-05 1.9984e-02 1.8928e-006
0.08 0.06 1.4995e-05 1.9989e-02 2.3807e-006
0.08 0.08 1.9995e-05 1.9994e-02 2.7727e-006

Table 4.1: Comparison of the approximate solutions of Burger-Fisher equation when
a=0.001, b=0.001 and γ = 1.
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k = k′ = 5, M = M ′ = 7
x t ERTDM [35] ECAS
0.01 0.02 4.7133e-06 3.17037e-008
0.01 0.04 9.4271e-06 2.72883e-008
0.01 0.06 1.4142e-05 2.64518e-008
0.01 0.08 1.8855e-05 2.63137e-008
0.04 0.02 4.7117e-06 1.20316e-007
0.04 0.04 9.4260e-06 1.05412e-007
0.04 0.06 1.4140e-05 1.02628e-007
0.04 0.08 1.8854e-05 1.02080e-007
0.08 0.02 4.7104e-06 2.27121e-007
0.08 0.04 9.4241e-06 2.01289e-007
0.08 0.06 1.4138e-05 1.96390e-007
0.08 0.08 1.8852e-05 1.95436e-007

Table 4.2: Comparative solution of Burger-Fisher equation for a=0.001, b=0.001
and γ = 2.

M = M ′ = 6, k = k′ = 4
x t EAdomian[36] ECAS
0.1 0.005 9.68763e-06 5.45915e-007
0.1 0.01 1.93752e-05 9.23339e-007
0.5 0.005 9.68691e-06 6.87450e-007
0.5 0.01 1.93738e-05 1.31102e-006
0.9 0.005 9.68619e-06 5.46290e-007
0.9 0.01 1.93724e-05 9.23979e-007

Table 4.3: Comparison of the numerical solutions of Burger-Fisher equation for
a=0.001, b=0.001 and γ = 1.

Solution of generalize Burger-Fisher equation for a = 0.001, b = 0.001 and γ = 1
by present method at M = M ′ = 5, k = k′ = 4 and r = 4 is given in Table 4.1 . The
obtained results are compared with the results obtained from reduced differential
transform method (RDTM) [35] and variational iteration method (VIM) [35].

Table 4.2 is used to list the results of generalized Burger–Fisher equation at a =
0.001, b = 0.001 and γ = 2. We implement the proposed method at M = M ′ = 7,
k = k′ = 5 and r = 3. We compared our results with the results obtained by reduced
differential transform method (RDTM) [35].
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Figure 4.1: Comparison of the numerical results by present method at r = 4 and
different values of k, k′,M and M ′ with exact solution of generalized BurgerFisher
equation.

Present method at k = k′ = 5, M = M ′ = 7, r = 4 is implemented on gener-
alized Burger–Fisher equation with a = 0.001, b = 0.001 and γ = 1. The obtained
results are listed in Table 3.

Figure 4.1 is used to plot the exact solution of equation (1.1) with a = 0.01 b =
0.01 and γ = 2, solution by CAS wavelet quasilinearization technique at r = 4 and
different values of k, k′,M, and M ′.
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Klein Gordon equation

In this section, we consider the klein Gordon equation

∂2u

∂t2
− ∂2u

∂x2
+ u2 = x2t2. (4.4.8)

with the initial and boundary conditions as:

u(x, 0) = 0, u(0, t) = 0, ut(x, 0) = x, u(1, t) = t.

where exact solution is
u(x, t) = xt.

First by applying quasilinearization technique to (4.4.8), we have:

∂2ur+1

∂t2
− ∂2ur+1

∂x2
= x2t2 + u2

r − 2urur+1, (4.4.9)

with initial and boundary conditions as:-

ur+1(x, 0) = 0, ur+1(0, t) = 0, (ur+1)t(x, 0) = x, ur+1(1, t) = t.

Now, approximate the highest order term w.r.t x in equation (4.4.9) by CAS wavelet
series as:

∂2ur+1

∂x2
=

2k−1∑
n=0

M∑
m=−M

2k
′−1∑
i=0

M ′∑
j=−M ′

cr+1
nm,ijψn,m(x)ψi,j(t) = ΨT (x)Cr+1Ψ(t).

By the integration and by putting initial conditions, we get:

ur+1(x, t) = I2
xΨ(x)TCr+1Ψ(t) + xt− xI2

x=1ΨT (x)Cr+1Ψ(t). (4.4.10)

Now, put equation (4.4.10) in (4.4.9), we have:

∂2ur+1

∂t2
−ΨT (x)Cr+1Ψ(t) = x2t2+u2

r−2urI
2
xΨT (x)Cr+1Ψ(t)−2urxt+2urxI

2
x=1ΨT (x)Cr+1Ψ(t).

By doing following substitution for simplification G = 2urxt + x2t2 + u2
r, Where

G ' ΨT (x)MΨ(t), after applying integration and by the initial condition, we get:

ur+1(x, t) = ΨT (x)Cr+1I2
t Ψ(t) + 2urI

2
xΨT (x)Cr+1I2

t Ψ(t)− 2urxI
2
x=1ΨT (x)Cr+1I2

t Ψ(t)

+ΨT (x)MI2
t Ψ(t) + xt. (4.4.11)

By Equating equation (4.4.10) and (4.4), we have:

I2
xΨT (x)Cr+1Ψ(t)+xt− xI2

x=1ΨT (x)Cr+1Ψ(t) = ΨT (x)Cr+1I2
t Ψ(t) + 2urI

2
xΨT (x)Cr+1I2

t Ψ(t)−
2urxI

2
x=1ΨT (x)Cr+1I2

t Ψ(t) + ΨT (x)MI2
t Ψ(t) + xt.
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Putting collocation points xi = 2i−1
2m̂

and tj = 2j−1

2m̂′
in above equation which is

further written as, where i = 1, 2, 3, ...., m̂, j = 1, 2, 3, ...., m̂′, m̂ = 2k(2M + 1) and
m̂′ = 2k

′
(2M ′ + 1).

I2
xΨT (xi)C

r+1Ψ(tj)− xiI2
x=1ΨT (xi)C

r+1Ψ(tj) = ΨT (xi)C
r+1I2

t Ψ(tj) + 2urI
2
xΨT (xi)C

r+1I2
t Ψ(tj)−

2urxiI
2
x=1ΨT (xi)C

r+1I2
t Ψ(tj) + Ψx(xi)MI2

t Ψ(tj).

P2,x

m̂×m̂′
Cr+1Ψ−Wx,2

m̂×m̂′
Cr+1Ψ = ΨTCr+1P2,t

m̂×m̂′
+ 2urP

2,x

m̂×m̂′
Cr+1P2,t

m̂×m̂′
−

2urP
2,x

m̂×m̂′
Cr+1P2,t

m̂×m̂′
+ ΨTMP2,t

m̂×m̂′
.

Above equation can be written as Sylvester equation, which is given as:-

vQCr+1 −Cr+1R = vS,

where Q = P2,x

m̂×m̂′
−Wx,2

m̂×m̂′
, v = (ΨT+2urP

2,x

m̂×m̂′
−2urW

x,2

m̂×m̂′
)−1, R = P2,t

m̂×m̂′
Ψ−1 and S =

ΨTMP2,t

m̂×m̂′
Ψ−1. By solving above equation we get the solution ur+1(x, t). The re-

sults obtained by this method are shown below:

x t EHAAR ECAS Eabs
0.1 0.2 0.0000 6.9388e-18 -6.9388e-18
0.1 0.4 0.0000 6.9388e-18 -6.9388e-18
0.1 0.6 6.9389e-18 0.0000 6.9388e-18
0.1 0.8 0.0000 0.0000 0.0000
0.5 0.2 0.0000 0.0000 0.0000
0.5 0.4 0.0000 0.0000 0.0000
0.5 0.6 5.5511e-17 0.0000 5.5511e-17
0.5 0.8 1.3323e-15 0.0000 1.3323e-15
0.9 0.2 2.7756e-17 2.7755e-17 0.0000
0.9 0.4 5.5511e-17 5.5511e-17 0.0000
0.9 0.6 0.0000 1.1102e-16 -1.1102e-16
0.9 0.8 1.5543e-15 1.1102e-16 1.44328e-15

Table 4.4: Comparison of the approximate CAS wavelet solution with HAAR wavelet
and Adomian decomposition method solution when M = M ′=3 and k = k′=4.

Table 4.4 is used to compare our results with the results obtained from Haar
wavelet method. Figure 4.2 shows the graph of exact solution, solution of CAS
wavelet and their absolute errors at r = 2, 5, 8, 10 respectively.
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Figure 4.2: Comparison of exact and numerical solution of KleinGordon equation
by CAS wavelet quasilinearization method when M = M ′=3 and k = k′=4

Klein Gordon equation

Consider the following form of Klein Gordon equation

∂2u

∂t2
− ∂2u

∂x2
+ u2 = −xcos(t) + x2cos2(t), (4.4.12)

with the initial and boundary conditions as:-

u(x, 0) = x, ut(x, 0) = 0, u(0, t) = 0, u(1, t) = cos(t),

where exact solution is
u(x, t) = xcos(t).

Apply quasilinearization technique to (4.4.12), we get:

∂2ur+1

∂t2
− ∂2ur+1

∂x2
= x2t2 + u2

r − 2urur+1, (4.4.13)

51



with initial and boundary conditions as:-

ur+1(x, 0) = x, (ur+1)t(x, 0) = 0, ur+1(0, t) = 0, ur+1(1, t) = cos(t),

where r = 0, 1, 2, ..., N . At this stage, we approximate the higher order term in
equation (4.4.13) by CAS wavelet series as:

∂2ur+1

∂x2
=

2k−1∑
n=0

M∑
m=−M

2k
′−1∑
i=0

M ′∑
j=−M ′

cnm,ij
r+1ψn,m(x)ψi,j(t) = ΨT (x)Cr+1Ψ(t).

The integration along with the initial conditions yields:

ur+1(x, t) = I2
xΨT (x)Cr+1Ψ(t) + xcos(t)− xI2

x=1ΨT (x)Cr+1Ψ(t). (4.4.14)

After putting equation (4.4.14) in (4.4.13), we have:

∂2ur+1

∂t2
−ΨT (x)Cr+1Ψ(t) = −xcos(t) + x2cos2(t)

+u2
r − 2urI

2
xΨT (x)Cr+1Ψ(t)− 2urxcos(t) + 2urxI

2
x=1ΨT (x)Cr+1Ψ(t),

we do following substitution for simplification G = 2urxt + x2t2 + u2
r, where G '

ΨT (x)MΨ(t), after doing integration and by putting the initial conditions, we get:

ur+1(x, t) = ΨT (x)Cr+1I2
t Ψ(t) + 2urI

2
xΨT (x)Cr+1I2

t Ψ(t)− 2urxI
2
x=1ΨT (x)Cr+1I2

t Ψ(t)

+ΨT (x)MI2
t Ψ(t) + xt. (4.4.15)

By Equating equation (4.4.14) and (4.4.15), we get:

I2
xΨT (x)Cr+1Ψ(t) + xcos(t)− xI2

x=1ΨT (x)Cr+1Ψ(t) = ΨT (x)Cr+1I2
t Ψ(t)

+2urI
2
xΨT (x)Cr+1I2

t Ψ(t)− 2urxI
2
x=1ΨT (x)Cr+1I2

t Ψ(t) + ΨT (x)MI2
t Ψ(t) + xt.

By rearranging and simplification, we have:

(I2
xΨT (x)− xI2

x=1ΨT (x))(Cr+1Ψ(t))− (ΨT (x) + 2urI
2
xΨT (x)− 2urxI

2
x=1ΨT (x))(Cr+1I2

t Ψ(t))

= (ΨT (x)MI2
t Ψ(t) + xt− xcos(t)).

Suppose K(x, t) = xt − xcos(t) and by putting collocation points xi = 2i−1
2∗m̂ and

tj = 2j−1
2∗m̂ in above equation which is further written as, where i = 1, 2, 3, ...., m̂,

j = 1, 2, 3, ...., m̂′, m̂ = 2k(2M + 1) and m̂′ = 2k
′
(2M ′ + 1).

(I2
xΨT (xi)− xiI2

x=1ΨT (xi))(C
r+1Ψ(tj))− (ΨT (xi) + 2urI

2
xΨT (xi)− 2urxiI

2
x=1ΨT (xi))(C

r+1I2
t Ψ(tj))

= (ΨT (xi)MI2
t Ψ(tj) +K(xi, tj)).
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Further can be written in matrix form as:-

(P2,x

m̂×m̂′
−Wx,2

m̂×m̂′
)Cr+1Ψ− (ΨT + 2urP

2,x

m̂×m̂′
− 2urW

x,2

m̂×m̂′
)Cr+1P2,t

m̂×m̂′

= ΨTMP2,t

m̂×m̂′
+ K. (4.4.16)

Now, we make supposition to write the equation (4.4.16) as Sylvester equation.
Q = P2,x

m̂×m̂′
−Wx,2

m̂×m̂′
, v = (ΨT + 2urP

2,x

m̂×m̂′
−2urW

x,2

m̂×m̂′
)−1, R = P2,t

m̂×m̂′
Ψ−1 and

S = (ΨTMP2,t

m̂×m̂′
+ K)Ψ−1. Now, we have:

vQCr+1 −Cr+1R = vS.

By solving above equation, we obtain values of Cr+1, which is used to get solution
ur+1(x, t). The obtained solution is shown in Table 4.5 below:

x t EHAAR ECAS Eabs
0.1 0.3 9.9999e-009 2.2579e-008 7.5790e-009
0.1 0.7 1.0000e-008 2.8176e-008 1.7176e-008
0.1 0.9 0.0000 2.2747e-008 7.5253e-008
0.5 0.4 1.9999e-008 8.4851e-008 5.5851e-008
0.5 0.6 2.0000e-008 1.0101e-008 9.8990e-009
0.5 0.8 2.9999e-008 2.2166e-007 1.9166e-007
0.7 0.1 3.0000e-008 1.4447e-007 1.1447e-007
0.7 0.5 7.0000e-008 2.6317e-007 1.9317e-007
0.7 0.9 1.9999e-008 3.1837e-008 1.1838e-008
0.9 0.3 9.0000e-008 1.6256e-007 7.2560e-008
0.9 0.6 3.0000e-008 2.8354e-008 1.6459e-009
0.9 0.9 2.0000e-008 5.3055e-008 3.3055e-008

Table 4.5: Comparison of the approximate solution of time derivative Klein Gordon
equation.
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Figure 4.3: Comparison of exact and numerical solution of time derivative Klein
Gordon equation by CAS wavelet quasilinearization method when M = M ′=8 and
k = k′=5

The results computed as shown in Table 4.5 at J = 9 for Haar wavelet, and
M = M ′ = 8, k = k′ = 5 for CAS wavelet. Figure 4.3 is used to plot the obtained
solution by present method at M = M ′ = 8, k = k′ = 5 and at r = 1, 2, 3and 4
respectively.

It is shown that the CAS wavelet quasilinearization technique gives excellent
results when applied to different nonlinear partial differential equations. Error by
the CAS wavelet quasilinearization technique reduces while iterations increase, as
mentioned in Figure 4.1-4.3. The results obtained from the CAS wavelet quasilin-
earization technique are better from the results obtained by other methods and are
in good agreement with exact solutions, as shown in Tables. Different type of non-
linearities can easily be handled by the CAS wavelet quasilinearization technique.
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Conclusions

Many numerical methods are implemented to get the solution of nonlinear par-
tial differential equation but till now there is no general technique. The objective
of this thesis is to develop new numerical methods and their supporting analysis for
solving linear and nonlinear partial differential equations. We have proposed two
methods. First method is the combination of CAS wavelet and Picard technique
and the second is the combination of CAS wavelet and quasilinearization technique.

In Chapter 1, a brief introduction of differential equations, few numerical meth-
ods used in past to solve nonlinear partial differential equations are provided. The
equations used in Chapter 2, Chapter 3 and Chapter 4 are explained in chapter 1.
Wavelets and wavelet transforms are explained. Few famous wavelets are discussed
as well as few wavelet methods are provided which were used to solve partial differ-
ential equations.

Linear partial differential equations like wave, diffusion and Klein-Gordon equa-
tions are solved using CAS wavelets in chapter 2. We have derived and constructed
the CAS wavelets matrix,Ψm̂×m̂, and the CAS wavelets operational matrix of N−th
order integration, PN

m̂×m̂ , and CAS wavelets operational matrix of integration for

boundary value problems, W g,N
m̂×m̂. The error analysis for CAS wavelet is also ex-

plained. The solution provided in Tables (2.1-2.3) shows that the result by CAS
wavelet is more accurate as compared to Adomian decomposition method and vari-
ational iteration method. The Figures (fig111-fig131) shows that the solution by
CAS wavelets converges to exact solution when k, k′, M and M ′ increases. Which
shows that by CAS wavelet we can solve linear partial differential equations easily.

Chapter 3 contains some information about Burger’s-Huxley equation. CAS
wavelets and picard technique are briefly explained. CAS wavelet matrices for in-
tegration and integration for boundary value problem are successfully utilized to
solve equations like Burger’s-Huxley equation, Burger’s equation, generalized Burger
Fisher equation and Klein-Gordon equation. According to the Table (3.1-3.2), our
results are more accurate as compared to variational iteration method and Adomian
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decomposition method. In Table (3.3), the numerical solution is compared with
exact solution of Burger’s equation. Figures (3.1-3.2) shows the solution by present
method which converges to the exact solution while increasing r. It is shown that
present method gives excellent results when applied to Burger’s-Huxley equation
and Burger’s equation.

In Chapter 4, solution of different differential equations by CAS wavelet quasilin-
earization method is provided. Quasilinearization technique is explained. Method of
implementation and error analysis of the method are explained. From Tables (4.1-
4.3), it is clear that results by present methods are more close to the exact solution
for generalized Burger Fisher equation. The Table (4.4) explains comparison of so-
lutions of Klein-Gordon equation by Haar wavelet method, Adomian decomposition
method and present method, while in Table (4.5), CAS wavelet solution is compared
with Haar wavelet solution. It is clearly shown that present method gives better
results when applied to generalized Burger-Fisher equation and the klein Gordon
equation.

Different types of non-linearities can easily be handled by the present methods.
The solution obtained by CAS wavelet picard/ quasilinearization method is more
accurate and efficient.
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