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Abstract
Chronic Respiratory Diseases and Chronic Obstructive Pulmonary Disorders affect mil-
lions of people around the globe, especially the population of low-middle-income coun-
tries such as Pakistan, and are the cause of millions of years lived with disability. Chest
X-rays (CXR) are the most commonly used imaging methodology in radiology to diag-
nose these pulmonary diseases with close to 2 billion CXRs taken every year. Although
CXRs are often used, their sheer volume can be a strain on the healthcare system and
take a lot of radiologists’ time and resources. Therefore, the need for an automated sys-
tem utilizing this modality is imperative. Furthermore, merely providing an image-level
diagnosis for a CXR is insufficient, as the disease affects multiple lung regions. This
detailed information is crucial in assessing the severity and progression of the condition.
The framework, proposed in this research, offers a unified framework capable of disease
classification, providing a severity score for a subset of lung diseases by segmenting the
lungs into six regions, and producing chest X-ray reports while taking these challenges
into consideration. The classification sub-module proposes a modified progressive learn-
ing technique in which the amount of augmentations at each step is capped. Additionally,
an ensemble of 4 EfficientNet B0 is used to improve this sub-module’s performance and
generalizability by taking advantage of a number of augmentation techniques. Further-
more, the segmentation task makes use of an attention map generated within and by the
network itself. This attention mechanism allows to achieve segmentation results that are
on par with networks having an order of magnitude or more parameters. Severity scoring
is introduced for 4 thoracic diseases that can provide a single-digit score corresponding
to the spread of opacity in different lung segments with the help of radiologists. The
report generation sub- module of the proposed framework generates a CXR report that
provides the findings from a single CXR taken either from the Anterior-Posterior (AP) or
Posterior-Anterior (PA) viewing position. An encoder and a decoder are employed in the
report-generation module; the former splits the image into patches to create hidden states,
while the latter uses the hidden encoded states to generate word probabilities, which are
then used to build the final report. A foundation model is first fine-tuned in an unsu-
pervised manner which is then used as the Teacher for knowledge transfer to a smaller
Student model via Knowledge Distillation (KD). Kullback–Leibler (KL) divergence loss
is employed for KD. The distilled student model is then used as the encoder in conjunc-
tion with a decoder for report generation. The evaluation and training is done using 9
different CXR datasets, both publicly available and collected locally including BRAX,
Indiana, MIMIC, JSRT, Shenzhen, SIIM and others utilising nearly 400,000 CXR images
from diverse demographic and geographical locations. On the BRAX validation data set
for segmentation, we achieve F1 scores of 0.924 and 0.939 without and with fine-tuning,
respectively and a mean matching score of 80.8% is obtained for severity score grad-
ing. An average area under receiver operating characteristic curve of 0.88 is achieved for
classification using the proposed modified progressive learning which is an improvement
of almost 9% in comparison to literature. The incorporation of KD in report generation
framework by first fine- tuning a foundation model and then training a student model re-
sults in an increase of BLEU-1 score for Indiana dataset by 4% and BERTScore by 7.5%.
Similarly, pre-training on larger datasets for report generation, when used in combination
with KD, further increases BLEU-1 score for Indiana dataset by 7.2% and BERTScore
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by 3%. For MIMIC dataset, comparable performance is achieved for Findings and the
Impression sections of the report while the proposed framework outperforms other tech-
niques when both of these sections are combined. For MIMIC-PRO dataset, an semb

score of 0.4069 while a RadGraph F1 score of 0.1165 is achieved outperforming other
techniques in literature. With the highest BERTScore of 0.2245 on the same dataset, the
difference between SOTA is just 1.06%. Finally, the proposed framework is also evaluated
on locally gathered dataset BRAX subset without any re- training or fine-tuning resulting
in BLEU-1 score of 0.3827 and a BERTScore of 0.4392 for local dataset and BLEU-1
score 0.1671 of and a BERTScore of 0.2186 for BRAX dataset showing generalisation
ability. The results indicate that the proposed framework performs comparably to existing
techniques for some sub-modules and outperforms state-of-the-art techniques for other
sub-modules while using a simple architecture with a relatively small parameter size. By
obtaining many insights from a single chest X-ray, the approaches used in the proposed
framework have the potential to improve the precision of lung disease diagnosis and of-
fer the medical community a comprehensive solution to expedite the chest examination
procedure. Subsequent improvements in the performance of the proposed framework will
increase its utility even further.
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Chapter 1

Introduction

Both Upper Respiratory Infections (URI) and Chronic Respiratory Diseases (CRDs), of

which Chronic Obstructive Pulmonary Disease (COPD) is a constituent can have a dele-

terious impact on the respiratory system affecting different parts from the pharynx to the

alveoli including the larynx and sinuses as well. These ailments, which can be brought on

by a variety of factors including environmental, viral, bacterial, and smoking are marked

by coughing, sore throat, difficulty in breathing, and fatigue among other symptoms. Res-

piratory tract diseases can greatly increase the Global Burden of Disease, resulting in a

significant amount of Years of Life lived with Disability (YLD) and Disability-Adjusted

Life Years (DALY). YLD due to COPD amounts to 118 million years while 84.4 age-

standardised DALY per hundred thousand people result from URI across all ages and

sexes [15–19]. These pulmonary disorders can have a significant economic burden as

well [20].

World Health Organisation (WHO) notes that COPD accounts for the third leading cause

of death worldwide with close to 3.29 million deaths in 2019 where Low-to Middle-

Income Countries are affected disproportionately. While chronic disorders may not have

a cure, different treatment strategies can help mitigate their adverse effects to a certain

extent [21]. Along with dealing with these chronic illnesses, the recent COVID-19 pan-
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demic has exposed the healthcare system’s flaws. Patients who have COVID-19 infections

that are severe and concomitant conditions like COPD are more likely to develop respira-

tory distress syndrome, require a mechanical ventilator, and pass away as a result of these

complications [22].

As effective treatment stems from correct diagnosis, therefore, various techniques are

used for imaging the chest cavity in a non-invasive manner. These include various imag-

ing techniques such as Computed Tomography (CT) [23], Magnetic Resonance Imaging

(MRI) [24], ultrasonography [25], and Positron Emission Tomography (PET) [26]. While

this range of techniques allows for accurate assessment, the cost of these imaging methods

can be prohibitive in many cases. Therefore, the use of X-rays for imaging provides an

alternative that is not only cost-effective but has widespread availability as well. X-rays

provide a black-and-white image of the lungs where abnormalities can be identified as

opacities with other markers as well.

Any imaging modality that is used to image the thoracic region requires a lot of time and

expertise to infer insights that can then be used to treat the patients. In the case of Chest

X-rays (CXRs), radiologists require a lot of time to analyse the CXR and produce the

corresponding report.

1.1 Motivation

Chronic Respiratory Diseases like asthma, bronchiectasis, and COPD are among the Non-

Communicable Diseases that have a significant impact on the population of Low- and

Middle-Income Countries (LMICs) starting as early as childhood [27] with the mortality

rate increasing 20% for every 1% increase per capita in the Gross Domestic Product [28].

Globally, over half a billion people contracted a CRD in 2017 showing a significant in-

crease over the past years [29]. COPD alone impacted 212.3 million individuals world-

wide in 2019; 71% of these persons were from LMICs, and 84% of COPD fatalities

were attributed to the disease. In the same year, asthma impacted 262.4 million people

2



worldwide, with 96% of deaths occurring in LMICs [30]. Just in Asia, approximately

21.4 million succumbed to respiratory diseases over a seven year period from 2010 to

2017 [28]. With 77.79 lung disease-related fatalities per 100,000 inhabitants, Pakistan is

ranked 8 globally [31]. For children under the age of 14 in Pakistan, respiratory system

involvement is the most prevalent illness [32] as shown in Figure 1.1.

Figure 1.1: Organ involvement in children under the age of 14 presented to the pedi-
atric emergency department at the National Institute of Child Health in Karachi, Pakistan.
Taken from [32]

The recent pandemic caused by Coronavirus (COVID-19) with a fatality rate of around 2%

[33] has disrupted every aspect of life. There have been 695,537,592 Coronavirus cases

and 6,918,075 deaths worldwide by September 2023 [34]. Due to the wide variations in

physician density worldwide, the effects of lung disorders are made much more severe

[35] as demonstrated by Figure 1.2. Only 11 radiologists provided care for Rwanda’s 12

million residents. With a population of 4 million, Liberia only has 2 radiologists who

were actively practising [10]. Similarly, in Pakistan, only 14.5 healthcare professionals

per 10,000 citizens are available, which falls significantly below the recommended 25,

reducing the care that citizens need.
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Figure 1.2: Physician density per 10,000 people around the globe. Taken from [35]

Keeping these challenges in view, the need for an automated system to classify pulmonary

diseases and assess their severity is paramount. Additionally, if such an automated system

can provide CXR reports that are similar in content to those generated by the radiologist,

it will be of great assistance to radiologists and lessen their workload.

1.2 Problem Statement

Computer-Aided Diagnostic (CAD) systems that can provide a timely and accurate di-

agnosis of various pulmonary diseases can help to some extent with a number of prob-

lems including the prevalence of Chronic Obstructive Pulmonary Disease, particularly in

LMICs, the poor to non-existent healthcare infrastructure in some parts of the world, and

the strain that a sudden pandemic can exert on the system. To enable fast adoption of suit-

able treatment and stop the spread of infectious diseases, rapid and precise diagnosis is

crucial. With over 2 billion CXRs taken each year [36], chest X-rays are the most widely

used modality in the world, making a diagnostic system designed to deal with X-rays ex-

tremely important. It is difficult to draw conclusions from a CXR since it relies not only
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on image-level diagnosis but also on how the disease affects various lung regions, which

can reveal information about the severity and course of the disease. The time-consuming

task of assessing each CXR and creating the corresponding report is further complicated

by the sheer volume of X-ray examinations. The lack of a unified framework address-

ing all these problems poses a disadvantage. Therefore, this research aims to provide a

robust and reliable solution for image-level diagnosis, organ-level segmentation, severity

scoring with quantification, and automated report generation effectively targeting all the

steps in the diagnostic pipeline that follow the acquisition of a CXR. Furthermore, this

research work tackles the problem of analysing CXRs for image-level and local insights

along with report generation using state-of-the-art deep learning and natural language

processing techniques.

1.3 Scope and Objective

Automated medical diagnostic systems based on deep learning methodologies can pro-

vide assistance to medical care providers in the diagnosis of pulmonary diseases in a

timely manner allowing them to provide the care needed by the patients. In addition, the

availability of these systems also allows for use in remote areas where medical profession-

als may be absent. The main objective of this research endeavor is to provide a reliable

and robust method that can not only perform disease classification but can also provide

an automated radiology report that can assist physicians. Not only can early disease de-

tection benefit the patient, but it can also benefit those in proximity, decreasing the spread

of infection and potentially saving lives. The sub-objectives to achieve this primary goal

are:

1. To develop a single framework that not only classifies a CXR image in a particular

disease class but also segments the lungs’ opacity regions if the lungs are diseased.

2. To develop a system capable of performing severity classification for different patholo-

gies and not just COVID-19 which has been the focus of recent severity classifica-
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tion attempts.

3. To develop a generic CXR analysis framework that can generate radiology reports

that are closer in content to a radiologist is required.

4. To validate the report generation framework using a locally collected CXR dataset

with sample images from Pakistan.

1.4 Contributions

To address the identified gaps, the main research contribution of this work is a novel,

single framework consisting of two sub-frameworks i.e. CXR manifestation analysis and

radiology report generation [37, 38]. The sub-frameworks of this methodology can be

categorised as follows:

1. CXR Manifestation Analysis via a Multi-Head Framework

(a) We propose a single (sub-)framework consisting of disease classification us-

ing modified progressive learning and severity grading [38] for different pul-

monary disorders using opacity localisation [37].

(b) We provide segmentation masks with severity grades for a validation data set

that has been validated by a radiologist [38].

(c) A segmentation network sub-module is utilized that despite its relatively small

size is able to perform relatively close to large architectures such as U-Net

[38].

(d) We experimentally show that while good performance can be achieved in seg-

mentation using publicly available data sets, fine-tuning on just a small num-

ber of samples from the target data set can actually improve the segmentation

performance even further [38].

2. CXR Report Generation using a Singular Perspective
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(a) We propose a report generation (sub-)framework employing foundation model

fine-tuning on CXR reports for use as a Teacher model to train a smaller Stu-

dent model

(b) We propose employing Knowledge Distillation so that a smaller Student model

can learn better CXR representation

(c) Pre-training on larger CXR datasets with reports is shown to improve per-

formance when used in conjunction with Knowledge Distillation providing

reasonable performance at a relatively small size and simple architecture

(d) Gathered local CXR images dataset with findings (reports) from a local hos-

pital.

(e) We also provide radiology reports generated by a radiologist for a validation

data set from the BRAX [2] data set.

1.5 Structure of Thesis

The thesis is organised as follows: The structure of the thoracic cavity and various pul-

monary diseases, as well as their presentation and symptoms, are briefly covered in Chap-

ter 2. Additionally, various imaging techniques that enable non-invasive imaging of the

chest cavity are also discussed.

A thorough review of most recent methodologies in the literature, is provided in Chapter 3,

covering classification of pulmonary diseases, lung segmentation and sub-segmentation of

diseased areas, severity scoring and severity quantification, and radiological report gener-

ation using CXR. Chapter 4 discusses details of the datasets utilised in this research work,

specifically focusing on their different attributes.

Chapter 5 details the proposed multi-head framework for chest disease classification, seg-

mentation, opacity localisation, and severity scoring while Chapter 6 focuses on CXR
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report generation using a transformer-based network.

Thesis is concluded in Chapter 7, which summarises the key contributions followed by

future directions which can be undertaken to improve the proposed framework.
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Chapter 2

Thoracic Anatomy and Conditions

The thoracic cavity enclosed by the ribs, spine, and sternum houses the heart, the lungs,

and the trachea among other important organs. The health of these organs can be inves-

tigated using numerous imaging techniques and based on these examinations a diagnosis

can then be formed. In this chapter, some aspects of lung anatomy are explored along

with a look at imaging techniques and different diseases that can affect the lungs.

2.1 Thoracic Cavity

Forming the second largest cavity in the body [39], the chest cavity protects and supports

the major portion of the two very important systems: the circulatory and the respiratory

system. The heart in the circulatory system is responsible for pumping blood through the

body while the lungs which form the backbone of the respiratory system are tasked with

the gaseous exchange. Figure 2.1 shows the position of the lungs in relation to the rib

cage and the diaphragm in the chest cavity.

Each of the lungs is encased in pleura - a thin membrane. Each lung can be further

broken down anatomically into lobes; the right lung is slightly bigger than the left and

consequently has three major lobes as opposed to two in the left lung. In each lobe,
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Figure 2.1: Anatomical structure of human lungs and its different parts. Taken from [39]

lobules are present that further subdivide into bronchiole which terminates in a collection

of alveoli [40]. Alveoli are where the gaseous exchange happens during breathing. Figure

2.2 shows the functioning of alveoli as a part of the respiratory system.

The normal functioning of the lungs is not just limited to gaseous exchange but also

includes the absorption and excretion of water vapor and pharmacological substances [40].

Whenever the functioning of the lungs is disrupted at the cellular level due to apoptosis of

the cells, Chronic Obstructive Pulmonary Diseases are developed [42]

2.2 Respiratory System Diseases

The alveoli, among other structures found in the lungs, must function properly for the

lungs to be able to exchange gases. Various components of the lungs may be impacted

by environmental, biological, and genetic variables, which may cause damage or abnor-

mal functioning and impair the lung’s ability to execute gaseous exchange properly and

efficiently. The following section discusses a few of the disorders that can affect the lungs.
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Figure 2.2: The process of gaseous exchange via Alveoli present in the lung. Taken
from [41]

• Atelectasis: Atelectasis can be brought on by the alveoli collapsing. As they are pri-

marily in charge of exchanging gases, their collapse significantly lowers the lung’s

capacity for carrying out its functions. This condition may result from a number of

factors, such as an increase in lung permeability brought on by inflammation and

negative chest cavity pressure [43]. When a patient is given artificial ventilation

while sedated, their lung function can decline and they may develop progressive

atelectasis, which can be fatal [44, 45].

• Consolidation: Another way that the alveoli can lose their ability to perform gaseous

exchange is when they become filled with fluid which can be a result of infection,

inflammation, or an IgG4-related disease [46]. This also results in difficulty in

breathing. The severity of COVID-19 is also directly linked to the severity of con-

solidation in the lungs with the severity peaking at around 10 days after the onset of

the disease. [47, 48].
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• Edema: Similar to consolidation, pulmonary edema is also an accumulation of fluid

in the lungs which results as a complication from a variety of diseases including

acute respiratory distress syndrome (ARDS) and severe acute respiratory syndrome

(SARS). Cardiogenic pulmonary edema is a type of pulmonary edema that leads

to an increase in pulmonary capillary pressure and is caused by the failure of the

left ventricular [49]. Patients suffering from lung edema can experience hypoxemia

caused by the symptoms of edema which range from difficulty breathing to chest

pain and rapid heartbeat [50]. Hypoxemia can lead to further complications.

• Lung Lesion: Any abnormal area or aberrant growth in the lung tissue can be

classified as a lesion. Some lesions may be benign while others are caused by

inflammation or even cancer among other causes with most of the lesions arising in

the peripheral lung bands [51] with the right lung being more predisposed to lesion

formation than the left [52,53]. Consolidation can sometimes be confused with lung

lesion however, an accurate diagnosis can be made by using ultrasound [54]. If a

lesion causes a reduction in the amount of exhaled air, it is known as an obstructive

lesion in contrast to a restrictive lesion which causes a decrease in the amount of air

that can be inhaled [55].

• Lung Opacity: Opacity is a blanket term used to specify any region of lungs with

decreased transparency or increased density that shows up on different imaging

modalities such as X-rays and Computed Tomography scans which can highlight

the presence of consolidation and ground-glass opacities [56]. The edges of arteries

and airway walls are obscured, and there is hazy enhanced lung attenuation with

preserved bronchial and vascular margins. Some of the causes of lung opacity are

coronavirus-associated pneumonia [57], fluid accumulation, inflammation, scarring

of tissue, and infection.

• Effusion: Although, a normal amount of fluid between the pleura - a membrane

that encases the lungs - and the chest cavity is required for normal lung operation,
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an abnormal buildup from a variety of underlying causes can be detrimental to this

process [58] as the excess fluid can exert pressure on the lungs and result in difficulty

in breathing. There are two types of pleural effusion: exudative and transudative.

With the latter, a high protein concentration is anticipated while in the former, no

proteins are present in the fluid that is producing the buildup [59]. Effusion usually

presents with shortness of breath, cough, pain in the chest, and fever and can be

caused by lung cancer, tuberculosis, Mycoplasma pneumonia, and COVID-19 [60–

62]. As an initial treatment step, fluid is drained along with treating the underlying

cause.

• Pneumonia: Pneumonia being a form of lung infection affects the alveoli in the

lungs and causes them to fill up with fluid affecting their normal functioning of

gaseous exchange. Pneumonia causes can either be bacterial, viral, or other mi-

croorganisms such as hookworms and Ascaris [63,64]. In order to differentiate one

type of pneumonia from the other, imaging such as X-rays and CT Scans can play

an important role as viral pneumonia may present with nodules and crazy-paving

appearance while bacterial pneumonia is characterized by effusion and centrilobu-

lar nodules [65, 66]. Symptoms of pneumonia include but are not limited to cough,

fever, and shortness of breath. Pneumonia can be lethal depending on its severity,

especially in persons with compromised immune systems [67] but can be treated

with antibiotics and antivirals medications.

• Pneumothorax: When the space between the chest cavity and the pleura of the

lungs is filled up with gas or air and exerts pressure on the lungs resulting in col-

lapse, this condition is called pneumothorax. As this condition’s causes can be

numerous, it can be ruled out if lung sliding is present in a lung ultrasound in con-

trast to a chest X-ray. [68]. Pneumothorax also presents with symptoms such as

shortness of breath, fatigue and fever.

• COVID-19 First discovered in late 2019, the novel SARS-Cov-2 coronavirus is re-
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sponsible for causing COVID-19 [69]. The symptoms of COVID-19 can range in

severity from going away on their own to contracting COVID-19-associated pneu-

monia necessitating hospitalisation. Individuals are more likely to experience se-

vere symptoms if they have underlying illnesses like hypertension [70]. The most

common symptoms include cough, fever, and breathing problems [71] which can

even last months after the initial infection resulting in a phenomenon known as

Long COVID [72]. Owing to the fact that COVID-19 emerged recently, the long-

term effects and risk factors are not understood completely [73].

2.3 Imaging Modalities

Modern doctors’ arsenal is incomplete without non-invasive imaging. These imaging

techniques give them the ability to rapidly and precisely evaluate the state of the body’s

interior structures, on the basis of which they can develop a diagnosis and a treatment

strategy. There are two main categories of imaging: structural and functional. The struc-

tures of the organs, such as the connections between muscles, can be seen through struc-

tural imaging, whereas the functionality of an organ, such as the brain, can be understood

through functional imaging [74]. Some of the common imaging modalities used to in-

vestigate are Magnetic Resonance Imaging, Computed Tomography, Positron Emission

Tomography, ultrasonography, nuclear scanning, Chest X rays and Pulmonary Functional

Test (PFT) among others. Some of these modalities are discussed in this section.

2.3.1 Computed Tomography (CT)

Using a series of x-ray beams that are localised to a certain region at multiple angles, an

image of that region can be formed once the exiting x-rays are measured by a computer

[23]. In some cases, in order to obtain a better image, a contrast dye can be injected before

a CT scan is performed. While a CT scan can provide more detail as the beams can be

made to pass in multiple axis, the resultant dose of radiation from a CT scan is also higher
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as compared to that of a simple Chest X-ray. Owning to this fact, CT scans are used less

commonly than x-rays. Figure 2.3 shows the different slices obtained from a CT scan of

the chest cavity.

Figure 2.3: Slices from a Chest Cavity CT Scan in which different organs can be seen.
Taken from [75]

2.3.2 Magnetic Resonance Imaging (MRI)

MRI, originally known as Nuclear Magnetic Resonance Imaging (NMRI) [24], is a non-

invasive imaging technique that employs powerful magnetic fields and radio waves to

image the internal organs of the body [76]. One of the limitations of MRI is that the

patient has to remain still during the procedure in order to ensure that a usable image

is obtained. MRI, unlike CT and X-rays, does not use ionising radiation, which can be

harmful to live tissues [77]. Functional MRI (fMRI) is a more advanced type of MRI

that can be used to study real-time changes in different organs of the human body, such

as visual cortical activity in humans during spatial attention [78]. Figure 2.4 shows the

cross-sectional MRI of a patient with COVID-19.

2.3.3 Ultrasonography

Pulmonary ultrasonography is a non-invasive technique that uses a range of sound fre-

quencies (from 3MHz to 13MHz) to image the pulmonary and surrounding region in

order to diagnose different lung pathologies [25]. The imaging is done using a specilised

15



Figure 2.4: Pulmonary MRI of a patient with COVID-19. Taken from [79]

probe that can vary based on the structure that is to be examined [80]. As ultrasound

relies only on sound waves, therefore it does not have any negative effects that are usually

associated with high-energy radiation such as Computed Tomography scans, Magnetic

Resonance Imaging, or X-rays. Ultrasound has been shown to have a high sensitivity for

pulmonary pathologies such as pneumothorax, acute respiratory distress syndrome, and

even pneumonia [25].

2.3.4 Positron Emission Tomography (PET)

Positron Emission Tomography [26] is a nuclear imaging technique that uses a radioactive

substance to map internal organs such as the brain or the lungs. The radioactive substance

is injected into the body, and when it decays, it emits a positron, which when it comes

into contact with an electron emits gamma rays [81]. These gamma rays are then used for

imaging by the appropriate detectors. While a PET scan can provide valuable information,

it is also costly to set up and exposes the patient to radioactive traces, which can be harmful

in some cases [82]. Figure 2.5 shows a tumor in a PET scan.

2.3.5 X Radiography (X-ray)

This subsection discusses the imaging modality, X-ray, which has been used to train and

evaluate the proposed framework in this work.
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Figure 2.5: PET scan of lungs with a tumor. The arrows mark the position of the tumor.
Taken from [83]

2.3.5.1 Acquisition

X-rays - another form of ionising radiation - can also be used to image the human body

non-invasively. Chest X-Rays are used by radiologists because they are a simple, low-cost

method that can be brought to the patient in certain situations and thus can be useful in

pulmonary disease diagnosis. [84,85]. As X-rays can easily pass through the low-density

area such as lungs filled with air or fluid, therefore these regions appear as darker regions.

In contrast, X-rays are absorbed by high-density areas such as bones and therefore, these

regions appear as white. The density of other objects is depicted as a scale of different

shades of grey on the X-ray image. Figure 2.6 shows major landmarks in the a chest

X-ray.

As X-rays can only provide a two-dimensional view of the body, therefore different pro-

jections or views of the chest can be obtained as a result of the relative position of the

imaging plate and the X-ray beam. Posteroanterior (PA), anteroposterior (AP), and lateral

views are the most common.

When the X-ray beam is positioned such that it enters through the back of the patients and

exits from the front to hit the imaging plate, such a view is referred to as posteroanterior.

On the other hand, the anteroposterior view is formed when the patient faces the X-ray

beam such that the X-rays exit from the back and hit the imaging plate. Generally, PA

CXRs are preferred to AP CXRs as they are easier to read. The third type of project is the
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Figure 2.6: Chest X-ray with different landmarks. Taken from [86]

lateral view which is obtained when the X-rays exit the left side of the patient. To obtain

the lateral view, both arms need to be out of the way. A PA or AP view is paired with a

lateral view in order to better understand the organs that have been photographed because

X-rays are unable to provide a three-dimensional view.

2.3.5.2 Clinical Manifestations of Pulmonary Diseases

Although X radiography does not produce images with the same level of detail as an MRI

or a CT scan, its accessibility, and relatively easy setup make it an ideal method for initial

screening and diagnosis. Many pulmonary diseases can not only be diagnosed with a

chest X-ray but the progression of these diseases can also be monitored.

Typically, atelectasis is identified by the displacement of the interlobar fissure and the

opacification of the collapsed lobe. Moreover, there may be some indirect symptoms such

as elevated diaphragm, and a change in the position of the trachea, mediastinum, and

heart [87]. Examining the X-ray can also be used to diagnose consolidation. It causes

the damaged area of the lung to become uniformly opaque, making the surrounding ves-

sels more noticeable in a tree-like pattern. The opacity also conceals the lungs’ typical

characteristics [88].
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The condition known as pulmonary edema causes the alveoli in the lungs to swell up with

fluid. On an x-ray, this fluid is visible as ground glass opacity (GGO). When opacity

develops in pulmonary edema, it is characterised by being symmetric in both lungs and

covering a sizable portion of the lungs. While ultrasounds provide higher sensitivity when

it comes to detection of pleural effusion [89], CXR are still useful if the accumulated fulid

is over a certain volume [90]. When the fluid between the pleura and the lungs is present

and has a higher density than air, it manifests on the CXR as opacity [91] with the fluid

building up towards the lower parts of the lungs. A horizontal air-fluid level is reached in

the pleural cavity if fluid and air are both present, as opposed to buildup at the bottom [92].

Similar to this, different lung disorders also show up on the chest X-ray with a variety of

other abnormalities that can be used to correctly diagnose them.

2.3.5.3 Severity Quantification of Pulmonary Diseases

Chest x-rays are an efficient way to monitor a disease’s severity and progression. A one-

digit severity score can be utilised to obtain the most details on the condition of the lungs

from a single x-ray and can significantly affect how the patient is managed. Some of the

thoracic diseases such as acute respiratory infections [93,94] require physical examination

or questionnaires to assess the severity of the disease while the severity of others can be

determined by the opacification of the lungs.

Recent severity scoring approaches have focused on COVID-19 which require an X-ray

[95–97]. These techniques either assign a score to each lung or further divide the lung into

different zones, with each zone receiving a separate score, and the overall score being the

sum of the individual zone scores. The division of the each lung can either be into two or

three zones resulting in either four quadrants or six zones. Similarly, the scores allotted to

each lung or the zone can either be binary or can vary on a spectrum [95,98–100]. Figure

2.7 depicts the severity score that has been assigned to different zones of the lungs for a

patient with COVID-19. As opacification is a major manifestation in many of pulmonary
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diseases, therefore a similar scoring system based of the scores of individual zones can be

beneficial for those diseases as well.

Figure 2.7: Examples of CXR exhibiting COVID-19 that have been a severity score under
the scheme described in [101]. Image taken from [101]

2.3.5.4 Reading and Reporting

A chest X-ray provides a plethora of information that can be used to accurately identify

multiple thoracic ailments. This information can be described in the form of a report

after careful examination of the x-ray. The X-ray can be examined and the problems

summarised using the ABCDEF [102] method which entails the following:

• Airways: The status of the airways, including the trachea and hilar points, is one

aspect of a chest X-ray examination. Hilar point enlargement may be a sign of an

underlying disease like sarcoidosis or malignancy. [103].

• Breast Shadows/Bones: Rib fractures and other bones in the chest cavity can be

confirmed using the CXR.
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• Cardic Silhouette/Costophrenic Angles: Cardiomegaly is the enlargment of the

heart that can point to an underlying problem and is easily seen on the CXR. Simi-

larly, blunted or obscured costophrenic angles also indicate the presence of pleural

effusion or similar disease.

• Diaphragm: The diaphragm can be displaced when the region between pleura and

the lungs is filled up with air indicating an abnormal finding.

• Edges: Some disorders can affect the apices, or the edges of the lungs, and they

can either cause the tissues to thicken or result in the creation of scar tissues there

[104, 105].

• Fields/Failure: In the event of some disorders, the lung parenchyma (fields) of the

lungs may be flooded. Similar to this, alveoli can fill with fluid or pus, causing them

to seem opaque and signalling the presence of a disease.

To generate a thorough report, all of the CXR’s aforementioned factors must be taken into

account. A skilled radiologist can describe all the findings in a specific CXR in 10 to 15

minutes on average. Moreover, even skilled radiologists occasionally fail to detect some

results, which might have grave consequences [106].

2.4 Summary

The anatomy of the thoracic cavity and the lungs, imaging methods, and diseases that can

affect respiratory health are all covered in this chapter. The circulatory and respiratory

systems are shielded and supported by the thoracic cavity, which is made up of the ribs,

spine, and sternum. The pleura that covers each lung can be further broken down into

lobes and lobules, which in turn can be further broken down into bronchioles and alveoli.

Gaseous exchange occurs in the alveoli during breathing, and cellular abnormalities can

cause chronic obstructive pulmonary disease. The ability of the lungs to undergo gaseous

exchange can be impacted by a variety of respiratory disorders when the alveoli are af-
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fected in some manner, whether it be by fluid buildup or abnormal lung tissue growth.

The respiratory system can be examined and a diagnosis made using imaging techniques

like MRI, CT scan, and PET scan. The degree of opacification in the lungs is correlated

with the severity of respiratory disorders, including COVID-19 and others. The successful

management of respiratory illnesses depends on an accurate diagnosis.

X-rays are a helpful diagnostic and monitoring tool for pulmonary illnesses because they

provide non-invasive images of the human body. High-density structures, such as bones,

absorb X-rays and appear white, whereas low-density structures, such as lungs packed

with air or fluid, appear as darker regions. A chest projection or view can be obtained

by moving the imaging plate and X-ray beam relative to one another. X-rays only give

a two-dimensional perspective of the body. Several lung disorders can be diagnosed and

their development and severity tracked using chest X-rays. The important findings from

the CXR can also be summarised in the form of an accompanying report.
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Chapter 3

Literature Review

Chest X-rays remain one of the most used imagining methodologies used to diagnose and

track the progression of several chest ailments due to their low cost, accessibility, and

portability with over 2 billion X-rays taken annually [36, 84, 85]. The recent COVID-

19 pandemic has also overwhelmed radiologists because of an influx in the number of

patients as, now, they have to deal with the unprecedented challenges of diagnosing a

significantly large number of CXRs [107]. While it is true that the COVID-19 pandemic

has put significant strain on an already stretched medical system, even before the pan-

demic, the CXR evaluation and interpretation demands far exceeded the number that

could be handled by the radiologists [108, 109]. A robust diagnosis system able to work

on CXRs can help alleviate some of these problems such as reducing the exposure of

healthcare staff to the disease [110]. In addition, automated detection and diagnosis sys-

tems can aid the healthcare workforce in making better decisions regarding the level of

care needed by a patient. Although, Computed Tomography scans are more sensitive than

CXR and better for diagnosis [56] and have been used for the classification of COVID-19

as well [111,112], the ubiquity of the CXR makes it far more practical as a diagnosis tool

along with the added benefit of less exposure to radiation.

Various techniques have been proposed for the detection of pulmonary diseases to the
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segmentation of lungs, the segmentation of affected regions to localisation of opacities,

and from scoring the state of the disease to report generation from the chest X-ray. This

section provides an overview of such techniques that have come to rely on the use of deep

learning in its various forms. This chapter is mainly divided into 4 sections: classifica-

tion, segmentation and opacity localisation, severity scoring and quantification, and report

generation where each section provides an overview of the techniques used. For all these

tasks, methods like artificial neural networks, convolutional and fully convolutional neu-

ral networks, vision transformers, recurrent neural networks, and attention-based models

among others have been adopted over recent years. The literature analysed in this chapter

is structured as shown in Figure 3.1.

Figure 3.1: Literature analysis for insights from chest X-ray. The techniques discussed in
this chapter can be broadly divided into different sub-categories as shown here.
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3.1 Classification of Chest Diseases

Similar to its use in other domains, Convolutional Neural Networks (CNNs) have been

used for automated medical image analysis [113] signaling a departure from classical

machine learning techniques and have become state-of-the-art methods for the aforemen-

tioned task along with other domains as well. This performance can be attributed to the

number of large-scale image datasets that have become available over time, the improved

architectures of the deep learning models, and greater computational resources. However,

if the data is not representative of the problem domain then the results can be under-

whelming. An advantage that deep learning models have over earlier machine learning

techniques is that these can automatically infer significant features. This is why the recent

focus on diagnosis using CXRs has shifted to CNN as well. For chest X-rays, the diag-

nosis using images with deep learning models can provide performance that is at par with

expert radiologists [114]. As a result, many researchers have employed a variety of CNN

architectures for the classification of different pathologies [36, 115, 116], a process that

involves the detection of lesions that are classified [117]. The more generalizable such

systems are, the more widespread they can be.

In [118] evaluated the performance of six different neural network architectures used for

binary classification of CXR images for pneumonia. The researchers documented the ef-

fect of transfer learning using CNN architectures of various depths and complexity for a

binary classification problem. Their work showed that the number of trainable parameters

is not directly related to the performance of the network. A total of six neural network

models, with four pre-trained models (VGG16, VGG19, ResNet50, Inception-v3), and

two models consisting of two and three convolutional layers, were used for binary classi-

fication of CXR images for pneumonia. The custom models designed by the researchers

only consisted of convolutional layers followed by activation and max pooling with the

final layer being a fully connected layer. The custom networks employed Adam optimiser

and cross-entropy loss. The researchers found out that the custom model with three con-
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volutional layers and the VGG network had the best performance among all six models

with a recall of 98% and 95%, and F1 scores of 94% and 91% respectively.

In [119] introduced a novel training methodology termed curriculum learning in which

a ResNet-50 model with multi-label output was trained using a patch-based strategy that

focused on anomaly detection. The authors used a varying range of proportions such

as 1%, 5%, 20%, 50%, and 100% for the patches extracted from the image around the

lesion. After the training of the patch-based model, transfer learning was then used to

train the same architecture on entire X-ray images. The results showed that increasing the

proportion of the patch extracted around the lesion generally improved the results with

the use of 50% data producing the best results for most classes with 95.04% AUC and

91.92% accuracy for the external dataset and 92.60% AUC and 94.54% accuracy for the

test split. Gradient Class Activation maps were used to localise abnormalities as well.

In [120], the researchers introduced an attention mechanism by combining two CNN ar-

chitectures with the ResNet-50 [121] and DenseNet-121 [122] backbone with a neural

network. The global CNN branch examined the complete CXR and produced a lesion lo-

calisation heatmap which was used to produce a lesion mask. Using the generated mask,

the sub-region of the CXR was cropped and the local CNN branch inspected this region.

Both the networks were trained in tandem and their feature space was combined using the

fusion branch which consisted of only fully-connected layers. This not only allowed the

framework to have a shared loss but also allowed the framework to concatenate both local

and global features. The researchers validated their methodology on Chest X-ray 14 [123]

dataset and achieved a mean AUC of 0.868 for ResNet-50 and 0.871 for DenseNet-121.

ResNet-50 was able to outperform DenseNet-121 for three classes.

In order to make use of the free-text reports available with the CXR to localise the re-

gion of interest to a certain extent, [124] leveraged a Recurrent Neural Network in com-

bination with a CNN in a novel architecture called TieNet using a combination of text

embeddings and image features. Using the text reports as a priori knowledge to generate
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attention maps, the authors combined multi-level attention models into a single frame-

work. This not only improved the baseline Area Under the Curve scores but also allowed

the researchers to re-purpose TieNet purely for report generation as well. The proposed

framework was evaluated on Chest X-ray 14 [123] and Indiana University Chest X-ray

datasets [9] and achieved a weighted AUC of 0.748 and 0.798 respectively. In addi-

tion, around 900 reports were hand-labeled by radiologists from [123] and the framework

achieved a weighted AUC score of 0.719.

Moreover, the recent COVID-19 pandemic was addressed by utilising convolutional neu-

ral networks to develop clinical decision support systems. A transfer learning approach

was used for avoiding over and underfitting [125]. A VGG16 model pre-trained on Ima-

geNet Large Scale Visual Recognition Challenge (ILSVRC) weights was used. VGG16

has over 138 million trainable parameters with six blocks of 13 convolutions, five max

pooling, and three fully connected layers. The model was fine-tuned with CXR images

after the diaphragm has been removed using pre-processing steps. The image dataset had

8474 CXR images acquired using the [126–130] repositories, and the model classified

the images into normal, pneumonia, and COVID-19 classes. The results without data

augmentation were significantly lower compared to the results with data augmentation

highlighting the importance of data augmentation for CXR datasets. This model achieved

a COVID-19 detection sensitivity of 98.4%, and a three-class accuracy of 94.5%.

Similar to [125], researchers in [131] also worked on data augmentation and hyperparam-

eter optimisation for improving the results of multi-class classification for three classes:

normal, pneumonia, and COVID-19. The proposed optimisations increased the VGG-

19 and ResNet-50 accuracy by 11.93% and 4.97% respectively. The dataset used for

the evaluation of the proposed optimisations consisted of the combination of the datasets

from [123,130] and was termed as COVIDcxr. EfficientNet-B0 [11] was found to achieve

the best results based on accuracy, precision, recall and F1-scores compared to other net-

work architectures achieving 95.69%, 96.24%, 94.76% and 95.48% in the aforementioned
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metrics respectively. Data augmentation used translation (±10%), intensity shift (±10%),

zoom (±15%), horizontal flip (±10%), and rotation (±10%) [132].

Using CXR, a classification network called DFFCNet was proposed by [94] for COVID-

19 diagnosis that combined the deep features obtained from different networks using

a Deep Feature Fusion Module (DFFM). The model utilised the EfficientNetV2 [133]

backbone network for feature extraction along with ResNet which were combined using

DFFM and passed onto Support Vector Machine (SVM) for final classification. In order

to improve feature information, Spatial Attention (SA) and Channel Attention (CA) mod-

ules were also incorporated; the former generates a SA map containing the information

location using the spatial relationship of features while the latter produces a CA graph

using a sequence of average and maximum pooling along with feature relationship. The

suggested framework outperformed the other selected models in experiments achieving

99.9% accuracy for COVID-19 along with F1 score of 99.6% on a dataset that was modi-

fied from [134].

Instead of relying on a single CNN classifier for the final output, methods that rely on an

ensemble of several classifiers have also been proposed. In [135] the team came up with an

ensemble approach comprising Inceptionv3, DenseNet121, Xception, InceptionResNetv2

for the classification of COVID-19, Pneumonia, and normal CXR images. They were

able to achieve 98.33% and 92.36% accuracy for binary and multi-class classification

respectively on a dataset that was constructed using a combination of different online

repositories and consisted of 10,046 images. Similarly, a study compared 16 classifiers

for COVID-19 in CXR images for classification for three classes (COVID-19, normal,

viral Pneumonia) and different ensemble classification techniques, determining that the

majority voting technique yields an accuracy of 99.314% [136].

Vision Transformer (ViT) [137] was more recently repurposed by [96] for the classifica-

tion of COVID-19. To enable the framework to include the low-level corpus findings, the

researchers first trained the transformer architecture using a sizable, publicly accessible
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data set [1]. This backbone was then utilised to extract patch embeddings required for

input to the vision transformer. Then input from the encoder was then passed through a

classification head containing fully connected layers to obtain the final class probabilities.

Performance significantly improved because of the combination of vision transformer and

the large-scale data set that was used for pre-training. The researchers validated their re-

sults on both publicly available [1, 95, 123, 138] and local datasets that were collected in

Asan Medical Center, Chonnam National Univerity Hospital, Yeungnam University Hos-

pital, and Kyungpook National University Hospital and were marked by radiologists. The

highest AUC achieved by the framework was 0.973 and 0.935 for normal and others class

on Yeungnam University Hospital dataset.

Similarly, [139] proposed a novel vision transformer architecture called Input Enhanced

ViT (IEViT) for chest X-ray image classification. Inspired by ResNet, the proposed frame-

work builds CNN in parallel to the ViT whose output of the entire mage is concatenated to

the corresponding transformer encoder layer. The researchers evaluated their framework

on four datasets [127,128,132,140] totaling a little over 56000 images and containing four

classes: normal, pneumonia, tuberculosis, and COVID-19. An F1 score between 96.39%

to 100% was achieved by the framework across all four datasets.

In addition to CNNs, Capsule Networks were used for identifying COVID-19 in CXR

images [141]. Their models achieved an accuracy of 98.02% on 1019 images on a

dataset constructed from four repositories [128, 130, 142, 143] containing images as nor-

mal, COVID-19, and Pneumonia and constructed. In addition, the researchers also worked

on a cloud-based application for faster computation.

Some studies have used the combination of CXR and CT images for improving the clas-

sification performance [144, 145]. Pre-trained models like Xception, InceptionV3, and

EfficientNetV2 were used to identify COVID-19 in CXR and CT images. For the CXR

dataset, EfficientNetV2 with fine-tuning performed the best, but the LightEfficientNetV2

model performed the best for the CT data set [146]. The dataset used for training and
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evaluation was curated using public datasets for both CXR and CT [147–149]. In a

similar vein, in [150], a multi-classification model was proposed for four classes (nor-

mal, COVID-19, Pneumonia, and lung cancer) by combining CXR and CT images. The

study used VGG19+CNN, ResNet152, ResNet152V2+Gated Recurrent Unit (GRU), and

ResNet152V2 + Bidirectional GRU and achieved the best scores with VGG19+CNN

model with a 98.05% accuracy. A number of different datasets [3, 126, 148, 151, 152]

were combined to create the dataset that the researchers utilised to assess the proposed

methodology.

In [153], the researchers used a hierarchical approach for the classification of lung and

heart diseases. In the first step, using an ensemble of 3 different models, multi-class clas-

sification was performed for three classes: normal, heart disease, and lung disease. The

second step consisted of using the same ensembling technique but performed binary clas-

sification between normal and seven other diseases; three of which were for heart disease

and the other four were pulmonary abnormalities. The researchers used both CNNs in the

ensemble and the transformer-based architectures. Architectures based on a modified ver-

sion of Swin Transformer [154] outperformed the CNN architectures. This methodology

was validated on a combined dataset created from [1, 155]. Their proposed methodology

achieved an AUC of 95.13% for the multi-class classification and an average AUC of

99.26% for heart diseases and 99.57% for lung pathologies for binary classification.

In [156], presented a novel approach named PaulDi-COVID that ensembled eight dif-

ferent CNN architectures (VGG16, VGG19, ResNet50, ResNet152V2, DenseNet169,

DenseNet201, MobileNetV2, and NASNetMobile) for classification of 9 different lung

diseases including COVID-19. Transfer learning was used to fine-tune the aforemen-

tioned CNNs on an amalgamation of a subset of three different datasets [132, 157, 158].

Different iterations of the models were tested and the best-performing models were used

in the ensemble. Using this approach, PaulDi-COVID achieved 99.70% accuracy and

99.24% AUCROC for the classes under consideration.Table 3.1 provides a comprehen-
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sive summary of the majority of the methods discussed in this section.

Table 3.1: Summary of recent pulmonary disease classification techniques

Author,

Year
Dataset Methodology Results

Ibrahim

et al.,

[150],

2021

Public datasets

[151, 152],

[3, 126, 148]

• VGG19 backbone with a

custom CNN architecture

for classification of

COVID-19 using CXR and

CT scans

98.05% accuracy

Cho

et al.

[119],

2021

Local Dataset

(AMCenter

& SNU

Bundang

Hospital)

consisting of

9534 images

• ResNet-50 for multi- label

classification trained on

patches extracted from

normal and diseased images

• Fine-tuning of the ResNet-50

model trained on patches using

whole CXRs

.95 AUC and

91.92% accuracy

for the external

dataset and

.926 AUC

and 94.54% for

test split

Liu

et al.

[94],

2022

Curated

dataset for

COVID-19

[134]

• Deep feature fusion using

EfficientNetv2 and

ResNet101 backbone

• Spatial Attention and

Channel Attention modules

to generate SA and CA

maps for better feature

representation

• SVM for classification

using fused features

99.9% accuracy

with an F1 score

of 99.6%
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Table 3.1 continued from previous page

Author,

Year
Dataset Methodology Results

Guan

et al.

[120],

2019

ChestX-ray14

[123]

• ResNet-50 and DenseNet121

backbone for global and local

CNN for entire CXR and

lesion region

• Fusion deep neural network

to combine local and global

features from both CNNs for

the final classification

0.868 mean AUC

for ResNet50 &

0.871 mean AUC

for DenseNet121

Park

et al.,

[96],

2022

Public

[95, 123, 138]

[1] and local

datasets

• Pre-train of CNN back-

bone using [1] for

feature extraction

• Features from CNN back-

bone used as embeddings for

Transformer architecture

• Encoder outputs passed

through deep neural network

for final classification

probabilities

0.973 and 0.935

AUC for normal

and others class

on local dataset

Monshi

et al.,

[131],

2021

Combined

dataset from

[123, 130]

• CovidXrayNet based on

EfficientNet-B0 with

aggressive data augmen-

tation and hyperparameter

optimisation

95.69%, 96.24%,

94.76% & 95.48%

accuracy,

precision, recall

& F1 score

respectively
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Table 3.1 continued from previous page

Author,

Year
Dataset Methodology Results

Wang

et al.,

[124],

2018

ChestX-ray14

& Indiana

University

datasets

• A ResNet-50 backbone

based CNN combined with

LSTM for combining the

feature maps from the image

and word embeddings from

the text reports for joint

learning of classification

labels and producing the

text report.

Weighted AUC of

0.748 & 0.719 on

[123] & 0.798

on [9]

Bhardawaj

et al.,

[135],

2021

Combined

dataset

consisting of

10,046 images

• Ensemble consisting of

Inceptionv3, DenseNet121,

Xception and Inception-

ResNetv2

98.33% & 92.36%

accuracy for

binary and multi-

class

respectively

Jain

et al.

[118],

2020

Kaggle dataset

consisting of

5840 images

• Custom CNN model with 3

convolutional layers

• Pre-trained VGG16, VGG19,

ResNet50 and Inception-V3

98% Recall with

94% F1 score

Heidari

et al.,

[125],

2021

Combined

datasets

from [126–130]

• Fine-tuning of VGG16 pre-

trained on ImageNet after the

removal of the diaphragm and

data augmentation

98.4% sensitivity

& 94.5% accuracy.
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3.2 Segmentation and Opacity Localisation

Segmentation tasks have benefited from fully convolutional neural networks that are capa-

ble of constructing a pixel-level mask for the region of interest, similar to the performance

benefits for classification specifically in medical imaging [71,159–162]. The construction

of these masks allows to examine the structural irregularities and sizes of different organs

in the chest cavity. While many methods have been proposed for medical image segmen-

tation, most of the segmentation methodologies rely on a U-Net-like architecture with

an Encoder-Decoder configuration. This configuration is capable of taking an entire im-

age as input, reducing it to a latent space using successive convolutions and max pooling

operations, and then reconstructing a mask with the same size as the input image.

In [163], the team used a pair of CNNs to generate the lung mask. The initial network

based on AlexNet [164] performs a two-class classification into lung and no lung region.

This network is trained using a 32x32 patch from the original image where a patch is

considered to be lung if 20% or more of its region is the lung. This technique allows

for better performance on anomalous images. The reconstruction network which was

based on ResNet18 [121] and modified such that the last layer performs two-dimensional

max-pooling on the output of the preceding fully connected layer, takes the output of the

classification CNN, and produces a mask. Due to computational constraints, the input size

for the former CNN is 512x512 while for the latter, it is reduced to 128x128. The final

mask was a combination of the two masks. The researchers evaluated their methodology

on [4] and achieved a dice coefficient of 0.94, and accuracy, sensitivity, and specificity of

96.79%, 97.54%, and 96.79% respectively.

In [84], researchers proposed a hybrid method for generating lung masks for a large

dataset [165] using a human-machine collaborative approach. Using [4], as the initial

dataset, U-Net [121], U-Net++ [166], and Feature Pyramid Networks (FPN) [167] with a

number of backbones were trained. Using the best of these trained models, the team was
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then able to generate labels for another subset of the complete dataset which was then vet-

ted by a team of radiologists. This batch methodology was repeated until the masks for the

dataset have been generated. In addition to training the segmentation models for complete

lungs, the researchers also trained similar models but lung regions that have been affected

by COVID-19. This set of segmentation models created two masks for each picture, one

for the full lung and the other for just the COVID-19-affected area. The proposed ap-

proach achieved sensitivity and specificity values above 99% for COVID-19 detection. In

order to aid the classification of pneumonia, [168] also used U-Net segmentation to isolate

the area of the lungs for further processing.

In order to aid the classification of COVID-19 through a patch-based classifier, [169]

employed a segmentation model based on DenseNet103 to generate the lung segmentation

mask. In order to retain just the region containing the lungs, the generated segmentation

mask was then used. The classification algorithm produced a class for each of the K

patches from the segmented lungs and leveraged majority voting as the final result. The

researchers observed that the network tended to yield under-segmentation when applied

to abnormal CXRs due to the considerable disparity between the available normal and

abnormal images. Using [3, 4] datasets, the segmentation framework achieved a Jaccard

similarity coefficient of 0.955 and 0.932 on [3] and [4] respectively.

To tackle the problem of lack of segmentation masks for medical images, a few-shot se-

mantic segmentation approach with sparse labeled images was proposed by [170]. The

proposed method used dense labels in the meta-test and used sparse labels in meta-

learning to predict dense labels from sparse ones. In order to train for meta-learning,

the dataset not only consisted of CXRs [3–7, 171, 172] but also included CT scans [173]

and mammograms [174, 175] and leave-one-out strategy was employed. For [3, 171], the

researchers showed that increasing the number of points that are used for segmentation

and shots used for training improved the performance of the framework.

Degerli et al. [176] proposed a substantial change to the typical U-Net-like architecture
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of segmentation networks by substituting the convolutional layers in the decoder seg-

ment with operational layers [177] whose architecture of generative neurons permits a

heterogenous network which can be used to model any non-linear transformation. Using

DenseNet121 and Inceptionv3 for the encoder, the authors used operational 2D trans-

pose - repeated multiple times - to upsample from the latent space and operational layer

with sigmoid activation to obtain the final output. This new architecture was used for the

segmentation of COVID-19-affected lung tissue in the [178] dataset which was further

expanded in this study as well. The proposed model achieved an accuracy of 99.65% and

a precision of 98.09% on the aforementioned dataset.

When the lungs lose their ability to effectively exchange oxygen, this presents as increased

density on chest X-rays and is known as opacity. Opacity can be indicative of a number of

pulmonary disorders [179–183] therefore its localisation can be of vital importance and

even help in the classification of different diseases. In [184], the researchers modeled the

classification problem such that the abnormality class could be found using an ensemble of

different object detection architectures. Using an ensemble of Yolov5 [185], EfficientDet

[12], and FasterRCNN [186], the team trained and tested their model on [155] dataset.

To combine the predictions from all three models, Weighted Box Fusion [187] combines

the bounding boxes from all the models in a weighted manner. The proposed approach

achieved a mean Average Precision (mAP) score of 0.292.

Along the same lines as [184], the researchers in [188], also employed an ensemble of ob-

ject detectors for opacity localisation for [189] dataset. The outputs from RetinaNet [190]

with Mask R-CNN [191] were combined using a custom weighted average in which the

individual outputs from each architecture were trimmed using Non-Maxima Suppression

(NMS). RetinaNet performed better than Mask R-CNN for validation, hence the final

bounding box was altered with a weight ratio of 3:1 (RetinaNet: Mask R-CNN) for each

predicted bounding box that overlapped with a predicted bounding box from Mask R-

CNN with an IoU threshold larger than 0.5. For the bounding boxes from RetinaNet with
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no corresponding bounding box from Mask R-CNN, they were kept as is. This proposed

methodology achieved an mAP score of 0.204 on the test set.

In [192], in order to localise opacity for pneumonia detection on [189] dataset, the team

used U-Net for pixel-level segmentation. Once the segmentation mask was produced,

the bounding box for opacity was generated using the outermost coordinates. In order

to improve the performance of their methodology, the researchers also implemented a

novel batch control method (BCM) in which the ratio of the samples of each class in each

training cycle was varied. Using different numbers of randomly selected positive and

negative samples in the batch with size six, going all the way from 100% positive samples

to just 17% positive samples, the proposed methodology was able to achieve an F1 score

and accuracy of 0.78 when the ratio of positive samples was kept at 83%. U-Net was also

substituted with SegNet [193] and PSPNet [194] however, there was not much variation

between the results of all these architectures.

In [195], the researchers devised a method to divide the lung into six anatomically cor-

rect regions by using a registration method to warp an image to a pre-defined normal

CXR template using an affine transformation. The generated bounding boxes were fur-

ther refined by using heuristics obtained using medical insights. Using a subset of [123]

containing 13911 images, each of the six regions in each image was then assigned one

of two labels: opacity and normal. These labels were automatically generated using the

associated text reports with the CXRs and all the diseases were clumped together as opac-

ity. Using these opacity bounding boxes, RetinaNet [190] with ResNet50 backbone was

trained for 15 epochs with an input size of 1024x1024. The team was able to achieve

an mAP of 0.29 and an image-level classification accuracy of 77% on the test set. Table

3.2 provides a comprehensive summary of the majority of the methods discussed in this

section.
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Table 3.2: Summary of recent lung segmentation and opacity localisation techniques

Author,

Year
Dataset Methodology Results

Oh et

al.,

[169],

2020

JSRT,

[3],

Mont-

gomery

[4]

• Patch-based classifier trained

on lung region segments

segmented using DenseNet103

Dice coefficient of

0.955 and 0.932 on

[3] and [4]

respectively

Souza

et al.,

[163],

2019

asdwq‘ xc

Mont-

gomery

[4]

• Generation of lung masks by

patch-wise classification using

AlexNet

• Mask generated by the

classification network is used

as input for ResNet18 based

segmentation network

• Combination of both the

masks generated for the

final mask

Dice coefficient of 0.94,

accuracy, sensitivity,

and specificity of

96.79%, 97.54%, and

96.79% respectively

Dergerli

et al.,

[176],

2022

Combined

dataset

[178]

• DenseNet121 and Inceptionv3

used for encoder

• Substitution of convolutional

layers in the decoder by

operational layers

• Segmentation masks obtained

for only the COVID-19 affected

region

Accuracy of 99.65%

and a precision of

98.09%
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Table 3.2 continued from previous page

Author,

Year
Dataset Methodology Results

Wu et

al.,

[195],

2020

Chest X-ray

14 [123]

• Registration of CXR using a

template for dividing the lungs

in anatomically correct six

regions refined using medical

heuristics

• RetinaNet architecture with

ResNet50 backbone

0.29 mean Average

Precision and 77%

image level classi-

fication accuracy

Pham

et al.,

[184]

2021

Vindr-cxr,

[155]

• Ensemble of YOLOv5,

EfficientDet, and

Faster R-CNN using

Weighted Box Fusion

0.292 mean Average

Precision (mAP)

Sirazit-

dinov et

al.,

[188],

2019

RSNA

pneumonia

dataset

[189]

• Ensemble of RetinaNet and

Mask R-CNN

• Combination of predicted

bounding boxes using a ratio

of 3:1 (RetinaNet:Mask

R-CNN)

after the application of Non-

maxima suppression on each

network’s predictions

• RetinaNet predicted

bounding box kept if no

corresponding bounding box

found for Mask R-CNN

0.204 mean Average

Precision (mAP) on

[189]
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Table 3.2 continued from previous page

Author,

Year
Dataset Methodology Results

Chang

et al.,

[192],

2022

RSNA

pneumonia

dataset

[189]

• Bounding box generation

after pixel-level segmenta-

tion using U-Net

• Novel batch control method

with an 83% ratio of positive

to negative samples

F1 score and accuracy

of 0.78

Tahir

et al.,

[84],

2021

Covid-

qu

[165]

• Generation of lung

segmentation masks for a

large dataset [165] using

a human-machine

collaborative approach

• U-Net, U-Net++, and FPN

used for mask segmentation

• In addition to complete lung

masks, masks for the

COVID-19 affected regions

also generated using the

same approach

Sensitivity & specific-

ity above 99% on [165]

3.3 Severity Scoring and Quantification

Knowing the severity of the diseases can aid medical care providers in better clinical

management of a variety of thoracic diseases because they can vary widely in severity.

While in the past, methods like CXR findings, questionnaires, and physical examinations

have been used in order to gauge the severity of disorders such as Chronic Lung Dis-
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ease (CLD), Acute Respiratory Infections (ARIs), and Severe Acute Respiratory Infec-

tion (SARI) [93,196–198], the recent focus has been on the use of deep learning methods

such as CNNs and transformers to provide an object score using just a CXR. The ability

to estimate the severity score from a single CXR allows for a quick assessment of the

patient’s level of care and can significantly affect how the patient is managed. The recent

COVID-19 pandemic has also received attention for severity quantification.

In [179], Warren et al. proposed a non-invasive method of determining the severity of

pulmonary edema in Acute Respiratory Distress Syndrome by the assessment of chest X-

ray. The Radiological Assessment of Lung Oedema (RALE) score proposed by the team

took into account the density of opacification and the extent of consolidation. The lungs

were divided into four quadrants with each lung having two portions and each of these

four quadrants was given a score for the extent of consolidation and opacification density

with the former having a range of 0 to 4 while the latter was graded on a scale of 1 to 3

where 1 denotes hazy, 2 denotes moderate and 3 denotes dense. For each quadrant, the

product of both these scores was taken and for the RALE score for the complete CXR,

all the quadrant scores were summed up, thus, giving a range of 0 to 48. This scoring

protocol proved to be an excellent measure for assessing the severity of edema. [199]

came up with a modified RALE (mRALE) score, an alteration of score in [179] such that

each lung was not divided into quadrants, instead the score was applied on each lung. The

researchers also presented a novel Siamese network based on DenseNet121 which was

capable of producing a Pulmonary X-Ray Severity (PSX) score by comparing a COVID-

19 positive image with a group of normal images taken from [1] which was also used

during the pre-training phase. Their results showed that the severity score from a CXR

was a predictor of need for intubation or death within 3 days of when the CXR was taken

with an Area Under Receiver Operating Characteristic Curve (AUROC) of 0.8.

[200] devised a COVID-19 severity scoring system by dividing each lung anatomically

into three regions for a total of six regions where each region was given a score of 1 if
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opacity was present and 0 if it was absent resulting in a maximum score of 6 if opacity was

prevalent in all six regions. The upper region covered the region from the apices to the

superior hilar markings, the middle region was between the superior hilar and inferior hilar

markings while the lower region was between the inferior hilar makrings to costophrenic

sulcus. To validate this scoring system, the study included a cohort of 338 patients with a

median age of 39 years and the results showed that a severity score of 2 or more predicted

that the patient was admitted to the hospital while a severity score of 3 or more was a

predictor of whether the patient would be intubated or not.

This scoring methodology in [179] was adapted by [99] after modification such that the

extent of ground-glass opacities in each lung instead of each quadrant was graded on a

scale of 0 to 4 with 0 showing no involvement, 1 showing less than 25% involvement, 2

showing between 25% and 50% involvement, 3 showing between 50% and 75% involve-

ment and 4 showing greater than 75% involvement. The final score was the aggregate

of scores of both lungs and this method yielded a sensitivity of 69% for a cohort of 64

patients.

[98] trained a pair of regression models based on DenseNet to predict the extent of

lung involvement and the degree of opacity, a scoring system which was inspired by

both [99, 179]. To each lung, two scores were assigned: the extent of consolidation

which was scored in the exact manner as [99], and the degree of opacity which could

have a value of 0 to 3 where 0 meant no opacity, 1 meant ground glass opacity, 2 meant

consolidation and 3 indicated white-out due to opacity. The pre-training used 7 publicly

available datasets [1, 10, 123, 201–204] with COVID-19 samples while the testing was

on [130] which included COVID-19 samples. The DenseNet architecture was trained

with varying numbers of output classes including a single output for lung opacity, four

outputs for lung opacity, infiltration, consolidation, and pneumonia, and 18 outputs con-

taining almost all the classes from the non-COVID datasets. The proposed mechanism

was able to achieve a Mean Absolute Error (MAE) of 1.14 for the extent and 0.78 MAE
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for the degree of opacity. VGG16 with frozen convolutional layers and transfer learning

was used by [97] for the [130] dataset with an 80/20 split while still keeping the same

scoring protocol as [98]. Zhu et al’s [97] approach achieved a Mean Absolute Error of

0.93 for the extent and 0.91 MAE for the degree of opacity.

Irmak et al [100] suggested using CNN to categorise the severity of COVID-19 CXR im-

ages into four classes: mild, moderate, severe, and critical. The study used a total of 3260

images from nine publicly available CXR datasets [128, 130, 205–209]. A two radiolo-

gists’ opacity score served as the foundation for the disease severity score. The custom

CNN model employed by the team had 16 layers with an input size of 227x227 pixels and

softmax activation was used in the final layer. The results of the suggested proposed archi-

tecture were superior to ResNet-101, AlexNet, VGG-16, and other networks achieving an

accuracy of 95.52%. The hyperparameters for the proposed architecture were optimised

using grid search. A similar approach to classify COVID-19 cases into severe and non-

severe classes was used by researchers [210–215] as well. However, their methodologies

relied upon CT scans instead of CXRs and included varying numbers of samples in the

input data with varying performance.

By dividing the lungs into three equal segments, [95] employed the Brixia score [101],

which assigned a value from 0 to 3 to each of the six lung regions. A score was assigned

to each segment to represent the degree of lung damage in COVID-19 cases, with 0 denot-

ing no abnormalities and 3 denoting substantial aberrations. In addition, the researchers

proposed BS-Net, which utilised a pyramid technique to combine features gathered at

various scales. Before the CXR could be used as the input for BS-Net, automatic align-

ment of the segmentation masks generated using U-Net++ occurred using a multi-feature

region aligner and a multi-feature area aligner. The aligned features were passed through

a series of convolutional blocks which outputted the Brixia score in a 3x2 grid. In order

to improve the explainability of the framework, the team also came up with novel super-

pixel explainability maps which first grouped together the pixels based on their similarity
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and then using the predictions from the network, produced an Explainability map E as

an aggregate of the differences of the probabilities for each class. The methodology was

validated on a local dataset as well as other public datasets and achieved a Mean Absolute

Error of 0.424 compared to the markings of radiologists containing 450 images on the

former.

The framework based on a vision transformer for COVID-19 diagnosis by [96] also had a

severity quantification component to it. The deep features from the backbone model that

were used for the prediction of disease class were also employed for severity maps after

being processed by a lightweight network. The saliency maps produced by this network

were combined with the segmentation masks of the lungs. The researchers utilised a

scoring method similar to that used by [95]. This scoring system was devised such that

each of the six lung areas could only receive a maximum score of 1, with a total score

of 6 being assigned to the overall CXR. The greatest value in each of the six regions was

obtained using max pooling, and it was then thresholded to make it either a zero or a one.

In order to validate the proposed approach, local datasets along with [95] dataset was

used. This methodology was able to achieve a minimum Mean Square Error (MSE) of

1.441 and an MAE of 0.843 on one of the external datasets. The same approach achieved

an MSE of 1.683 on the consensus test subset from [95].

In order to quantify the severity of COVID-19 [84] made use of both the lung segmen-

tation mask and the segmentation mask indicating the area affected by COVID-19. The

severity was expressed as a percentage that was determined by dividing the total lung

pixels by the affected lung pixels. The value allowed for an independent assessment of

each lung and showed that the infection had severely harmed a significant percentage of

the lungs if the value was high. This technique achieved a dice coefficient of 0.882. Table

3.3 provides a comprehensive summary of the majority of the methods discussed in this

section.
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Table 3.3: Summary of recent severity scoring and quantification techniques

Author,

Year
Dataset Methodology Results

Park

et al.,

[96],

2022

Local

dataset &

test set

from [95]

• Pre-trained CNN backbone

using [1] for feature

extraction

• Features from CNN backbone

used as embeddings for

Transformer architecture

• Encoder outputs passed

through a lightweight CNN for

generation of pixel-wise severity

scoring

• Max pooling along with

thresholding applied to each

region to obtain a final severity

score for each region

Mean Square

Error (MSE) of

1.441 and an

MAE of 0.843

on one of the

external datasets

along with an

MSE of 1.683

on the

consensus test

subset from

[95]

Warren

et al.,

[179],

2018

Local

Dataset

• Division of lungs into 4

quadrants with each quadrant

covering half a lung

• Scoring based on the extent

of consolidation (0 to 4) and

opacification density (1 to 3)

• A single-digit score between

0 to 48 obtained by the

summation of the product of

both scores in each quadrant

An excellent

indicator of

severity of

ARDS by just

using the CXR
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Table 3.3 continued from previous page

Author,

Year
Dataset Methodology Results

Wong

et al.,

[99],

2020

Local

dataset

• Similar to the scoring proto-

col used by [179] with each

lung being scored instead of

each quadrant

69% sensitivity

for 64 patients

Singo-

roni et

al.,

[95],

2022

Local

dataset

• Brixia [101] scoring system

used to assign a score (0 to 3)

to each of the six lung zones

• Automatic alignment of the

segmentation masks generated

using U-Net++ using a multi-

feature region aligner and a

multi-feature area aligner

• BS-Net with a pyramid

technique to combine features

at various scales

• Explainability maps using a

super-pixel approach

Mean Absolute

Error (MAE) of

0.424 on a test

set of 450

images

Irmak

et al.,

[100],

2021

Combined

dataset

from

[128, 130, 205],

[206–209],

with 3260

images

• Severity quantification using

four classes

• Custom CNN with 16 layers

• Hyperparameter optimization

using grid search

95.52% accuracy
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Table 3.3 continued from previous page

Author,

Year
Dataset Methodology Results

Cohen

et al.,

[98],

2020

Combined

dataset

from

[1, 123, 201],

[10, 202, 203],

[130, 204],

• Scoring system inspired by

both [99, 179]

• Scoring based on the extent

ofconsolidation (0 to 4) and

opacification density (0 to 3)

with the higher number being

more severe

• DenseNet-based pair of

regression models to predict

each score individually

• Different number of output

classes for 1 to 18

Mean Absolute

Error (MAE) of

1.14 for the

extent of consoli-

dation and 0.78

MAE for the

opacification

degree on [130]

3.4 Automated Report Generation Through Natural Lan-

guage Processing

Medical reports provide additional information for different imaging modalities that may

not be apparent from the imaging itself making such a report quite useful. Automated

report generation from a single or a pair of CXRs can allow for rapid evaluation of a

patient’s condition as not only it can be generated quickly but can be made less error-prone

as compared to a non-experienced radiologist [216]. The use of diverse deep learning-

based techniques has become more prevalent where the problem can either be modeled as

a retrieval problem due to a radiology report following a template [217] or a generation

problem where a free-text report is generated from scratch.

47



[218] employed the retrieval-based approach and proposed Knowledge-Driven Encode,

Retrieve, Paraphrase (KERP) framework. At each stage of the architecture, a graph trans-

former is employed using either the latent space output or the graph output from the

previous module. Using a Graph Transformer (GTR), the features in the latent space gen-

erated by the CNN are flattened such that each element represents a node in a graph and

then turned into an abnormality graph. The abnormality graph is again transformed using

GTR into a template sequence, where each template sequence’s length is denoted by Ns.

The generated sequences of templates are transformed in the Paraphrase module where

the template sequences are enriched with case-specific information along with improving

the text itself to make it more dynamic. Additionally, using the abnormality graph, GTR

is once more used to transform it into a disease classification graph with multi-labels.

In order to validate their approach, the researchers used two datasets [9], one of which

was private. This methodology was able to achieve a Bilingual Evaluation Understudy

(BLEU) 1 score [219] of 0.482 and a BLEU-4 score of 0.162 on [9] while on the private

dataset, a score of 0.673 and 0.473 was achieved for BLEU-1 and BLEU-4 respectively.

Li et al. [220] proposed a Hybrid retrieval-generation reinforced (HRGR) agent - a sim-

ilar approach to [218] of encoding visual features extracted through a CNN [122] as a

context vector which was used to generate topic states by the use of stacked RNN layers

with attention. A retrieval policy module was then used to determine whether a template

should be retrieved or a new sentence generated depending on the probability and this

module was trained using hierarchical reinforcement learning. On the [9] dataset, this re-

search methodology achieved a BLEU-1 score of 0.438 and a BLEU-4 score of 0.151. On

the CH-CXR private dataset, scores of 0.673 and 0.486 for BLEU-1 and BLEU-4 were

achieved.

Researchers in [221] introduced two additional modules to a traditional sequence-to-

sequence architecture where latent space features extracted from an image are regarded as

input sequences, putting forth a novel framework for radiology report generation. A rela-
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tional memory module was added that is utilised to store the pattern information in order

to take advantage of similarities between the images. The matrix form timestep t − 1 is

used as the query, along with the other two components which are simply the concatena-

tion of the same matrix with the preceding output to produce the key and value pairs for

each attention head at timestep t. ResNet101 [121] is used as the feature extractor and

the feature length is capped at 2048. Using a Multilayer Perceptron to predict the ∆γ and

∆β from the matrix from the memory module, the second module called Memory-driven

Conditional Layer Normalization (MCLN) is responsible for improving the generalisation

capabilities of the decoding process. The performance of the framework is tested on two

datasets: Indiana [9] and MIMIC-CXR [10]. The researchers were able achieve a BLEU-

1 and BLEU-4 score of 0.47 and 0.165 respectively on the former dataset and a BLEU-1

and BLEU-4 score of 0.353 and 0.103 on the latter.

[222] employed Long Short-Term Memory (LSTM) [223] in conjunction with CNN

and attention module to generate X-ray reports. The VGG19 architecture is modified

by adding fully connected layers at the end which output a feature vector of length 256.

Using an embedding layer, the latent space vector is converted to 256x22 embedding

where 22 represents the maximum size of the findings in [9] dataset. An attention mecha-

nism generates a context vector prior to the embeddings being used by the LSTM for the

generation of the output words, which is then combined with the hidden state to forecast

the following word. The inclusion of a context vector allows the framework to focus on

only the information that is most relevant to the region of interest. Similar to [221], two

datasets ( [9] and [10]) were used for gauging the performance of the proposed method-

ology which achieved a BLEU-1 score of 0.58 and BLEU-4 score of 0.155 on Indiana

dataset and BLEU-4 score of 0.153 on MIMIC-CXR.

Liu et al. [224] used the Knowledge Graph Auto-Encoder (KGAE), an unsupervised

method that relies on a pre-built knowledge graph, to reduce the reliance on datasets that

contain image-report pairs. The knowledge graph, which is utilised for the encoder and
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decoder, is built using [10] reports instead of the images, with the abnormalities acting

as nodes and the normalised co-occurrence of these abnormalities in the reports serving

as edge weights. ResNet50 [121] and Transformer [137] are used to extract the embed-

dings which are then used as queries to the pre-built knowledge graph making the encoder

Knowledge-driven (KE). In a similar fashion, a knowledge-driven decoder is used to gen-

erate textual report from the graph representations of the image. The researchers also

modified their proposed approach to make it semi-supervised and supervised by incorpo-

rating some of the image-report pair in the generation of the knowledge graph. The su-

pervised approach outperformed both the semi-supervised and the unsupervised approach

achieving a BLEU-1 score of 0.512 and 0.369 for [9] and [10] respectively and a BLEU-4

score of 0.179 and 0.118 for the same datasets.

Srinivasan et al. [225] suggested a report-generation methodology that utilised Image

Level Chest Features (ICLF) extracted using a custom CNN and Tag Level Chest Fea-

tures (TCLF) extracted using Multi-Head Attention (MHA) by using only the lung area

clipped using the Single Shot Detector (SSD) [226]. The CNN used for ICLF was modi-

fied such that it could classify the image as normal or abnormal based on 16 overlapping

patches of 128x128 each in order to retrieve the tags for only diseased images. Triplet

loss was used for training this sub-module. Using a concatenated version of ICLF passed

through MHA, the top 16 tags are selected from a total of 237. It employs two [137]-like

encoders, one of which uses TCLF as input to produce embeddings and the other of which

uses ICLF. Similarly, two decoders are used as well; one for generating Findings output

based on both embeddings while the other one generates Impressions based on output

features from the first decoder. Both Impressions and Findings are concatenated together

to produce the final report. On [9] dataset, the proposed methodology was able to achieve

a BLEU-1 score of 0.464 and a BLEU-4 score of 0.158.

In order to mimic the process of report writing by the radiologists, [227] proposed a

Posterior and Prior Kno-wledge Exploring and Distilling (PPKED) approach. Three
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primary components formed this approach: Multi-domain Knowledge Distiller (MKD),

Prior Knowledge Explorer (PrKE), and Posterior Knowledge Explorer (PoKE). PoKE be-

ing the first component of the framework was used to extract the abnormality information

from the image embeddings from ResNet152 [121] feature extractor and the embeddings

from a bag of Tags T containing 20 of the most common abnormality tags. Using multi-

head attention and Feed Forward Network (FFN), the output from both the image and

tag embeddings is normalised and added to create the final output of PoKE. The next

component, PrKE, uses the results of PoKE to generate two more outputs: Prior Working

Experience (WP r), which is created by generating embeddings from the text reports of

the 100 closest images using cosine similarity from the training corpus, and Prior Medical

Knowledge (GP r), which is created by combining the results of PoKE with embeddings

from a knowledge graph created using the same abnormality tags. MKD performs the

task of the decoder by using the output of PoKE and PrKE. The final probability of the

words is calculated using Softmax activation with Cross-Entropy loss for training the

model. [9] and [10] were used for gauging the performance of the proposed framework

which achieved a BLEU-1 score of 0.483 and BLEU-4 score of 0.168 on the Indiana

dataset and a BLEU-1 score of 0.36 and BLEU-4 score of 0.149 on MIMIC-CXR.

[228] proposed including two different forms of knowledge — general domain knowl-

edge and image-specific knowledge — in the report generation task, the former of which

is independent of the input and the latter depends on the input. The manually constructed

RadGraph [229] was utilised for generic domain knowledge. Latent-space features of

the input image extracted via a CNN are used to retrieve similar reports from a report

pool in order to obtain image-specific information. In order to obtain triplets (source en-

tity, relation, and target entity), related reports are fed via the [229] relation extractor.

The novel knowledge-enhanced attention module aggregates the embeddings generated

from the generic domain knowledge with the embeddings extracted from the visual fea-

ture extractor. The triplets derived from similar reports are concatenated, passed through

Clinical BERT [230], and aggregated with the visual features in the same way as generic
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domain knowledge for image-specific domain knowledge. For report generation, the de-

coder from [137] is used with the generic knowledge, specific knowledge, and the visual

features concatenated as input. Two datasets ( [9] and [10]) were used for gauging the

performance of the proposed framework which achieved a BLEU-1 score of 0.496 and

BLEU-4 score of 0.178 on the Indiana dataset and a BLEU-1 score of 0.363 and BLEU-4

score of 0.115 on MIMIC-CXR. In addition, the framework also achieved a CIDEr [231]

score of 0.382 and 0.203 on the two aforementioned datasets respectively.

In order to mimic the practice of consolidating the opinion of multiple experts for difficult

cases, researchers in [232], presented a novel transformer-based framework termed ME-

Transformer. Similar to the Mixture of Experts technique, the team modified the Trans-

former Encoder and Decoder to incorporate a Multi-expert Bilinear Attention Encoder

and Decoder. Special learnable expert tokens are added in both the Encoder and De-

coder. Using these expert tokens embeddings, the orthogonal loss is computed to max-

imise the similarity between the tokens in the encoder and decoder. This approach al-

lows the framework proposed in [232] to have an ensemble-like behavior without having

the disadvantage of having a lot of parameters. The performance was gauged using [9]

and [10] datasets where a BLEU-1 score of 0.483 and 0.386, and a BLEU-4 score of 0.172

and 0.124 was achieved respectively.

In order to learn multi-level visual representation and adaptively condense the data with

contextual and clinical knowledge for word prediction, [233] proposed a Knowledge-

injected U-Transformer (KiUT). To specifically characterize interactions between various

modalities, a U-connection were established between the encoder and decoder. In order

to further improve the performance of the framework, a symptom graph of the common

lung pathologies was created using the correlation, location and characteristics of differ-

ent symptoms of these pathologies and used as Clinical Knowledge Signal in conjunc-

tion with Visual Knowledge Signal and Contextual Knowledge Signal. The combination

of these three signals was treated as injected knowledge and was fed into the Injected
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Knowledge Distillter which combined this knowledge with the Decoder embeddings us-

ing Multi-Head Attention. Using this elaborate technique, the framework proposed in this

paper achieved a BLEU-1 score of 0.525 and 0.393 and a BLEU-4 score of 0.185 and

0.113 on [9] and [10] datasets respectively.Table 3.4 provides a comprehensive summary

of the majority of the methods discussed in this section.

Table 3.4: Summary of recent CXR report generation techniques

Author,

Year
Dataset Methodology Results

Liu et

al.,

[224]

2021

Indiana

[9],

MIMIC

[10]

• A pre-built knowledge graph

using [10] reports

with the abnormalities as nodes

and the normalised co-

occurrence of the abnormalities

serving as edge weights

• Knowledge-driven encoder uses

embeddings and the knowledge

graph

• Knowledge-driven decoder uses

image graph representation for

generating reports

• Proposed approach also

modified to work semi-

supervised and supervised by

incorporating some of the

image-report pair in the

generation of the knowledge

graph.

BLEU-1: 0.512

BLEU-2: 0.327

BLEU-3: 0.240

BLEU-4: 0.179 on [9]

BLEU-1: 0.369

BLEU-2: 0.231

BLEU-3: 0.156

BLEU-4: 0.118 on [10]
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Table 3.4 continued from previous page

Author,

Year
Dataset Methodology Results

Li et

al.,

[220],

2018

Indiana

[220],

Private

Dataset

• Context vector generated using

image encoder and is based on

image latent space features

• Stacked RNN layers with self-

attention used to generate hidden

topic states

• Sentence generation or retrieval

is decided by a retrieval module

BLEU-1: 0.438

BLEU-2: 0.298

BLEU-3: 0.208

BLEU-4: 0.151

CIDEr: 0.343

on [9]

BLEU-1: 0.673

BLEU-2: 0.587

BLEU-3: 0.530

BLEU-4: 0.486

CIDEr: 0.2895

on private

dataset

Chen et

al.,

[221],

2020

Indiana

[9],

MIMIC

[10]

• Addition of relational memory

module for pattern information

between similar images

• Memory driven Conditional

Layer Normalization for predict-

ing ∆γ and ∆β for better

generalization capabilities

BLEU-1: 0.470

BLEU-2: 0.304

BLEU-3: 0.219

BLEU-4: 0.165

METEOR [234]: 0.187

on [9]

BLEU-1: 0.353

BLEU-2: 0.218

BLEU-3: 0.145

BLEU-4: 0.103

METEOR: 0.142 on [10]
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Table 3.4 continued from previous page

Author,

Year
Dataset Methodology Results

Li et

al.,

[218],

2019

Indiana

[9],

Private

Dataset

• Latent space visual features

are encoded as an abnorma-

lity graph using Graph Trans-

former

• Template sequence generated

using Graph Transformer from

the abnormality graph

• Paraphrase Graph Transform-

ers takes the template

sequences and converts them

to the final report

• Abnormality Graph also used

for the prediction of diseases

class for the input image

BLEU-1: 0.482

BLEU-2: 0.325

BLEU-3: 0.226

BLEU-4: 0.162

CIDEr [231]: 0.28

on [9]

BLEU-1: 0.673

BLEU-2: 0.588

BLEU-3: 0.532

BLEU-4: 0.473

CIDEr: 0.285

on private

dataset

Yang et

al.,

[228]

2022

Indiana

[9],

MIMIC

[10]

• Integration of generic domain

knowledge and image-specific

knowledge obtained from

manually constructed knowled-

ge graph with visual features

• Novel Knowledge-enhanced

attention head was used for the

aggregation of embeddings

• Standard decoder was used for

report generation

BLEU-1: 0.496

BLEU-2: 0.327

BLEU-3: 0.238

BLEU-4: 0.178 on [9]

BLEU-1: 0.363

BLEU-2: 0.228

BLEU-3: 0.156

BLEU-4: 0.115 on [10]
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Table 3.4 continued from previous page

Author,

Year
Dataset Methodology Results

Sirshar

et al.,

[235],

2022

Indiana

[9],

MIMIC

[10]

• Feature extraction through

VGG19 which is then

converted to 256x22 embe-

ddings using an embedding

layer

• Context vector generation

using attention mechanism

from the embeddings

• Word prediction using

LSTM from the context

vector and embeddings

BLEU-1: 0.582

BLEU-2: 0.342

BLEU-3: 0.263

BLEU-4: 0.155

on [9]

BLEU-4: 0.153

on [10]

Sriniv-

asan et

al.,

[225],

2020

Indiana

[9]

• Image Level Chest Features

(ICLF) are extracted through

CNN along with Tag Level

Chest Features (TCLF) using

Multi-Head Attention

• Two encoder-decoder pairs

are used with ILCF and TLCF

for generating Findings and

Impressions

• Findings and Impressions are

combined for the final report.

BLEU-1: 0.464

BLEU-2: 0.301

BLEU-3: 0.212

BLEU-4: 0.158 on [9]

56



3.5 Research Gaps

Through the literature review of techniques for disease classification, lung segmentation,

severity scoring, and report generation, the following research gaps have been identified:

1. Lack of a single framework that not only classifies a CXR image in a particular

disease class but also segments the lungs’ opacity regions if the lungs are diseased.

2. While COVID-19 has been the focus of recent severity classification attempts, a

lack of severity classification for different pathologies still exists.

3. A generic CXR analysis framework that can generate radiology reports that are

closer in content to a radiologist is required.

4. There is no benchmark CXR dataset available with sample images from Pakistan or

any South Asian country with the labels of chest diseases.

3.6 Summary

This literature survey provides a brief overview of the techniques that have been used for

lung disease classification, lung segmentation, severity scoring and quantification, and ra-

diological report generation. It is quite clear that all the modern approaches for the afore-

mentioned tasks rely on the use of deep learning methodologies such as convolutional

neural networks, and more recently, vision transformers. The use of these techniques has

been made possible due to the availability of large-scale CXR datasets containing both

the images and the reports. Using a single framework for all the tasks requiring just one

of two chest X-rays has been the main focus of recent techniques. In addition, the opti-

misation of already existing techniques whether it is in terms of the number of trainable

parameters or reduction in inference time has also been the focus of recent studies.
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Chapter 4

Materials

Chest X-rays are the primary tool used by radiologists to identify pulmonary disorders.

The rise of the availability of several large, public CXR datasets has allowed for the train-

ing of different artificial intelligent decision support systems that can be integrated with

existing infrastructure and can help combat the unprecedented challenges of diagnosing

a significantly large number of CXRs by the radiologists all around the globe [107]. The

two frameworks that serve as the foundation of this research endeavor are one that gen-

erates medical reports from a single chest X-ray and the other that does classification,

segmentation, and severity grading. This chapter discusses the utilisation of various data

sets that can be categorised according to their intended use for the different frameworks.

4.1 Classification Datasets

The main goal of classification is to assign one or more labels, each with a different level

of confidence, to the complete contents of the provided image. The underlying condition

can be swiftly identified with the aid of models trained for classification, and radiologists

can then thoroughly examine it for further insights.
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4.1.1 Chest Expert (CheXpert)

A group of subject matter experts from various Stanford University departments has gen-

erated the dataset known as CheXpert [1] that has been gathered over a period of 15 years

from October 2002 to July 2017. It consists of a significantly large number of CXRs to-

taling 224,316 which have been gathered from 65,240 patients and were made public in

2019. The chest X-rays included in this dataset are primarily captured using either the

frontal view (both AP and PA) or the lateral view. For each patient, the screening study

can contain both the frontal and the lateral view. Figure 4.1 shows the chest X-ray of one

such study from the dataset.

Figure 4.1: The frontal (a) and lateral (b) view of the thoracic cavity of a patient captured
using CXR. Image taken from [1]

The CXRs included in this study only had associated reports which were used to generate

the class labels assigning one or more labels based on the report. These reports were

parsed through a rule-based labeler to extract possible mentions of the classes and then

classify those mentions as positive, uncertain, or negative. The researchers opted for

14 classes covering major ailments of the chest cavity including cardiomegaly, enlarged

cardiomediastinum, and even the presence of support devices. The labeler results were

verified using a set of 1000 radiology reports [1]. Table 4.1 shows the class distribution in

terms of samples and percentages by the mentions extracted by the labeler.
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Table 4.1: Distribution of samples according to the 14 classes in the CheXpert data set [1]

Pathology Positive (%) Uncertain (%) Negative (%)
Atelectasis 29333 (15.63) 29377 (15.66) 128931 (68.71)

Cardiomegaly 23002 (12.26) 6597 (3.52) 158042 (84.23)
Consolidation 12730 (6.78) 23976 (12.78) 150935 (80.44)

Edema 48905 (26.06) 11571 (6.17) 127165 (67.77)
Enlarged Cardiom. 9020 (4.81) 10148 (5.41) 168473 (89.78)

Fracture 7270 (3.87) 484 (0.26) 179887 (95.87)
Lung Lesion 6856 (3.65) 1071 (0.57) 179714 (95.78)
Lung Opacity 92669 (49.39) 4341 (2.31) 90631 (48.30)
No Finding 16627 (8.86) 0 171014 (91.14)

Pleural Effusion 75696 (40.34) 9419 (5.02) 102526 (54.64)
Pleural Other 2441 (1.30) 1771 (0.94) 183429 (97.76)
Pneumonia 4567 (2.43) 15658 (8.35) 167407 (89.22)

Pneumothorax 17313 (9.23) 2663 (1.42) 167665 (89.35)
Support Devices 105831 (56.40) 898 (0.48) 80912 (43.12)

Ignoring the class support devices, the maximum number of samples are found of lung

opacity followed by pleural effusion and edema respectively. This dataset also contains a

separate test subset containing 235 images from 200 patients that has been annotated by a

team of three radiologists for the presence or absence of the 14 pathologies.

4.1.2 Brazilian Labeled Chest X-ray (BRAX)

Brazilian labeled Chest X-ray [2] dataset was generated from Picture Archiving and Com-

munication System (PACS) from the Hospital Israelita Albert Einstein (HIAE) in Sao

Paulo and was made public in 2022 in Digital Imaging and Communications in Medicine

(DICOM) format [236]. DICOM allows the X-rays to be stored in a higher bit format such

as 12 bits per pixel which can be helpful for applying the windowing operation. Although

compared to CheXpert [1], BRAX is a relatively small dataset, however, it still consists

of 24,959 chest exams and 40,967 X-rays. Similar to CheXpert, X-rays in BRAX also

contain both the frontal and the lateral view. Building upon the image labeler in [1], the

team modified it for Portuguese to generate the class labels as the associated reports were

in the aforementioned language. The rest of the methodology for the labeling was kept

the same. The distribution of the number of samples for different pulmonary pathologies
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Table 4.2: Distribution of samples according to the 14 classes in the BRAX data set [2]

Pathology Positive (%) Uncertain (%) Negative (%)
Atelectasis 3518 (8.59) 0 41 (0.1)

Cardiomegaly 3984 (9.72) 0 28000 (68.35)
Consolidation 3157 (7.71) 0 19 (0.05)

Edema 50 (0.12) 0 0
Enlarged Cardiom. 71 (0.17) 2 (0.00) 26212 (63.98)

Fracture 624 (1.52) 0 16405 (40.04)
Lung Lesion 1290 (3.15) 19 (0.05) 46 (0.11)
Lung Opacity 4065 (9.92) 17 (0.04) 52 (0.13)
No Finding 29009 (71) 0 11958 (29)

Pleural Effusion 1822 (4.45) 0 31422 (76.7)
Pleural Other 117 (0.29) 0 1 (0.00)
Pneumonia 774 (1.89) 0 46 (0.11)

Pneumothorax 214 (0.52) 0 189 (0.46)
Support Devices 8791 (21.46) 0 21 (0.05)

is given in table 4.2.

When utilising this dataset to train classification models, it can be challenging because

the number of images in BRAX that are classified as no finding is significantly higher

than the number of samples in all other classes combined excluding support devices. The

next class to have maximum samples is lung opacity followed by cardiomegaly containing

4065 and 3984 positive samples respectively. Figure 4.2 illustrates the presentation of a

subset of diseases from the BRAX [2] dataset. Due to the similarity of symptoms, several

lung diseases may be hard to distinguish from one another.

4.2 Segmentation Datasets

While an image-level classification is helpful, examining the specific lung regions can pro-

vide additional information from the X-ray. This necessitates that the lungs are segmented

from the overall CXR and used for additional processing, such as severity quantification

or the creation of pixel-level masks for the affected areas.
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Figure 4.2: Example images from (a) to (e) for the various pulmonary diseases in the
BRAX [2] data set

4.2.1 Montgomery County Dataset

138 frontal chest X-ray images from the Montgomery County Tuberculosis Screening

Program are included in the Montgomery County dataset [4], which was compiled by the

Department of Health and Human Services in collaboration with Montgomery County,

Maryland in the United States. 80 of the images show normal functioning and 58 show

symptoms of tuberculosis. These chest X-ray images range in resolution from 4020 x

4892 to 4892 x 4020 pixels providing excellent detail. Along with the images, the dataset

also contains segmentation masks for the CXRs which have been annotated by a team of

radiologists. Figure 4.3 shows an image and its corresponding segmentation mask from

all three segmentation datasets used in this work.
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Figure 4.3: Example images from (a) to (c) showcasing the segmentation masks for JSRT,
Montgomery, and Shenzhen datasets respectively [3–7] respectively

4.2.2 Shenzhen Dataset

This dataset contains X-ray images that were gathered by the Shenzhen No. 3 Hospital

in Shenzhen, Guangdong Province, China [5, 6] The Shenzhen Hospital acquired these

X-rays as part of its routine care in JPEG format. The dataset was originally acquired

for image-level classification as the dataset contains 326 normal and 336 abnormal x-rays

where the abnormality is tuberculosis.

The segmentation masks for a major portion of this dataset were made available in another

study [7] where the masks were prepared by a team at the Computer Engineering Depart-

ment, Faculty of Informatics and Computer Engineering, National Technical University

of Ukraine ”Igor Sikorsky Kyiv Polytechnic Institute”, Kyiv, Ukraine.
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4.2.3 Japanese Society of Radiological Technology Dataset

For lung segmentation, the Japanese Society of Radiological Technology (JSRT) dataset

is frequently utilised [3]. The JSRT collection offers masks for the heart and both clavicles

that have been annotated by radiologists, even though it is best known for lung segmenta-

tion. Out of a total of 247 CXRs, 154 images also have image-level classification labels

in JSRT. 100 of the 154 images with nodules are cancerous, while 54 are benign. The

dataset also shows where each nodule is located.

All CXR scans within the JSRT dataset have a resolution of 2048 × 2048 pixels with a

12-bit pixel depth. Table 4.3 summarizes segmentation datasets that are used for training

the segmentation head in one of the frameworks in this research work.

Table 4.3: Number of samples for different segmentation datasets

Data set Samples
JSRT [3] 247

Montgomery [4] 138
Shenzhen [5–7] 566

4.3 Opacity Localisation Datasets

Numerous lung conditions cause the lungs to become opaque, which impairs the lungs’

ability to perform the gaseous exchange. These appear as areas of greater density on the

X-ray. The extent of the disease can also be determined by the opacification of the lung

tissue, which is particularly helpful for monitoring the disease’s progression over time.

Therefore, determining where the lung opacities are located is crucial.

4.3.1 SIIM-FISABIO-RSNA (SIIM)

SIIM-FISABIO-RSNA COVID-19 detection dataset was made available in the form of a

public challenge at Kaggle [8]. The purpose of this dataset is the detection of COVID-19

and associated pneumonia types with subsequent localisation of lung opacity regions in
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the CXR images. The training dataset has a total of 6336 images of varying resolution

ranging from 846x1353 to 4891x4020. The competition organizers provided the labels

against the training dataset with four distinct classes; negative for pneumonia, typical,

indeterminate and atypical appearance of COVID-19 associated pneumonia. The number

of samples for each class is 1737, 3007, 1108, and 484 respectively. Out of these, Only

4224 of the total number of images have opacity annotations which were used in one of

our frameworks. Figure 4.4 highlights the opacity in different CXRs represented here by

red rectangles.

Figure 4.4: Presentation of lung opacity in SIIM [8] dataset

The test dataset is divided into two portions: the public test dataset, and the private dataset,

which was not been made public. The public test dataset consists of 1214 images while

the complete test dataset is around the same size as the training dataset.

4.4 Report Generation Datasets

Every chest X-ray examination is accompanied by a report that summarises the key find-

ings of the CXR. These results offer a thorough analysis of the state of the systems in

the chest cavity. One or more labels for the full CXR are also obtained using these re-

ports [1, 2]. In recent years, datasets with a focus on report generation have also become

available. These datasets serve as an important training resource for transformer-based

models that generate reports from a single CXR. The following datasets are used by one
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of the research work’s frameworks.

4.4.1 Indiana University Chest X-ray (IU)

Gathered from different hospitals affiliated with the Indiana University School of Medicine,

this dataset is a collection of 7784 frontal and lateral chest radiographs [9] available in the

DICOM format. Accompanying these CXRs are 3927 unique reports that contain the key

findings of the scan under different sections. The overall number of words is 1,22,096 and

there are 3257 unique terms in the lexicon with over 75% of the paragraphs being unique.

In order to anonymise the dataset, the Private Health Information (PHI) has been replaced

with xxxx keyword. Other identifiable parameters have been removed from the scans as

well. Figure 4.5 shows the report and the accompanying chest X-ray of one such study

from the dataset.

Figure 4.5: A CXR study from Indiana [9] containing both a frontal and lateral scan along
with the radiological report. The report contains information about indication, availability
of a prior CXR, findings, and impressions among others.

Along with the free-text reports, image-level labels for classes such as cardiomegaly,

edema, pleural effusion, pneumothorax, etc. are also present with the data that can be

used for training a classification model as well. However, IU has been used primarily for

report-generation tasks.

66



4.4.2 Medical Information Mart for Intensive Care - Chest X-rays

(MIMIC-CXR) and MIMIC Previous References Omitted (MIMIC-

PRO)

MIMIC [10] dataset was collected by a team of researchers at Beth Israel Deaconess

Medical Center (BIDMC) in Boston, MA over a period of five years from 2011 to 2016.

Currently, this dataset which includes 377,110 images acquired from 227,835 radiogra-

phy studies of 65,379 patients—is the largest collection of chest X-rays that is publicly

accessible. The CXRs in this dataset were predominantly obtained in frontal (PA and AP)

and lateral projections utilising a variety of different equipment, both portable and fixed.

The screening may include one or more images with one or more projections for a single

patient. Although the free text reports in this dataset primarily serve the purpose of train-

ing the AI models for report generation, these associated reports are also used to generate

the class labels assigning one or more labels based on the report. These class-based labels

can be used for training classification models. The rule-based labeler used by the team is

similar to the one used by [1] as the images in this dataset have also been divided into 14

classes. Figure 4.6 shows the class distribution for all the classes.

Figure 4.6: Samples in each class in MIMIC dataset [10]
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No finding has the maximum number of samples around a hundred and forty thousand

followed by support devices. Pleural effusion and lung opacity have the second and third

most samples respectively when support devices are ignored.

Each of the 227,835 CXR study reports has been provided in the form of a text file with

Private Health Information replaced with three underscores (” ”). There are 324,641

words total in the dataset, with 145 words and 642 characters on average in each report.

Each provided report has three main sections: findings, impressions, and free-form text

without any heading. The findings provide an elaborate description of the key findings

in the CXR while the impressions are far more concise. A report may contain both the

findings, impressions, and free-form text but one or more may also be absent from a

report. The number of reports containing both the findings and the impressions is close

to 117,000. Figure 4.7 shows the report and the accompanying chest X-ray of one such

study from the dataset.

Figure 4.7: A CXR study from MIMIC [10] containing both a frontal and lateral scan
along with the radiological report. The radiological report has been divided into three
sections: history, findings, and impressions. [10]

The references to earlier CXR studies that may or may not be contained in the dataset

are one issue that such a huge dataset poses. These prior references may limit the deep

learning models’ capacity to learn the representation, leading to reports that make ref-

erences to erroneous data. Previous data might be ignored because the major goal of a
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radiological report is to highlight the findings in the most recent scan. This issue has been

resolved by [14] by automatically rewriting the reports and eliminating past references.

This dataset which can be considered a modified version of [10] contains 371,951 reports

for an equivalent number of images in the train portion and 2188 reports in the test set.

Table 4.4 shows the difference between impressions from MIMIC and MIMIC-PRO for

the same samples.

4.4.3 Local Dataset

A local dataset has also been acquired from the Health Ways Laboratories and Hospital

located in Rawalpindi, Pakistan during the duration of January 2020 to November 2020.

This dataset contains 1054 frontal chest X-rays which is the same number of patients. The

resolution of the scans is 3072x3072 pixels and they have been captured using ’FXRD-

1717NB’ machine. Figure 4.8 shows sample images and reports from the dataset.

Figure 4.8: Two distinct CXR studies from the local dataset; the one of the left is a
normal CXR whereas the one on the right is abnormal. The normal reports in this dataset
are shorter in length. The radiological report does not contain any sections.
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The CXRs were present in the JPEG (.jpeg) format in addition to the DICOM format that

the system used to capture the images produced. Instead of using the original DICOM

files, these images in this format were used. Every patient in the dataset was given a

unique 6-digit ID in the pattern I00001, with the final digit denoting the total number of

X-rays performed for that patient. With the youngest patient being 3 months old and the

oldest being 92 years old, the patients in the dataset have a median age of 38 years. Of

the patients in this dataset, about 55% are men and the remaining patients are women.

The X-rays are accompanied by radiological reports written by the physicians from Health

Ways Laboraties describing the findings in the scan as a Word (.doc) file. Every image

in the dataset has been assigned a label from one of two classes: Normal or Abnormal,

in addition to the CXR report that is included with the dataset. 330 of the CXRs are

abnormal, and 774 of them are normal making this dataset skewed towards normal images.

The radiology reports for the normal imaging are brief and only state some variations of

the finding that the lungs are clear. Approximately 11 reports also contain prior references

to earlier X-ray examinations which were not removed. This dataset has roughly 570

unique words, with an average report length of 27 words. The shortest report in the dataset

is only 5 words long, while the longest report has a length of 98 words. Approximately

300 reports are longer than average, with the remaining reports being shorter. In contrast

to the previously listed datasets [9,10,14], the reports in this dataset are comprised entirely

of free text rather than being separated into distinct sections.

The dataset has been anonymised by removing any identifiable information from the re-

ports and the CXRs. Since the patient’s information was located in the upper left corner

of each image, it was obscured in each image. Every report was also thoroughly reviewed

to make sure no patient information remained.

This dataset enables testing the effectiveness of the suggested models on a local popula-

tion, which can aid in enhancing the potential of the suggested framework.
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4.5 Summary

The availability of different datasets that can be utilised for classification, segmenta-

tion, opacity localisation, and report generation has made it possible to train large, deep-

learning models for decision support systems. The inclusion of small-scale local datasets

can also be used to test the performance of the decision support systems. Table 4.5

presents a comprehensive overview of the aforementioned publicly available datasets and

the local dataset that were employed in this research. The table details the specific purpose

of each dataset and its other key characteristics.

Table 4.5: A summary of datasets that were used to train different sub-modules of the
proposed framework

Dataset Institute Images Patients

Path
olo

gie
s

Sub-module
Utilisation

CheXpert [1] Stanford 224316 65240 14 Classification

BRAX [2] HIEA 40967 19351 14

Classification,
Opacity

Localisation,
Segmentation,

Report
Generation

Montgomery [4] DHHS 246 – 2
Segmentation

Shenzhen [5–7]
Shenzhen

No. 3
Hospital

566 – 2

JSRT [3] JSRT 247 – 2

SIIM [8] RSNA 4293 – 4
Opacity

Localisation
Indiana

University [9]
Indiana

University 7784 – 2
Report

GenerationMIMIC [10] BIMDC 377110 65379 14
MIMIC-PRO [14] BIMDC 371,951 65379 14

Local
Dataset Healthways 1054 1054 2
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Chapter 5

Proposed Multi-Head Deep Learning

Framework for Pulmonary Disease

Detection and Severity Scoring with

Modified Progressive Learning

A comprehensive analysis of a chest X-ray is crucial to improve diagnostic outcomes,

which in turn can guide patient care effectively. Three essential components — image-

level classification, opacity localisation, and severity quantification — all obtained from

a single chest X-ray can be combined to accomplish this. By integrating these three

components, a more precise and accurate assessment of the chest X-ray can be obtained,

enabling healthcare professionals to make informed decisions. Our proposed framework

targets all three components to ensure a thorough and reliable analysis.
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5.1 Multi-Head Deep Learning Framework

Our proposed solution is a multiple output framework that allows for multiple insights

from a single CXR image by means of different heads where each head is responsible

for a distinct task. The classification head through an ensemble of multiple convolutional

neural network backbones outputs an image-level classification probability of different

pulmonary pathologies. The lung segmentation mask obtained from the segmentation

head is used in tandem with opacity localisation – obtained from the localisation head

– to define the severity of a subset of pathologies that the framework has been trained

for. The sections below describe the different heads in detail. An overview of the entire

framework is provided in Figure 5.1.

Figure 5.1: Proposed Framework Architecture. The classification head (Bottom Left)
outputs the probability of a disease using an ensemble. Opacities are first localised using
the localisation head (Top Left) and are then combined with the different lung regions
obtained using the segmentation head to obtain the final severity score (Bottom Right).
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5.1.1 Classification Head

The proposed framework’s classification head combines the EfficientNet architecture,

which offers cutting-edge performance at lower computational costs, with a modified

version of progressive learning, one of the fundamental building blocks of the Efficient-

NetV2.

5.1.1.1 EfficientNet and EfficientNetV2

Using neural architecture search and scaling [133] created the EfficientNetV2 family of

CNN architectures that resulted in improved parameter efficiency and training speed. In

addition, the researchers proposed a pyramid-style strategy to train models with progres-

sively larger input sizes by adaptively modifying regularisation. This training strategy

was termed progressive learning. They showed that increasing regularisation with each

increment in the input size can solve the problem of performance degradation that oc-

curred during the training of large models. The suggested model outperformed previous

models and was faster and more effective. The family of EffcientNetv2 classifiers has

been leveraged for classification of COVID-19 owing to their fewer parameters resulting

in comparatively smaller size. For COVID-19 diagnosis using chest X-ray data, a classifi-

cation network namely DFFCNet was proposed. For feature extraction, the model utilised

EfficientNetV2 as the backbone network. In comparison to the other chosen backbones,

the proposed framework performed better in experiments [94].

In a study by [146], COVID-19 was detected using pre-trained models like Xception,

InceptionV3, and EfficientNetV2 from CXR and CT images. EfficientNetV2 with fine-

tuning produced the best performance for the CXR data set, whereas the LightEfficient-

NetV2 model produced the highest performance for the CT data set. Both versions of

EfficeintNet have proven to be successful in various other domains. Several pre-trained

models including EfficientNet B3, EfficientNetV2, HrNet, and ResNet50d were used for

an automatic diagnosis of Myocarditis in Cardiac Magnetic Resonance (CMR) images.
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The EfficientNetV2 had the best performance compared to the other pre-trained mod-

els [237].

To improve the performance of a CNN architecture, these architectures are typically

scaled by adding more layers or changing the input image dimensions [11]. One of the

drawbacks of this technique is that it is random in nature, requiring empirical experimen-

tation to find a scaled version of the baseline architecture that performs better.

To tackle this issue, [11] came up with the compound scaling approach in which the depth,

width, the input resolution of the image was scaled uniformly using a single compound

coefficient. Figure 5.2 highlights the effects of the scaling along the depth, width, resolu-

tion, and the combination of all three.

Figure 5.2: The effects of scaling along various dimensions such as width, depth, and res-
olution (b,c,d). These scaling factors are arbitrary, whereas compound scaling (e) scales
the aforementioned factors in accordance with one another. Image taken from [11]

To arrive at this compound factor ϕ, a scaling problem was formulated through which the

value of depth d, width w, and resolution r. Specifically, d, w, and r are set as follows:

d = αϕ, w = βϕ, and d = γϕ subject to the constraint that they satisfy equation 5.1.

α, β, and γ must always be equal or greater than 1. ϕ represents the constraint such

as target memory or target Floating Points Operation Per Second (FLOPS) according to

which the architecture had to be scaled and the values of α, β, and γ determine how these
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resources should be assigned to each individual scaling which, in essence, a grid search

may determine. It is also evident from equation 5.1 that for any value of ϕ other than 1,

the total increase in the resources such as FLOPs is equivalent to 2ϕ.

α.β2.γ2 ≈ 2 (5.1)

EfficientNet B0 was introduced as a baseline architecture using Neural Architecture Search

[11] in order to take advantage of the compound scaling mechanism. One of the convolu-

tional blocks that lead to improvement in efficiency was the mobile inverted convolutional

block (MBConv). By combining three steps—an expansion layer, a depthwise convolu-

tion, and a pointwise convolution layer—the MBConv operation is able to attain its effi-

ciency. A 1x1 convolutional operation is used to add more channels which are then passed

through a depthwise convolution block. In order to decrease the number of input channels

after this operation, a pointwise convolution with a 1x1 filter size is applied last. [238].

Figure 5.3 illustrates the EfficientNet B0’s architecture, which mainly employs MBConv.

Figure 5.3: Mobile inverted convolutional layers form the bulk of the EfficientNet B0.
Image taken from [11]

The values of α, β, and γ for EfficientNet B0 can be calculated using equation 5.1, and it

turns out that for ϕ = 1, these values are 1.2, 1.1, and 1.15, respectively, suggesting that

depth, width, and resolution are scaled by that factor. The value of ϕ can then be changed

to generate scaled-up versions of the underlying design while maintaining these variables

constant.
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5.1.1.2 Modified Progressive Learning

Image level classification tends to be an important aspect of any framework as it provides

an overall diagnosis of the image. In order to incorporate the progressive learning [133]

strategy in the proposed framework, the classification head consists of 4 backbones that

form an ensemble based on EfficientNet B0 [11] which offer similar performance to the

state-of-the-art architectures at a reduced computational cost.

Figure 5.4: Progressive learning vs amended progressive learning. The difference in the
methodologies lies in the random augmentation factor which is kept constant for all sizes.
Several augmentations can be applied to the same image. From left to right, the images
show an increasing random augmentation factor with increasing input image size.

The image input sizes range from 256 up to 768 to adhere to progressive learning. This

training strategy proposes using the initial weights from the preceding, smaller network

for the subsequent, larger network rather than random initialization. To counter the effects

of using the larger network, increasingly aggressive regularization is applied at each stage

as a means of making the examples harder for the network. However, in contrast to

the original idea of increasingly aggressive regularization, in our training strategy, the

augmentations for each progressive stage have been capped at the same level as that of

the first stage. For instance, if the rotation augmentation is applied, the angle for this

augmentation will not change at each stage but rather remain constant at every input size.
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Similarly, for blurring, the exact same blurriness factor for each input size will be used

instead of it being varied. Figure 5.14 highlights the difference between the progressive

learning strategy proposed by [133] and the changes made to it.

5.1.1.3 Training the Classification Head

A subset of classes from the commonly used fourteen classes namely Atelectasis, Car-

diomegaly, Consolidation, Edema, No Finding, and Pleural Effusion were selected from

BRAX [2]. Using the EfficientNet B0 as the feature extractor, Global Average Pooling

was applied to the latent vector space. Six output nodes with Softmax activation made up

the model’s final output layer. The weight migration from one trained model to the next is

fairly simple because the same backbone architecture is employed at all input sizes. Once

all the models have been trained, they are combined in an ensemble with simple averaging

to get the final disease probability P(Disease). For each backbone, the images were re-

shaped to the appropriate size but were not normalised. Figure 5.5 shows the architecture

of the classification head of the framework in detail.

Figure 5.5: Classification head used in the sub-framework. The probability vector from
each of the backbone is averaged to obtain the final P(Disease)

The performance of the model was assessed using a different validation data set’s Area

Under the ROC curve, and the model with the best performance was then saved.
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5.1.2 Segmentation Head

Image segmentation is necessary for focusing on the region of interest for different prob-

lems. Fully convolutional networks - networks that do not have a fully connected layer at

the end - are useful for generating masks of the desired region in an image.

5.1.2.1 U-Net, Related Architectural Designs and Little W-Net

The majority of segmentation methodologies use an architecture akin to a U-Net [162]

which is a fully convolutional architecture with an encoder-decoder structure, where the

encoder is essentially a CNN without the output layer and the decoder is the mirror of the

encoder. The U-Net architecture’s encoder consists of two main operations: convolution

to generate feature maps and max pooling to reduce the spatial resolution of the feature

maps. The number of feature maps grows with each successive convolutional layer. The

kernel size is kept at 3x3 and is activated by a rectified linear unit (ReLU). The U-Net

architecture allows for the customization of the number of layers, how many times they

are repeated, and the kernel size at each step.

As the size of the input image has been reduced drastically after consecutive max pooling

operations, therefore, in the decoder section of the architecture, this needs to be remedied

so the model outputs a segmentation mask that has the same dimensions as the input im-

age. This is achieved through 2x2 transposed convolution operation essentially doubling

the spatial dimensions. In order to retain the information from the encoder section, the up-

scaled feature maps are concatenated with corresponding feature maps from the decoder

section. On the concatenated feature maps, a convolution operation with a 3x3 kernel size

is applied with ReLU activation. The final layer of the network is again a convolution

layer with 1x1 kernel size but with softmax activation resulting in a pixel-wise probability

map for the input image. Applying a threshold on this probability map converts it to a seg-

mentation mask containing two or more classes. Figure 5.6 shows one possible version of

the U-Net architecture.
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Figure 5.6: The number of layers in the encoder and decoder in the U-Net architecture
is set to three. Another architectural change shown here is the replacement of transposed
convolution with up sampling followed by convolution. Such modifications are possible
due to the simple architecture. Because U-Net is fully convolutional, the final layer is also
convolutional. Activation after convolutional layers are not depicted here.

Various enhancements have been proposed to improve the performance of the U-Net

architecture in order to enhance the segmentation output [159, 166]. [166] employed a

stacked U-Net architecture with the addition of auxiliary loss to each U-Net block. With

the addition of auxiliary loss to different blocks, the model can learn discriminative fea-

tures at each step, resulting in improved performance. [166] demonstrated the architec-

ture’s efficacy by generating segmentation masks for various medical images such as nod-

ule segmentation, nuclei segmentation, and polyp segmentation. Similarly, segmentation

of arteries and veins has been addressed using the Little W-Net architecture. Only two

traditional U-Nets which are concatenated together make up this model. This method

allows the model to maintain a manageable set of parameters, earning it the moniker ”Lit-

tle.” [159]. Based on the notion in [239], the aggregate loss of each U-Net in training. The

proposed model, which requires 1-3 orders of magnitude less computational resources

than earlier CNNs, was tested on 10 distinct data sets and demonstrated to be superior to

earlier approaches [159]. The researchers were able to show that the network’s ability to
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produce an attention map, which can help to improve the final segmentation mask, is the

main advantage of such a design. For many medical applications, this type of network ar-

chitecture has proven to have good performance. Binary vessel segmentation is challeng-

ing due to the atrophic changes and the restricted vascular architecture [161]. AutoMorph

was suggested for the fundus images as a method of automating retinal morphology anal-

ysis. In order to minimise the large segmentation errors, the authors employed the Little

W-Net architecture [161].

Little W-Net has also been used to address other problems as well. The reliability and

accuracy of the size are crucial for polyp size measurements in colonoscopy images. The

segmentation was performed with Little W-Net architecture due to its reduced number of

parameters which was accompanied by increased feature representation [160].

5.1.2.2 Training the Segmentation Head

Isolating the lungs in a CXR is necessary whenever there is a need to provide a conclu-

sion that relies on the specific sub-regions of the lungs. Therefore, we have utilised the

aforementioned architecture in this proposed framework. As mentioned earlier, in the W-

Net architecture [159], two U-Nets are strung together to form the W shape in which the

output of the first U-Net is concatenated with the original image before passing it to the

second one. The U-Net, generally, can be parameterised by two values: depth d and num-

ber of filters f in the first convolutional layer and can be represented as ϕf,d and the output

from such an architecture is denoted as y=ϕf,d(x). Here ϕn
f,d denotes the architecture of a

U-Net where n = [0, 1], y denotes the output or the feature map from such an architecture

and Loss(ϕn
f,d) denotes the Categorical Crossentropy loss for a particular model n. For

every succeeding convolutional layer, the number of filters in that layer is doubled until

the defined depth is reached. The final output from a WNet can be represented as equation

5.2.
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y = ϕ2
f,d(x, ϕ

1
f,d(x)) (5.2)

The number of parameters in this type of architecture is a function of the depth and fil-

ters in the first convolutional layers. Increasing both these parameters results in a larger

architecture with a greater number of trainable parameters. Figure 5.7 shows the detailed

architecture of the segmentation head being used.

Figure 5.7: Segmentation head in the framework. The output of the first U-Net is used
as an attention map and concatenated with the input image for the input of the second
U-Net. The concatenation of the attention map improves the performance of the model
while requiring fewer parameters across both U-Nets.

During training, the loss minimization is performed on the linear summation of the losses

of both the U-Nets (Loss = 1
2
(Loss(ϕ1)) + 1

2
(Loss(ϕ2))) which is then used for back-

propagation via the Adam optimizer. The learning rate strategy is kept the same as that

for the classification training employing a cyclic scheduler.

The data set used for training is a combination of JSRT and Montgomery data sets [3,

4]. This ensures that the model is machine agnostic i.e. the model performs equally

well for any CXR irrespective of the capturing machine. Images are resized to 512×512

resolution and as chest X-rays are usually handled as a gray-scale image, therefore, a

single channel is kept at the input resulting in a 2-channel image for the second U-Net

where the attention map output from the initial Unet constitutes the 2nd channel. In order

to gauge the performance of the model during the training, the F1 score is used that is

computed for the validation split and the best-performing model is kept.
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5.1.3 Localisation Head

The localization head of the suggested framework uses the EfficientDet architecture,

which combines EfficientNet’s scaling efficiency with effective bi-directional feature fu-

sion.

5.1.3.1 EfficientDet

While classification just needs a single class label for the entire image, localization needs

the positional coordinates in addition to the class label. EfficientDet is one such one-stage

model that has been built for efficiency without sacrificing performance.

The scale of the objects in an image that need to be localised can vary, making it necessary

to simultaneously detect them at various scales. Feature fusion technique allows for the

fusion of features that are obtained from different points from the network backbone and

have been employed by [167, 240, 241]. The architecture in [12] proposed a new feature

fusion module named Bidirectional Feature Pyramid Network (BiFPN) that performs the

job of fusing features obtained from the backbone at different resolutions. Figure 5.8

shows the structure of the BiFPN module.

Figure 5.8: BiFPN block structure. The flow of the features is in both directions from top
to bottom and from bottom to top. Image taken from [12].
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The architecture of the BiFPN block offers a more efficient design as compared to [240]

while also having an advantage over [167] which only uses a top-to-bottom approach.

While it may be slightly less efficient than [241], the regularity of the structure of BiFPN

block makes up for it. In contrast to FPN where POutput
6 = Conv(P input

6 +Resize(POutput
7 )),

in BiFPN, POutput
6 is the normalised, weighted summation of three values P input

6 , P output
5

and P topdown
6 as shown in equation 5.3, where P topdown

6 in given in 5.4.

POutput
6 = Conv(

w
′
1.P

input
6 + w

′
2.P

topdown
6 + w

′
3.Resize(POutput

5 )

w
′
1 + w

′
2 + w

′
3 + ϵ

) (5.3)

P topdown
6 = Conv(

w1.P
input
6 + w2.Resize(POutput

7 )

w1 + w2 + ϵ
) (5.4)

The other building block of [12] is the compound scaling that was inspired by [11]. Using

a single factor, the network is scaled in depth, width, and input resolution at the same

time. In essence, [11] forms the feature extraction backbone of the EfficientDet. Figure

5.9 shows the complete architecture of EfficientDet. The combination of these approaches

allows this architecture to provide excellent performance while utilising fewer parameters

and less processing power.

Figure 5.9: EffcientDet architecture with BiFPN blocks that can be repeated several times
with EfficientNet [11] backbone for feature extraction. The networks at the end provide
the positional coordinates along with the class label and confidence. Image taken from
[12].
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5.1.3.2 Training the Localisation Head

After the lungs have been segmented, opacities in the lung regions can then be localised.

In the proposed framework, just like the classification head, an ensemble of multiple lo-

calisers is used that have been trained at different input resolutions of 512, 640 and 768

pixels using the EfficientDet with D0, D1 and D2 [12]. The use of different backbone

sizes and the variation in the input resolution allows the ensemble to be able to detect

opacities at different scales.

In order to improve the performance of the ensemble, two techniques were used: Test

Time Augmentation (TTA) and Weighted Box Fusion (WBF) [187]. TTA entails apply-

ing a number of data augmentation techniques to the test data that were applied to the

training data. The final prediction is then created by combining the predictions from

each augmented version. The bounding boxes predicted by each model are combined af-

ter being weighted according to their confidence scores in Weighted Box Fusion. WBF

can efficiently decrease the number of false positives and false negatives by giving larger

weights to forecasts that are more confident.

In order to gauge the performance of the model during the training, the mean average

precision score is used that is computed for the validation split and the best-performing

model was kept just as for other heads.

5.1.4 Severity Quantification through A Combination of Segmenta-

tion and Localisation

Different techniques have been developed to evaluate the development and severity of

various respiratory diseases. These techniques, which take into account the opacification

of various lung regions, are quite useful in a variety of ways.
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5.1.4.1 Respiratory Infections’ Severity Assessment

Severity assessment of different respiratory pathologies can help medical care providers

come up with a better treatment plan. In light of this, the severity assessment of COVID-

19 CXR images using CNNs into different groups has been proposed by several re-

searchers. [100] utilised nine publicly available CXR data sets with 3260 images in total.

The disease severity score was based on an opacity score by two radiologists and based

on that score the images were divided into the following groups: mild, moderate, severe,

and critical.

Signoroni et al. [95] devised the Brixia score where each lung was divided into three

equal parts for a total of six. Each of these six lung regions was graded on a scale of

0 to 3 where the level of lung compromise in COVID-19 cases was reflected by this

score for each location, with 0 indicating no abnormalities and 3 indicating significant

aberrations. Additionally, they proposed BS-Net, which utilised a pyramid technique to

combine features gathered at various scales after automatically aligning the segmentation

masks with a multi-feature region aligner using a multi-feature area aligner, and used a

series of convolutional blocks to translate the input feature to the final Brixia Score.

In the same vein, [96] proposed a vision transformer-based framework for COVID-19 di-

agnosis and severity quantification in a multi-task learning approach by employing a large

CXR data set for training the backbone model. The use of a large CXR data set allowed

the model to learn low-level generalised features. The deep features from the backbone

model were then used in conjunction with the vision transformer for the prediction of

disease class and severity map for severity quantification. The researchers used a similar

scoring technique as [95], however, they modified the scoring system such that each of the

six lung regions could only have a maximum score of 1 with a total score of 6 for the en-

tire CXR. While the transformer output a pixel-level severity map for each of the six lung

regions, it was then converted to a 0 or 1 via max pooling. The use of a vision transformer

achieved comparable performance to the state-of-the-art with a unified framework.

87



5.1.4.2 Mechanism for Quantifying Severity

The combination of opacity localisation along with lung segmentation provides a robust

method for generating a severity score for a diseased CXR. Each lung segment is given

a score of 0 or 1, indicating whether or not opacity is present in that region. It is vital

to have a clear criterion when deciding whether a specific region should be labelled as

containing opacity. Intersection over Union (IoU) is a metric that measures how much

two regions overlap. By measuring the region’s IoU with the opacity identified by the

localisation head, the threshold for IoU can be determined. The threshold value of 30%

produced the best results after a grid search was employed to find the best IoU between

the lung region and the opacity.

Figure 5.10: After being divided into six lung regions, the output from the segmentation
head is multiplied with the output from the opacity localization head to provide the sever-
ity score for each region, which is then added together to produce the final severity score.

Because the severity score assigned to each lung segment can only be binary, even if there

are multiple regions of opacity in the same lung segment and all regions meet the IoU

criterion, the severity score assigned to that section remains 1. The total score for the

CXR is determined by adding the results from each of the six regions. Consequently, the

severity score might range from 0 to 6, with 0 denoting no opacity and 6 denoting opacity

in all lung areas. Figure 5.10 shows the details of how the severity score is calculated

using segmentation and localisation output.
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5.1.5 Training Parameters

The training parameters for various heads vary since the proposed framework comprises

a variety of distinct heads. However, where possible, the hyperparameters have been kept

the same across different output heads and training strategies. Table 5.1 summarizes the

scores for each fold for all the models and the ensembles.

5.2 Results

We evaluated the performance of our proposed framework primarily on BRAX [2]. As [2]

lacks a separate validation data set provided by the authors, a 5-fold cross-validation strat-

egy was used for gauging the classification performance. Within this data set, the No

Finding class significantly outweighs all other classes in terms of image count. To en-

sure class equilibrium while utilizing the BRAX [2] dataset, downsampling was mainly

implemented for this class during both the training and the validation. This involved ran-

domly selecting a subset of images thus limiting the representation of the aforementioned

class. Two kinds of validation sets were used to assess the trained models: one contained

all of the No Finding class’ samples, while the other had a limited number of samples.

The performance of segmentation was evaluated using two sets: the validation data set

of the three combined data sets that were used to train the segmentation module and the

manually annotated BRAX validation set.

As our severity scoring for different pathologies is based on the presence and prevalence

of opacities in different lung regions, therefore, the results of opacity localisation and

severity have been presented separately. For opacity localisation, SIIM [8] validation data

set is used. For severity scoring, we present our results on the BRAX validation data set.

Every model in the network was trained at least three times, and the best-performing

model was retained. The models were trained using TensorFlow 2.8 in Python on a sys-

tem with 64 GB RAM and two Nvidia RTX 2070 GPUs. In order to train some models on
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higher image resolution, we also made use of Google Cloud using Google TPUs (v2.8).

The performance metrics that have been calculated for this framework include the AU-

ROC score for classification, F1 score for segmentation, and mAP for opacity localisation,

and a novel matching score for severity classification.

5.2.1 Classification

Although EfficientNet B0 [11] serves as the foundation of the proposed framework, we

also assessed other networks (B1 to B7) in the same network family. Since the Efficient-

Net B0 model performed the best among the group, the results presented here are based

on this backbone. The performance of the models for the validation data sets is measured

through AUROC. For the validation data set where the number of samples of No Find-

ings class is limited, using an ensemble of the 4 trained networks, the average AUROC

achieved ranges from 0.861 to 0.886, which is higher than any single model at any size

as the single best performing models only achieved an AUROC of 0.875 at two different

sizes of 384 and 768 pixels. The worst-performing single model achieved an AUROC of

0.826 with an input size of 256 pixels. Furthermore, it can be observed from Table 5.2

that, on average, the best-performing class is Pleural Effusion while the worst-performing

class is Atelectasis. Table 5.2 summarizes the scores for each fold for all the models and

the ensembles. The last column shows the average AUROC score.

Similar to Table 5.2, Table 5.3 shows the performance of the models on the validation data

set where No Findings samples’ are not limited to maintain equilibrium for the samples

of all classes. Compared to the previous validation set, there is a slight improvement in

the average AUROC, which varies from 0.863 to 0.892. However, there is a single model

which outperforms the best ensemble in one of the validation folds. The worst-performing

single model achieved an AUROC of 0.837 at an input size of 768 but it still managed to

outperform the other validation set. The addition of samples to the validation set also

results in another change where the worst-performing class becomes Consolidation while
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the best-performing class becomes Edema as evident from Table 5.3.

Table 5.2: AUROC scores across 5 fold cross validation using amended progressive learn-
ing on BRAX [2] data set where the validation set contains a limited number of No Find-
ing class

Fold,
Model

AUROC Score Avg.
ScoreAT CA CO ED NF PE

1, 256 0.795 0.889 0.777 0.829 0.867 0.906 0.844
1, 384 0.784 0.862 0.78 0.822 0.859 0.904 0.835
1, 512 0.763 0.891 0.79 0.817 0.852 0.919 0.839
1, 768 0.807 0.877 0.781 0.793 0.871 0.915 0.841
1, Ens 0.824 0.898 0.793 0.834 0.883 0.937 0.861
2, 256 0.79 0.914 0.803 0.94 0.872 0.896 0.869
2, 384 0.786 0.907 0.782 0.913 0.841 0.901 0.855
2, 512 0.779 0.896 0.797 0.941 0.879 0.913 0.868
2, 768 0.802 0.882 0.821 0.91 0.881 0.906 0.867
2, Ens 0.819 0.924 0.823 0.923 0.889 0.932 0.885
3, 256 0.763 0.851 0.806 0.833 0.837 0.869 0.826
3, 384 0.787 0.906 0.814 0.909 0.834 0.896 0.858
3, 512 0.784 0.893 0.815 0.928 0.852 0.907 0.863
3, 768 0.81 0.878 0.827 0.934 0.841 0.896 0.864
3, Ens 0.818 0.903 0.842 0.947 0.874 0.918 0.884
4, 256 0.788 0.888 0.827 0.857 0.867 0.908 0.856
4, 384 0.806 0.908 0.814 0.923 0.874 0.926 0.875
4, 512 0.789 0.901 0.844 0.917 0.868 0.897 0.869
4, 768 0.802 0.909 0.835 0.926 0.874 0.903 0.875
4, Ens 0.821 0.923 0.861 0.891 0.89 0.93 0.886
5, 256 0.755 0.892 0.796 0.942 0.863 0.896 0.857
5, 384 0.798 0.916 0.811 0.958 0.873 0.898 0.875
5, 512 0.789 0.903 0.819 0.901 0.882 0.896 0.865
5, 768 0.722 0.894 0.794 0.821 0.866 0.899 0.855
5, Ens 0.802 0.92 0.833 0.941 0.891 0.922 0.885

In order to visualise the performance of the models for classification, ROC curves for all

ensembles across folds are shown in Figure 5.11. Atelectasis performs poorly compared

to other classes, according to the ROC curves, but it still outperforms a random classifier

emphasizing that the model has some predictive power for this class. However, because

there are only a few samples for each fold, the ROC curve for edema appears less uniform.

Similarly, in Figure 5.12, the box plots for all six classes are shown for different input

sizes and the ensemble as well. It can be seen from the Figure 5.12 that image size has
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a significant impact on the AUROC. Generally, larger image sizes correspond to higher

AUROC. Furthermore, the ensemble method outperforms any of the individual models.

Table 5.3: AUROC scores across 5 fold cross validation using amended progressive learn-
ing on BRAX [2] data set where there is no cap on the number of images of No Finding
class

Fold,
Model

AUROC Score Avg.
ScoreAT CA CO ED NF PE

1, 256 0.829 0.900 0.784 0.902 0.853 0.913 0.863
1, 384 0.792 0.868 0.743 0.902 0.842 0.900 0.841
1, 512 0.738 0.898 0.737 0.897 0.853 0.902 0.837
1, 768 0.830 0.882 0.760 0.882 0.849 0.910 0.852
1, Ens 0.825 0.900 0.747 0.905 0.870 0.929 0.863
2, 256 0.820 0.913 0.774 0.964 0.856 0.902 0.872
2, 384 0.825 0.895 0.725 0.940 0.824 0.912 0.853
2, 512 0.772 0.879 0.761 0.965 0.848 0.922 0.858
2, 768 0.796 0.867 0.802 0.961 0.836 0.900 0.860
2, Ens 0.821 0.905 0.766 0.958 0.868 0.932 0.875
3, 256 0.763 0.856 0.748 0.935 0.847 0.883 0.839
3, 384 0.810 0.913 0.836 0.969 0.830 0.916 0.879
3, 512 0.803 0.898 0.756 0.979 0.855 0.912 0.867
3, 768 0.831 0.857 0.771 0.979 0.816 0.913 0.861
3, Ens 0.817 0.897 0.780 0.984 0.863 0.926 0.878
4, 256 0.810 0.890 0.807 0.931 0.853 0.916 0.868
4, 384 0.860 0.916 0.854 0.971 0.859 0.940 0.900
4, 512 0.804 0.895 0.834 0.957 0.854 0.905 0.875
4, 768 0.840 0.907 0.845 0.967 0.861 0.926 0.891
4, Ens 0.840 0.914 0.842 0.946 0.876 0.936 0.892
5, 256 0.771 0.891 0.746 0.959 0.838 0.887 0.849
5, 384 0.830 0.906 0.779 0.985 0.838 0.884 0.870
5, 512 0.815 0.892 0.824 0.954 0.852 0.878 0.869
5, 768 0.731 0.887 0.773 0.894 0.837 0.900 0.837
5, Ens 0.814 0.906 0.787 0.968 0.866 0.897 0.873

The strength of the proposed framework lies in modified progressive learning. Using

the weights from the preceding model trained at a smaller input size, the next model is

trained from these initial weights instead of random initialisations. It can be observed

from figure 5.13 that the average AUROC for each class shows an improvement from

the smallest input size to the largest with Atelectasis experiencing the maximum jump of

2.21% and the average jump for all the six classes is close to 1%. While Cardiomegaly

shows improvement from the initial size of 256 pixels, the AUROC score for the largest
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Figure 5.11: AUROC curves for the ensembles across five folds ((a) to (e)). Ensembling
the models together increases the performance for each fold on BRAX [2] dataset.
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size is the same as that of the other sizes, therefore resulting in no improvement at all.

Figure 5.12: Box plots of AUROC for all six classes for the [2] dataset at different input
image sizes. The ensemble method outperforms any individual model.

Taking inspiration from [96], we also included a pre-training step that made use of the

large-scale, publicly available data set Chexpert [1] with modified progressive learning.

Instead of training from scratch with random weights, pre-trained Imagenet weights were

used. Results of this training strategy are given in Table 5.4. With pre-training on [1], it

can be seen that the average AUROC across 5 folds is within 1.5% of the results that do
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Figure 5.13: Average AUROC for each class across different input image sizes shows the
utility of progressive learning.

not include this step indicating that the pre-training does not have overly adverse effects

and may even improve results in some cases.

A comparison with other state-of-the-art techniques is undertaken to assess the efficacy

of the proposed classification methodology with modified progressive learning for the

six classes under consideration. These techniques range from improving generalisation

through better normalisation [242] to alleviating the results of domain discrepancy by

dividing the tasks into independent binary tasks [243] and from domain adaptation using

Fourier [244] to adversarial style augmentation [245]. Table 5.5 shows the results of the

proposed methodology for both the validation sets against different techniques.

Table 5.5: Comparison of AUROC scores for 6 classes using modified progressive learn-
ing with other techniques in the literature on BRAX [2] dataset. Equal and Unequal
represents the validation sets where the samples are capped and uncapped respectively.

Technique
AUROC Score

AT CA CO ED NF PE

Tang et al. [242] 0.7450 0.8669 0.6734 0.7510 0.7002 0.8505

Lou et al. [243] 0.7481 0.8712 0.6442 0.7489 0.7033 0.8580
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Table 5.5 continued from previous page

Technique
AUROC Score

AT CA CO ED NF PE

Yang et al. [244] 0.7644 0.8461 0.7001 0.7532 0.7042 0.8642

Nuriel et al. [246] 0.7511 0.8691 0.6772 0.7482 0.7067 0.8605

Zhong et al. [245] 0.7496 0.8699 0.6832 0.7563 0.7046 0.8608

Nam et al. [247] 0.7527 0.8753 0.6754 0.7417 0.7078 0.8615

Yamashita et al. [248] 0.7442 0.8653 0.6997 0.7647 0.7111 0.8677

Wang et al. [249] 0.7496 0.8590 0.6948 0.7550 0.7072 0.8649

Zhou et al. [250] 0.7537 0.8791 0.6770 0.7489 0.7124 0.8653

Wang et al. [251] 0.7584 0.8752 0.6919 0.7611 0.7117 0.8582

Zunaed et al. [252] 0.7777 0.8867 0.6805 0.7454 0.7217 0.8919

Proposed (Equal) 0.8168 0.9133 0.8305 0.9070 0.8852 0.9278

Proposed (Unequal) 0.8233 0.9044 0.7843 0.9522 0.8687 0.9238

5.2.2 Segmentation

Segmentation performance has been gauged for the validation data set of the training data

set as well as the BRAX data set and Table 5.6 represents those results. The F1 score

difference between our suggested methodology and U-Net on the validation data set is

only 0.011 while employing a significantly less number of parameters, and it outperforms

U-Net on the BRAX data set, where it achieves an F1 score of 0.9246 in contrast to an F1

score of 0.9162 achieved by U-Net.

In order to further improve the performance on BRAX, we fine-tune our trained model

on a set of 100 images from the BRAX data set. To discover the bare minimum number

of images required to outperform the prior model, we begin our fine-tuning with just 40

images and gradually increase the number of images by 10 in each re-training of the

model. The performance of the model improves going from 0.9163 when 40 images are
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Table 5.4: AUROC scores across 5 fold cross validation using modified progressive learn-
ing with pre-training on CheXpert [1] data set where the validation set contains a limited
number of No Finding class

Fold,
Model

AUROC Score Avg.
ScoreAT CA CO ED NF PE

1, 256 0.777 0.89 0.766 0.727 0.832 0.882 0.812
1, 384 0.727 0.889 0.766 0.837 0.83 0.86 0.818
1, 512 0.798 0.892 0.785 0.762 0.862 0.898 0.833
1, 768 0.784 0.898 0.79 0.772 0.875 0.883 0.834
1, Ens 0.802 0.925 0.804 0.813 0.882 0.912 0.856
2, 256 0.755 0.876 0.759 0.8 0.847 0.849 0.815
2, 384 0.765 0.914 0.774 0.835 0.87 0.905 0.844
2, 512 0.76 0.909 0.777 0.873 0.877 0.879 0.846
2, 768 0.757 0.879 0.774 0.851 0.842 0.893 0.833
2, Ens 0.801 0.926 0.804 0.921 0.88 0.924 0.876
3, 256 0.688 0.85 0.768 0.745 0.785 0.817 0.775
3, 384 0.759 0.887 0.808 0.91 0.839 0.893 0.849
3, 512 0.683 0.883 0.77 0.847 0.807 0.861 0.808
3, 768 0.748 0.892 0.819 0.84 0.828 0.874 0.834
3, Ens 0.767 0.915 0.828 0.878 0.85 0.891 0.855
4, 256 0.758 0.893 0.769 0.812 0.848 0.887 0.828
4, 384 0.775 0.912 0.822 0.828 0.884 0.931 0.859
4, 512 0.754 0.91 0.812 0.893 0.873 0.916 0.86
4, 768 0.752 0.9 0.81 0.907 0.854 0.907 0.855
4, Ens 0.785 0.931 0.826 0.907 0.883 0.941 0.879
5, 256 0.7 0.898 0.738 0.807 0.855 0.86 0.81
5, 384 0.771 0.911 0.763 0.815 0.868 0.887 0.836
5, 512 0.752 0.914 0.78 0.835 0.862 0.878 0.837
5, 768 0.764 0.903 0.77 0.916 0.868 0.879 0.85
5, Ens 0.773 0.933 0.785 0.878 0.887 0.91 0.861

Table 5.6: F1 score for validation data sets for different segmentation model architectures
on JSRT, Montgomery and Shenzhen [3–7] data sets

Data
Sets Model Thresh-

olding
Parameters
(Millions)

F1
Score

Validation BRAX
JSRT,
Montgomery,
Shenzhen [3–7]

U-Net
OTSU

34.5 0.9767 0.9162
LU-net 0.032 0.9488 0.9114
LW-net 0.068 0.9656 0.9246
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used to 0.9398 when all are used. Our fine-tuning strategy outperforms the previous model

with just 50 images. Figure 5.14 demonstrates that increasing the number of images for

fine-tuning the model can have a positive effect on the performance of the model. In fact,

from 5.14, it is clear that there is close to a linear relationship between performance and

the number of images.

Figure 5.14: F1 score increases with an increase in the number of fine-tuning images
from the new (BRAX [2]) data set showing that this technique can be used for continual
learning of new data sets.

5.2.3 Opacity Localisation

The results for opacity localisation on SIIM [8] data set are shown in Table 5.7 which are

reported using the PASCAL VOC at 0.5 threshold for mAP calculation. As mentioned

earlier, Efficient Detector [12] D0 to D2 have been used at varying image sizes of 512,

640, and 768. The results demonstrate that performance improved not only by increasing

the network size but by also combining the results using Weighted Box Fusion [187].

The weights for each classifier were determined empirically and are, for D0, D1, and D2,

respectively, 0.2, 0.05, and 0.75. The scoring cut-off has been set for WBF [187] at 0.05

to maximise the score.
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5.2.4 Severity Score

The presence or absence of opacity, denoted as 1 or 0, in each of the six lung regions

is added to determine the severity score for each CXR and therefore the severity score

for each CXR can vary between 0 to 6 where 0 represents normal lungs while 6 rep-

resents prevalent opacity in all regions. Its effectiveness is determined by calculating a

second matching score that contrasts our framework’s performance with the radiologist’s

in determining if there is opacity in a particular area across the full CXR. The greater the

degree of agreement between the radiologist and the proposed framework on the presence

or absence of opacity in each area, the higher this matching score will be which ranges

from 0 to 1. The matching score will be 1 for a CXR where the suggested framework

predicted opacity in 4 regions and the radiologist concurs that the opacity is present in

only those 4 regions. The score will be 0.8 if the radiologist finds one more location in the

CXR where opacity is present but the suggested framework was unable to detect it. This

is because there are 4 correctly detected regions out of 5 total regions in the CXR where

opacity is present. Table 5.8 shows the mean matching score on the validation data set for

different models at different confidence values at 0.3 Intersection over Union. The value

of Intersection over Union was chosen empirically as it maximised the mean matching

score.

Table 5.7: mAP score for SIIM [8] validation dataset for different models at IoU threshold
of 0.5

Model Image Size mAP
D0 [12] 512 0.4992
D1 [12] 640 0.4878
D2 [12] 768 0.5109

WBF [187] - 0.5239

Out of the 100 BRAX images that were manually annotated by the radiologist, the dis-

tribution of matching scores for these images can shed light on the performance of the

severity scoring part of the framework. Figure 5.15 provides insight into the performance

of our suggested model. Figure 5.15 shows that the framework receives a perfect score of
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Table 5.8: Mean matching score opacities localised by different architectures at IoU value
of 0.3 on a subset of BRAX [2] data set that was manually annotated by a radiologist

Con
fiden

ce Efficient
Detector D0

[12]

Efficient
Detector D1

[12]

Efficient
Detector D2

[12]

WBF
[187]

0.1 0.788 0.754 0.788 0.808
0.15 0.75 0.746 0.746 0.738
0.2 0.671 0.733 0.717 0.688

0.25 0.671 0.692 0.675 0.65
0.3 0.621 0.658 0.629 0.592

0.35 0.6 0.621 0.588 0.563
0.4 0.575 0.583 0.571 0.542

0.45 0.55 0.529 0.525 0.508
0.5 0.5 0.504 0.508 0.496

0.55 0.483 0.475 0.492 0.483
0.6 0.471 0.471 0.479 0.467

0.65 0.467 0.471 0.467 0.463
0.7 0.463 0.463 0.467 0.463

1 for 28 out of 100 images. It is off by just one region over 48 images. In contrast, there

are only 2 images that have a difference of 4 regions’ labels and 12 images that differ for

three lung regions. The validation set’s distribution reveals that the framework performs

reasonably well by correctly identifying opacity in 76 images, when the margin of error

is set to just 1 region.

5.3 Discussion

The techniques presented here focus on several aspects, one of which is utilizing a small

number of images from an unknown target data set for segmentation. It is evident from

Figure 5.14 that with as few as 50 images, we were able to demonstrate how this could

enhance performance on the target data set for which the model was not initially trained.

By fine-tuning the model using a small number of images, this technique can produce a

generalised model whose performance can be continuously improved. For data sets where

objects do not significantly differ between different data sets, this type of continuous

training can be utilised as an alternative to [235]. Retraining for the new data set does not
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Figure 5.15: Distribution of BRAX [2] validation set according to the matching score.
The majority of the images differ by 1 lung region at most from the markings of the
radiologist.

result in a significant time cost due to the network’s small size.

In our experimentation, using backbones trained on large CXR data sets yielded lower

performance than using Imagenet weights by 1.5% which can be seen from Table 5.4.

However, some studies [95, 96] have shown the potential of pre-training using large data

sets. One of the reasons for this behaviour might be the small number of epochs that

were used for training. Even though, the models were allowed to converge during train-

ing, increasing the number of epochs during this step might increase the performance in

comparison to training directly from Imagenet weights. Another reason that may have re-

sulted in this lower performance might be that even during pre-training, the weights were

not randomly initialised but were initialised from Imagenet. For all our classification

models, we used a softmax activation at the output layer while the performance metric

was AUROC. In other studies [1, 36, 95, 96], the researchers opted for sigmoid activation.

As softmax scales the probabilities such that they add up to 1, the decision to use this

activation at the final layer might have resulted in some loss of performance as AUROC

102



is concerned.

Basing the severity score of pathology on the opacities present in different lung zones

enables the use of a single-digit score that can shed light on the progression of the disease.

While the severity score is an indication of how many zones are affected by the disease, the

matching score that has been proposed here can act as a confidence marker for the severity

score. For the framework proposed here, it can be seen from Figure 5.15 that for the

BRAX validation set, for 28% of the images, the matching score is 1 i.e. the framework

and the radiologist are in agreement for all the six regions of the lungs. However, if this

threshold is dropped by just 1 region, then 75% of the images have the same opacity

markings for both the framework and the human grader. This large jump can be explained

by the nature of the opacities that may spill over from one region to the next and the IoU or

the confidence or a combination of both may remove some of the opacities from the final

scoring. In addition, the matching score can not only be used for gauging the performance

of such frameworks but can even be extended to different human graders.

The framework proposed here achieves excellent performance for segmentation with a

lightweight model as evident by Table 5.6. This performance can be improved even further

by utilising more images from the BRAX [2] data set during the training. The proposed

modified progressive learning module has produced good classification results in the form

of AUROC which can be seen from the comparison with other techniques in literature in

Table 5.5. For severity scoring, from Table 5.8, it can be seen that a mean matching score

of 80.8% is achieved indicating that there is still room for improvement. Improving the

opacity localistaion by using diverse data sets can lead to an even better severity scoring

performance.

Due to the fact that the framework we present here is made up of three distinct sub-

modules, the overall computational complexity of the framework is an accumulation of the

complexity of these modules. For opacity localization, three different Efficient Detectors

are used from D0 to D2 with 3.9 million, 6.6 million, and 8.1 million parameters and 2.54
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billion, 6.1 billion, and 11 billion Floating Point Operations Per Second [12]. Similarly,

the classification head is composed of quadruple EfficientNet B0 at varying sizes which

has 5.3 million parameters and 0.4 billion FLOPS at 224x224 size and scales up for the

other sizes that have been used [11]. The segmentation head is the smallest one with only

0.068 million parameters. In essence, for each image at inference, more than 20 billion

FLOPS are required.

The suggested framework’s combination of progressive learning with a large data set re-

sults in one of its primary limitations. The training time and hardware requirements might

quickly rise when using this methodology in conjunction with a huge data set because

progressive learning necessitates training across a range of input sizes. The model’s cur-

rent training set only includes a portion of the pulmonary disorders that are contained

in the data set, which is another drawback. The performance may suffer if the number

of diseases for classification is increased. The proposed matching score is also currently

region-based rather than pixel-based, which may offer a greater resolution for the disease’s

progression over time.

5.4 Summary

We present a multi-head deep learning framework for pulmonary disease detection and

severity scoring using opacity detection and localisation from a single chest X-Ray and

demonstrate reasonably good performance in all three components of the framework. The

severity grading of pulmonary diseases helps to guide the subsequent processes as it can

help determine what care should be provided to the patient based on the progression of the

disease. We demonstrate the use of LW-Net for segmentation provides an efficient method

for segmenting the lungs which can be continually improved for new target data sets by

fine-tuning using a handful of images. Modified progressive learning which caps the aug-

mentation rate of training images for subsequent models in the pyramid has proved to be

useful for model performance for classification on the BRAX data set. The collaboration
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with radiologists helped us in generating severity scores and to the best of our knowledge,

the results of severity grading with the proposed techniques are the first of its kind along

with the results for segmentation and classification. While our work aims to employ pre-

training from a large scale data set, a future avenue that might be investigated is continual

learning by training on other data sets to make the framework more adaptable and capable

of handling X rays from varied populations. Lung segmentation performance, particularly

for lungs affected by a disease to a great extent, can be improved. In addition, the number

of pulmonary diseases covered in this work can also be increased in a continual fashion

by making use of continual learning. The number of disorders for which a severity score

can be awarded can also be expanded in the future along with increasing its resolution by

providing a severity score for each affected pixel instead of a region.
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Chapter 6

Proposed Framework for Radiology

Report Generation from a Singular

Perspective using Transformers with

Knowledge Distillation

The accompanying report which describes all the findings that can be drawn from a chest

X-Ray forms a crucial part of the examination of the chest cavity. The key elements

of this process demand that the CXR be thoroughly studied so that various anomalies

can be detected. By providing a report that is accurate, healthcare professionals can be

enabled to make better decisions about the care being provided to the patient. To this end,

our proposed end-to-end radiology report generation framework built on transformers is

trained on text reports in conjunction with visual characteristics of the chest X-ray to

generate a reliable report that astutely describes the condition of the thoracic organs.
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6.1 Report Generation Framework

Our proposed framework generates a CXR report that provides the findings from a single

CXR taken either from the Anterior-Posterior or Posterior-Anterior viewing position. An

encoder and a decoder are employed in the report-generation module; the former splits the

image into patches to create hidden states, while the latter uses the hidden encoded states

to generate word probabilities, which are then used to build the final report. The training

process also makes use of fine-tuning of a foundation model that is then used to perform

Knowledge Distillation (KD) using the encoder. The sections below detail different parts

of the framework. An overview of the entire framework is provided in Figure 6.1.

Figure 6.1: Proposed report generation architecture. In the first step, the teacher BioBERT
model (Bottom Left) is fine-tuned on the target dataset. Knowledge distillation (Bottom
Right) utilises the trained teacher model to reduce the loss in the ViT student model.
Finally, this trained ViT is used as the Encoder in the report generation module (Top
Centre) in combination with the decoder.
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6.2 Encoder: Visual Feature Extractor

The first step in creating a report from a single image is to extract the features from the

CXR. A Vision Transformer is used in place of a convolutional neural network due to the

better performance of the Transformer for image classification tasks [253]. Keeping the

architecture similar to the encoder architecture proposed by [137], the ViT preprocess the

images by first flattening the patches and then creating embeddings by applying a linear

projection of size d — the size of the latent vector for all the layers. To these embeddings,

positional encoding embeddings are added to keep a record of the position of each patch.

This resultant embedding is then fed to the encoder architecture from [137].

The Multi-head Self-Attention and a Multilayer Perceptron, also known as the Feed For-

ward Network, are the two separate sub-layers that make up one block in the encoder

design. The output of each sub-layer is added to the input of the same layer by the use

of skip connections. This is achieved by keeping the size of all the latent vectors con-

stant. After each layer, layer normalisation [254] is applied. As opposed to the batch

normalisation that is standard in CNNs, the approach used by transformers is that of nor-

malising each feature dimension effectively, normalising the embeddings of each token in

the input [255]. Different numbers of the aforementioned block result in different sizes

of networks with different numbers of parameters. Figure 6.2 shows the ViT architecture

along with the procedure for the Self-Attention mechanism.

6.2.1 Image Input Representation

In order to make use of the transformer encoder for two-dimensional images instead of

text, the input image must be modified such that the image embeddings are similar to the

text embeddings. To that end, the two-dimensional image is converted to a sequence of N

patches where each patch has the size (P 2 · C) where P represents the size of each patch

while C is the number of channels. The total number of patches N equals (H ∗ W )/P 2
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Figure 6.2: Vision Transformer is based on the original encoder model and has been
modified for an image. The images are divided into 196 patches of 16x16 for the input
size of 224x224. The encoder is used to extract the visual features through the use of
Self-Attention which is the matrix product of linear projections of the input that is scaled
and then passed through the Softmax activation.

where H and W are the height and width of the image and serves as the length of the input

sequence to the transformer. To embed the two-dimensional patches in a higher dimension

D, the patches are first flattened and then put through a linear projection transformation.

These patch embeddings resemble the text embeddings that the transformer takes as input.

To these patch embeddings, embeddings generated from positional encoding are added to

preserve the positional information of each patch in the original image.

The ViT architecture was trained for classification tasks, therefore, with the input se-

quence, a learnable embedding representing the class of the image is prepended. This

sequence of embeddings is then passed onto the transformer encoder containing Multi-

Head Self-Attention.

6.2.2 Self Attention Mechanism

The Self Attention (SA) process remains unchanged because ViT is based on [137]. For

SA, instead of using the input embeddings of each patch directly, these are used to gen-

erate the Key (K), Query (Q) and Value (V) matrices by projecting the input with different
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weight matrices. The similarity score between Q and K is calculated by 6.1 where the

1/
√

Dq accounts for the scaling that is required to prevent the vanishing gradients.

Similarity Score = E =
Q ·KT√

Dq

(6.1)

The similarity score is used for the calculation of the attention weights by the application

of Softmax non-linearity by 6.2. In order to obtain the output vector, Y, attention weights

are multiplied by the V matrix as shown in equation 6.3.

Attention Weights = A = Softmax(
Q ·KT√

Dq

) (6.2)

Attention(Q, K, V) = Softmax(
Q ·KT√

Dq

) · V (6.3)

Self-attention is employed repeatedly in parallel via the use of multiple attention heads

with various projections of K, Q, and V derived from various weight matrices to enhance

performance as shown in 6.4. The result from each of the attention heads is concatenated

before being linearly projected using WO before being passed onto the next encoder block

in the architecture.

Multi-Head Attention(Q,K, V ) = Concat(Head1, Head2, . . . , HeadN) ·WO

where Headi = Softmax

(
Qi ·KT

i√
Dq

)
· Vi

(6.4)

The use of the multiple attention heads allows for reducing the dimensions of the K, Q,

and V by the number of heads h by dmodel/h. The concatenation of the output from each

head results in the same number of dimensions as using a single self-attention head.
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6.2.3 Positional Encoding

Sequential models like the RNN and LSTM have the advantage of knowing the position

of the input token which, by the virtue of their design, transformers-based architectures

lack due to the inherent lack of recurrence and convolutions. Therefore in order to make

use of the order of each token in the sequence, this information has to be integrated with

the input. Position encodings allow incorporating this information with the embeddings

generated from the tokens by adding the encoding vector to the embeddings. This is

accomplished by maintaining the same dimension for both the position encoding and

the input encoding. [137] opted for a sine and a cosine function for generating position

encodings given in 6.5 and 6.6.

PE(p, 2i) = sin
( p

100002i/d

)
(6.5)

PE(p, 2i+ 1) = cos
( p

100002i/d

)
(6.6)

where L is the entire length of the sentence, p indicates the current position of the word in

the sequence L, and i has a range of 0 <= i <= L/2. The input embedding dimension is

designated as d.

The use of the sine and the cosine functions allow for a continuous range while being a

geometric progression. Furthermore, using these sinusoidal functions allow the models to

learn better relative positions which can then be approximated by a linear function [137].

6.3 Decoder

The decoder architecture is relatively similar to the encoder architecture in that Masked

Multi-Head Self Attention (MMHA), another sub-module, is included in addition to Multi-
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Head Self Attention and Multilayer Perceptrons. In the Masked MHA layer, some of the

values in the product of the Attention Weights and the Value V are masked by being set

to negative infinity. This ensures that the prediction i is limited to being dependent on

the outputs coming before i by offsetting the embeddings by one position. The MHA

sub-module of the decoder computes the Self Attention utilising Keys K and Values V

from the hidden state from the encoder block and Queries Q generated from the decoder

input, another distinction between the encoder and the decoder. By adding the input to the

output of a sub-layer and then normalising the output, skip connections and normalisation

layers function similarly to the encoder. Positional encoding embeddings are used in a

similar manner to the encoder.

In the proposed framework, the decoder from MiniLM [13] is used in conjunction with

the ViT encoder. The transformer model in [13] has been trained using distillation by

using a larger teacher model based on BERT [256]. This approach allows the student

model to capitalise on the information learnt by the larger teacher at a fraction of the

parameters of the teacher. The knowledge distillation is achieved by using Kullback-

Leibler Divergence [257] between the scaled dot products of Query-Key and Value-Value

from the last self attention module of both the teacher and the student model. Figure 6.3

shows the distillation process used to train the student model.

6.3.1 Text Input Representation

The relevant input text must be provided to the model in a format that is appropriate for

model processing. As a result, the model initially tokenizes the text reports from the

CXR. This procedure entails breaking down the text into distinct components, ranging

from syllables to whole words. Each of these tokens functions as a separate input entity,

and tokens originating from a single input text are padded to preserve consistency across

the dataset. The embeddings are produced using these tokenized representations. These

embeddings are vector representations with length equal to the model dimensions that
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Figure 6.3: Query-Keys and Values-Values scaled dot product is calculated for both the
teacher and the student model the similarity between them is increased using the KL
Divergence. Image taken from [13]

were produced by the distinct vocabulary in the dataset. Positional information is added

using the positional encoding once the embeddings have been generated. The full associ-

ated text is given to the decoder during training, but only the initial start token is given to

produce the predicted report.

6.4 Foundation Model: BioBERT

In computer vision, a model can learn broad representations of various objects by being

pre-trained on a big labeled dataset with a large number of samples for a large number of

classes [258]. The same model can then be fine-tuned for a comparable task using these

weights. In the same vein, it is possible to train large language representation models for

upstream tasks using unlabeled data and then fine-tune them for a particular downstream

task - an approach that has shown performance improvements [256, 259–261].

Keeping the above in view, we pre-train the Bidirectional Encoder Representations from
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Transformers for Biomedical Text Mining (BioBERT) [262] on the CXR reports using

the Masked Language Modelling approach which was inspired by [263]. BioBERT has

applied the same approach to [256] by pre-training the aforementioned model on medical

corpora from sources such as PubMed and PMC articles totaling 18 billion words [262]. It

was then further fine-tuned for three downstream tasks namely biomedical named entity

recognition, biomedical relation extraction, and biomedical question answering where

it achieved better performance compared to BERT. Although BioBERT is already pre-

trained on a medical corpus that is suited for the medical domain, this training corpus

lacks CXR reports. Therefore, pre-training it on the CXR report corpus should improve

the performance for the downstream task of knowledge distillation.

6.5 Knowledge Distillation Module via Teacher-Student

Model

In order to further improve the performance of the proposed framework, features-based

knowledge distillation was adopted. Using a similar approach to [264], the visual encoder

in the report generation module acts as the student model while BioBERT which has been

pre-trained on a particular dataset reports acts as the teacher model.

In contrast to the masked language model training of BioBERT [262], the complete asso-

ciated text is tokenised and no token is masked. Concurrently, the corresponding image is

passed through the ViT [253] to obtain the image embeddings. The last hidden state from

BioBERT and the image embeddings are then used to calculate the Kullback-Leibler [257]

divergence loss given by equation 6.7.

LKL(ypred, ytrue) = ytrue · log
(
ypred

ytrue

)
= ytrue · (log ytrue − log ypred) (6.7)
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LKL(ypred, ytrue) = Softmax(ytrue) · (log(Softmax(ytrue))− log(Softmax(ypred)))

(6.8)

To ensure that the KL divergence is mathematically correct, a log operation is applied to

the embeddings from each model preceded by a Softmax operation as shown in equation

6.8. The KL divergence loss makes sure that the hidden states, which are regarded as fea-

tures, allow the reduction of the difference between the teacher’s and the student’s model

activation, where the embeddings from the former are regarded as the target while those

from the latter are regarded as input. Figure 6.4 shows the training time configuration

of the Teacher-Student model. The teacher model is removed during inference and the

trained student model is used as the encoder in training the encoder-decoder module in

the report generation framework.

Figure 6.4: For a CXR-report pair, the latent space features are generated by both the ViT
and the BioBERT which are used to as features to increase the similarity between the two
by reducing the loss using KL Divergence.
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6.6 Training the Report Generation Framework

The proposed framework was trained and evaluated on three different datasets: Indiana

University Chest X-ray [9], MIMIC [10] and MIMIC-PRO [14]. In addition, the trained

models underwent blind evaluation on two different data sets as well: a local dataset and

a subset of BRAX [2]. For both these datasets, the reports were generated by a team of

radiologists with X number combined experience. Three substeps, as shown in Figure

6.1, were used in training the framework.

6.6.1 Pre-Training of Foundation Model

The pre-training of the [262] model takes place on the appropriate dataset reports dataset

using the original split using the original dataset split for MIMIC and MIMIC-PRO and

the split used for Indiana University [9] is taken from [265]. For all the datasets, only the

AP and PA view positions are kept while all other view positions are discarded.

The textual data must be cleaned as part of the standardisation process by getting rid

of special characters, unused spaces, and redacted patient data. The removed personal

information of the patients is represented by xxxx in [9] and in [10]. Furthermore,

after the removal of all unnecessary characters, the remaining characters are converted to

lowercase. The standardisation process from [266] was adapted for the [10, 14] datasets

while for the Indiana dataset, [265] was used along with the training, validation, and test

split. In addition, the vocabulary for each of the datasets — generated from the entire text

corpus including findings, impressions, and free text — was determined individually, and

for [10] the words with an occurrence of ≤ 3 were dropped from the reports. This resulted

in 9396 unique words for [10] and 5615 for [14]. The findings and impressions sections

are combined for [10], and if either is missing, the other is used. The free text section is

utilised if either or both are missing.

We make use of pre-trained BioBERTBASE having 137 million parameters where approx-
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imately 108 million parameters are trainable. The model contains 12 layers with the size

of the latent vector from the last hidden layer being 768 and it also incorporates a token

classification layer. This model is trained with the maximum number of 512 tokens and

35% of the tokens are masked during this process. The learning rate is kept as 5x10−5

with a weight decay of 0.01. As the result of applying a softmax function to the full vo-

cabulary, the model outputs the probability of the masked token. Figure 6.5 shows a part

of a report is masked for training the foundation model.

Figure 6.5: Part of the CXR report is masked to train the foundation model in an unsuper-
vised manner. The trained foundation model is then used as the teacher in the Knowledge
Distillation step.

6.6.2 Knowledge Distillation

The encoder model ViT [253], which behaves as the student, is trained using the founda-

tion model, which serves as the teacher, once the foundation model has been trained using

the processed dataset. The student and teacher models are provided, respectively, with

a training image and its corresponding processed report. The KL divergence [257] uses

the embeddings generated by the final hidden layer of each of these models, which have
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the same dimensions. The weights of the models are then updated using backpropagation

using the calculated loss. The encoder for training the report-generation sub-module is

the student model from the training with the minimum loss.

For the student model, We make use of ViT-Base [253] architecture consisting of 12 lay-

ers and 12 heads and containing approximately 86 million parameters. The input image

size for the ViT is set to 224x224 and 16 patches per image are used. The latent vec-

tor’s dimensionality from ViT’s final hidden layer mirrors that of BioBERTBASE at 768,

eliminating the need for dimensional adjustments. The collective parameter count for the

combined ViT and BioBERTBASE models reaches approximately 194 million, indicating

a substantial capacity for learning and adaptation. 5x10−4 is the learning rate that is used

for training with no weight decay and a batch size of 128.

6.6.3 Training of the Downstream Task: Report Generation

Using the distilled student ViT-Base from the previous training step, the report generation

sub-module is trained. ViT acts as the encoder that extracts the visual features while

MiniLM [13] acts as the decoder that takes the latent space vectors from the encoder and

uses it as the hidden state. The MiniLM that is employed in this configuration has 12

layers, a hidden state dimension of 384, and only 41 million parameters, bringing the

total number of parameters for the sub-module close to 127 million. The tokenizer from

MiniLM is the one used for tokenization with a varying maximum length for different

datasets. Figure 6.6 shows the configuration of the report generation module.

AdamW [267] optimiser is used with a learning rate 5x10−5 and the training batch size

is varied between 2 to 8. The performance metric on which the models are saved is the

BLEU-1 score on the validation dataset. The same pre-processing that was used to train

the foundation model was applied to the CXR reports for training the decoder.
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Figure 6.6: Multiple layers are used in both the encoder and the decoder with each layer
containing multiple attention heads. Each successive layer in the encoder receives the
input from the previous layer while the last layer passes the output to each decoder layer.
The figure illustrates the last encoder and decoder layer.

6.7 Results

To gauge the performance of the proposed framework, every model in the framework was

trained at least three times, and the best-performing model was retained. The models were

trained using PyTorch in Python on two systems; one with 64 GB RAM and two Nvidia

RTX 2070 GPUs and the other with 128 GB RAM and a single Nvidia RTX 3090 Ti GPU.

6.7.1 Evaluation Metrics

The performance metrics that have been calculated for this framework include both se-

mantic similarity and lexical similarity. The BLEU score [219], a precision-based lexical

similarity metric, divides the total number of words in the output by the number of n-

grams that are present in both the predicted output and the ground truth. Equation 6.9

defines the BLEU score [268].

BLEU-N = BP · exp

(
N∑

n=1

Wn · log(precisionn)

)
(6.9)

Where:
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BP =


1 if |p| > |r|

e1−
|r|
|p| otherwise

precisionn =

∑
p∈output

∑
n-gram∈p Countclip(n-gram)∑

p∈output

∑
n-gram∈p Count(n-gram)

Countclip(n-gram) = min (matched n-gram count,maxr∈R (n-gram count in r))

By computing the embeddings of each token in the generated report and the ground truth

using the cosine similarity, BERTScore [269], in contrast to BLEU prioritises semantic

similarity as shown in equation 6.10 [268].

BERTscore = FBERT =
2 · PBERT ·RBERT

PBERT +RBERT
(6.10)

Where:

RecallBERT = 1
|r|
∑

i∈r maxj∈p i⃗
T j⃗, P recisionBERT = 1

|p|
∑

j∈p maxi∈r i⃗
T j⃗

Recall-Oriented Understudy for Gisting Evaluation (ROUGE-L) [270] and Radiology Re-

port Clinical Quality, (RADCliQ) [271] are also used. The former measures the sentence

level structural similarity [268] while the latter measures the quality of the report as a

combination of BLEU and RadGraph score. Equation 6.11 to 6.12 represent the afore-

mentioned metrics.

ROUGE-N =

∑
sr∈references

∑
n-gram∈sr Countmatch(n-gram)∑

sr∈references

∑
n-gram∈sr Count(n-gram)

(6.11)

RadCliQ = α · BLEU-2 + (1− α) · RadGraph F1 (6.12)

where α controls the relative importance of BLEU-2 and RadGraph F1 [229].
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6.7.2 MIMIC Dataset Evaluation

For the MIMIC dataset, the Findings and the Impressions sections were combined to form

the reports for the chest X-rays. The use of this combination provides a two-fold advan-

tage: it not only increases the length of the individual report but also increases the number

of samples that would have been otherwise discarded due to the missing Findings or Im-

pressions sections. Furthermore, only PA and AP views were kept resulting in 237,887

training samples and 1958 validation samples. The foundation model and the knowl-

edge distillation sub-module were trained using the training and evaluated using the test

samples. Table 6.2 shows the results of the proposed framework on only Findings, only

Impressions, and Findings combined with Impressions.

Table 6.2: Performance of proposed on MIMIC [10] dataset. The framework is trained
on a combination of Findings and Impressions sections while the results are computed
on different sections of the report. F represents Findings, F+I represents Findings &
Impressions while I represents Impressions. The absence of (AP & PA) denotes that all
samples were used for testing.

Data B1 ↑ B2 ↑ B3 ↑ B4 ↑ ROUGE ↑ RadCliQ ↓
BERT-

Score ↑

F (AP

&

PA)

0.3104 0.1801 0.1167 0.0818 0.2213 3.6145 0.3484

F 0.3048 0.1762 0.1145 0.0803 0.2197 3.6361 0.3507

F & I

(AP

&

PA)

0.3007 0.1720 0.1099 0.0763 0.2142 3.721 0.3192

F & I 0.2959 0.1689 0.1084 0.0725 0.2134 3.745 0.3207

I (AP

& PA)
0.1625 0.0839 0.0488 0.0312 0.1404 4.1372 0.2405
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Table 6.2 continued from previous page

Data B1 ↑ B2 ↑ B3 ↑ B4 ↑ ROUGE ↑ RadCliQ ↓
BERT-

Score ↑

I 0.1512 0.0767 0.044 0.0276 0.1344 4.2053 0.2344

Along with the quantitative results shown in Table 6.2, the qualitative results from ran-

domly selected samples from the MIMIC dataset are shown in Figures 6.7, 6.8, 6.9 cor-

responding to results on Findings, Impressions, and combined Findings and Impressions

sections. The differences are shown in red while the other colors are used for similarities.

The order of the sentences generated varies from that of the ground truth. Furthermore,

different verbiage is employed to express the same concept.

A comparison with state-of-the-art techniques is undertaken to assess the efficacy of the

proposed report generation methodology. Table 6.3 shows the performance of the pro-

posed methodology against different techniques for the under consideration evaluation

metrics for just the Findings section of the reports.

Table 6.3: Performance of the proposed framework on the Findings section against differ-
ent techniques in literature for MIMIC [10] data set. The absence of (AP & PA) denotes
that all samples were used for testing.

Technique B1 ↑ B2 ↑ B3 ↑ B4 ↑ RL ↑
Rad-

CliQ ↓

BERT-

Score ↑

Vinyals et al. [272] 0.256 0.157 0.102 0.070 0.249 – –

Xu et al. [273] 0.304 0.177 0.112 0.077 0.249 – –

Anderson et al. [274] 0.280 0.169 0.108 0.074 0.250 – –

Liu et al. [275] 0.334 0.217 0.140 0.097 0.281 – –

Lu et al. [276] 0.302 0.189 0.122 0.082 0.259 – –

Rennie et al. [277] 0.314 0.199 0.126 0.087 0.265 – –
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Table 6.3 continued from previous page

Technique B1 ↑ B2 ↑ B3 ↑ B4 ↑ RL ↑
Rad-

CliQ ↓

BERT-

Score ↑

Krause et al. [278] 0.321 0.203 0.128 0.089 0.266 – –

Harzig et al. [279] 0.328 0.204 0.127 0.090 0.267 – –

Jing et al. [216] 0.329 0.206 0.133 0.095 0.273 – –

Huang et al. [280] 0.337 0.211 0.136 0.095 0.274 – –

Jeong et al. [281] – 0.220 – – – 3.585 0.353

Nicolson et al. [282] – 0.196 – – – 3.617 0.347

Proposed

(PA & AP)
0.310 0.180 0.116 0.081 0.221 3.614 0.348

Proposed 0.304 0.176 0.114 0.080 0.219 3.636 0.350

Similar to Table 6.3, Table 6.4 shows the performance of the proposed methodology

against different techniques the Impressions section. As mentioned earlier, this section

is a brief summary of the findings section.

Table 6.4: Performance of the proposed framework on the Impressions section against
different techniques in literature for MIMIC [10] data set. The absence of (AP & PA)
denotes that all samples were used for testing.

Technique B1 ↑ B2 ↑ B3 ↑ B4 ↑ RL ↑
Rad-

CliQ ↓

BERT-

Score ↑

Ramesh et al. [14] – – – – – – 0.229

Jeong et al. [281] – 0.084 – – – 3.781 0.287

Endo et al. [283] – 0.055 – – – 4.121 0.193

Li et al. [284] – 0.030 – – – 4.313 0.190

Miura et al. [285] – 0.087 – – – – 0.227

Chen et al. [221] – 0.059 – – – – 0.186
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Table 6.4 continued from previous page

Technique B1 ↑ B2 ↑ B3 ↑ B4 ↑ RL ↑
Rad-

CliQ ↓

BERT-

Score ↑

Yan et al. [286] – 0.064 – – – – 0.188

Nicolson et al. [282] – 0.066 – – – – 0.192

Proposed

(PA & AP)
0.162 0.083 0.048 0.031 0.140 4.137 0.240

Proposed 0.151 0.076 0.044 0.027 0.134 4.205 0.234

Table 6.5 shows the comparison of the combined Findings and Impression sections with

the literature. Only a few studies have chosen to use this combined strategy.

Table 6.5: Performance of the proposed framework on the combined Findings and Im-
pressions section against different techniques in literature for MIMIC [10] data set. The
absence of (AP & PA) denotes that all samples were used for testing.

Technique B1 ↑ B2 ↑ B3 ↑ B4 ↑ RL ↑
Rad-

CliQ ↓

BERT-

Score ↑

Jeong et al. [281] – 0.161 – – – 3.835 0.287

Yan et al. [286] – 0.144 – – – 3.986 0.275

Chen et al. [129] – 0.137 – – – 4.051 0.271

Proposed

(PA & AP)
0.3007 0.172 0.1099 0.0763 0.2142 3.7210 0.3192

Proposed 0.1512 0.0767 0.0440 0.0276 0.1344 3.7450 0.3207

6.7.3 Indiana University CXR Dataset Evaluation

Keeping the same approach as that used for MIMIC, the proposed framework was also

trained on the Indiana University chest X-rays and reports. However, instead of combining
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the Findings and the Impressions, only Findings were used in training. In addition, only

PA and AP views of the CXRs are kept while others are discarded. Images that do not

contain the findings section are also discarded. 3200 training samples, 500 validation

samples, and 300 test samples were produced as a result. Table 6.6 shows the results of

the proposed framework with the inclusion of Knowledge Distillation.

Table 6.6: Performance of proposed framework on Indiana University [9] dataset. The
framework is trained on just the Findings sections.

B1 ↑ B2 ↑ B3 ↑ B4 ↑ RL ↑ RadCliQ ↓
BERT-

Score ↑

0.4848 0.3183 0.228 0.167 0.3562 2.767 0.4725

Along with the quantitative results and comparison with different techniques in literature,

the qualitative results from randomly selected samples from the IU dataset are shown in

Figures 6.10, The differences are shown in red.

6.7.3.1 MIMIC Pre-training for Report Generation

In order to utilise a large amount of data and account for the lower number of samples

used in the Indiana University dataset, two experiments were conducted. In the first ex-

periment (Exp 1), the foundation model was trained on the larger MIMIC dataset while

the knowledge distillation and the report generation sub-module were trained using the

IU dataset. In the other experiment (Exp 2), only the report generation sub-module was

trained on the IU dataset, and the training of the foundation model and knowledge distil-

lation were both performed using the MIMIC dataset. Table 6.7 shows the results of this

approach. As before, the split given in [265] has been used.
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Table 6.7: Performance of proposed framework on Indiana University [9] data set with
pre-training on MIMIC [10] data set for different sub-modules.

Exp B1 ↑ B2 ↑ B3 ↑ B4 ↑ RL ↑ RadCliQ ↓ BERTScore ↑

Exp 1 0.5572 0.4032 0.3028 0.2172 0.4211 2.1943 0.5800

Exp 2 0.5476 0.3397 0.3450 0.2218 0.4291 2.1600 0.5730

From Table 6.7, it can be seen that both types of pre-training result in improvement of

scores across all evaluation metrics. Just using the foundation model trained on MIMIC

dataset and re-training the Knowledge Distillation module on IU dataset results in higher

BLEU-1, BLEU-2, and BERTScore as compared to the other methodology. Conversely,

BLEU-3, BLEU-4, ROUGE, and RadCliQ show improvement when the ViT distilled

using MIMIC foundation model is used.

A comparison with state-of-the-art techniques is undertaken to assess the efficacy of the

proposed report generation methodology. Table 6.8 shows the performance of the pro-

posed methodology against different techniques for the under-consideration evaluation

metrics.

Table 6.8: Performance of the proposed framework on the Findings section against differ-
ent techniques in literature for Indiana University [9] data set.

Technique B1 ↑ B2 ↑ B3 ↑ B4 ↑ RL ↑
Rad-

CliQ ↓

BERT-

Score ↑

Liu et al. [227] 0.483 0.315 0.224 0.168 0.376 – –

Liu et al. [287] 0.492 0.314 0.222 0.169 0.381 – –

Liu et al. [275] 0.473 0.305 0.217 0.162 0.378 – –

You et al. [288] 0.484 0.313 0.255 0.173 0.379 – –

Noorala-

hzadeh et al. [289]
0.486 0.317 0.232 0.173 0.390 – –
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Table 6.8 continued from previous page

Technique B1 ↑ B2 ↑ B3 ↑ B4 ↑ RL ↑
Rad-

CliQ ↓

BERT-

Score ↑

Yang et al. [266] 0.496 0.317 0.232 0.173 0.390 – –

Kale et al. [290] 0.423 0.256 0.194 0.165 0.444 – –

Qin et al. [291] 0.492 0.321 0.235 0.181 0.384 – –

Wang et al. [292] 0.497 0.357 0.279 0.225 0.414 – –

Proposed 0.557 0.403 0.302 0.217 0.421 2.194 0.58

6.7.4 MIMIC-PRO Dataset Evaluation

For MIMIC-PRO, only the Impression section has been rewritten to remove references

to previous reports which result in an overall reduced length of the report [14]. In a

similar fashion to the other datasets, only the PA and AP views were used in this dataset

for training. There are 2065 samples in the test dataset which are either PA or AP and

2188 samples if all views are considered, whereas 199,396 samples make up the training

dataset. Table 6.9 shows the results of the proposed framework on the test set.

Table 6.9: Performance of proposed on MIMIC-PRO [14] dataset. The framework is
trained on Impressions from which prior references have been removed. I represents
Impressions and the absence of (AP & PA) denotes that all samples were used for testing.

Data B1 ↑ B2 ↑ B3 ↑ B4 ↑ RL ↑ RadCliQ ↓
BERT-

Score ↑

I (AP

& PA)
0.0988 0.0496 0.0274 0.0162 0.1064 4.0684 0.2074

I 0.0972 0.0481 0.0262 0.0154 0.1034 4.0766 0.2085

In addition with the quantitative results in Table 6.9, the qualitative results from randomly
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selected samples from the MIMIC-PRO are shown in Figure 6.11. Following the earlier

convention, the differences are shown in red while the other colors are used for similari-

ties.

6.7.4.1 MIMIC Pre-training for Report Generation

While the difference between the number of samples in MIMIC and MIMIC-PRO is only

around 16%, the difference in unique words in the text corpus between the two datasets

is nearly 40%. Therefore, keeping this in view, in a similar manner to the pre-training

performed on the Indiana University dataset, the same two experiments are conducted as

before. Exp 1, only the foundation model trained on the MIMIC dataset is used while in

Exp 2, only Report Generation sub-module is retrained. Table 6.10 shows the results of

this approach.

Table 6.10: Performance of proposed framework on MIMIC-PRO [14] data set with pre-
training on MIMIC [10] data set for different sub-modules.

Exp Data B1 ↑ B2 ↑ B3 ↑ B4 ↑ RL↑ RadCliQ ↓
BERT

Score ↑

Exp 1

I (AP &

PA)
0.1181 0.0602 0.0329 0.0192 0.118 3.9468 0.2243

I 0.1157 0.0581 0.0314 0.018 0.1139 3.9590 0.2245

Exp 2

I (AP &

PA)
0.1098 0.0555 0.0303 0.0172 0.1130 3.9393 0.2235

I 0.1081 0.0542 0.0294 0.0165 0.1099 3.948 0.2245

Similar to Indiana [9], both types of pre-training result in an improvement of scores for

all metrics over the baseline as evident from Table 6.10.

A comparison with state-of-the-art techniques is undertaken to assess the efficacy of the

proposed report generation methodology. Table 6.11 shows the performance of the pro-
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posed methodology against different techniques for the under-consideration evaluation

metrics.

Table 6.11: Performance of the proposed framework on the against different techniques in
literature for MIMIC-PRO [14] data set. For the different techniques used in the proposed
methodology, the absence of (AP & PA) denotes that all samples were used for testing. ∗

denotes the results without pre-training on the MIMIC dataset while + and # refer to Exp
1 and Exp 2 from 6.10 respectively.

Technique B1 ↑ B2 ↑ B3 ↑ B4 ↑ Semb ↑

Rad

Graph

F1 ↑

BERT-

Score ↑

Report

Retrieval

[14]

– – – – 0.3601 0.0925 0.2160

Sentence

Retrieval

(k=1)

[14]

– – – – 0.3967 0.0864 0.2159

Sentence

Retrieval

(k=2)

[14]

– – – – 0.3859 0.1056 0.2351

Sentence

Retrieval

(k=3)

[14]

– – – – 0.3779 0.1112 0.2254

Proposed

(AP & PA)∗
0.0988 0.0496 0.0274 0.0162 0.3739 0.0983 0.2074

Proposed∗ 0.0.0972 0.0481 0.0262 0.0154 0.3735 0.0904 0.2085
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Table 6.11 continued from previous page

Technique B1 ↑ B2 ↑ B3 ↑ B4 ↑ Semb ↑

Rad

Graph

F1 ↑

BERT-

Score ↑

Proposed

(AP & PA)+
0.1098 0.0555 0.0303 0.0172 0.4069 0.1125 0.2235

Proposed+ 0.1081 0.0542 0.0294 0.0165 0.4059 0.1048 0.2245

Proposed

(AP & PA)#
0.1181 0.0602 0.0329 0.0192 0.4000 0.1165 0.2243

Proposed# 0.1157 0.0581 0.0314 0.0180 0.3988 0.1083 0.2245

6.7.5 Local Dataset Evaluation

Without any fine-tuning or retraining, the trained models were used on the locally gathered

dataset to assess the generalisability of the proposed framework. The models trained on

both the MIMIC [10] and Indiana [9] dataset were used for the local dataset where the

model trained on IU dataset performed better than the one trained on MIMIC. Using this

trained model, a BLEU-1 score of 0.3827 and a BERTScore of 0.4392 was achieved on

the local dataset as shown in Table 6.12.

Table 6.12: Performance of proposed framework on Local data set. The framework
trained on the Indiana University [9] data set was used.

B1 ↑ B2 ↑ B3 ↑ B4 ↑ RL ↑ RadCliQ ↓
BERT-

Score ↑

0.3827 0.2367 0.1624 0.1153 0.2745 2.5256 0.4392
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6.7.6 BRAX Dataset Evaluation

Just like with the local dataset, the trained models were evaluated on the BRAX subset

of 100 images, for which reports were provided by a radiologist. The models were used

without any retraining or fine-tuning on the target dataset to assess its performance. Table

6.13 shows the metrics under consideration for three models that were trained on [9], [10]

and [14] respectively.

Table 6.13: Performance of proposed framework on BRAX [2] subset. Models trained on
three different datasets (Indiana University [9], MIMIC [10] and MIMIC-PRO [14]) were
used.

Model

Trained

On

B1 ↑ B2 ↑ B3 ↑ B4 ↑ RL ↑
Rad

CliQ ↓

BERT-

Score ↑

Indiana

[9]
0.1671 0.0816 0.0422 0.0169 0.1085 4.3325 0.2186

MIMIC

[10]
0.1295 0.057 0.0261 0.0139 0.1057 4.0717 0.207

MIMIC-PRO

[14]
0.1013 0.0391 0.0129 0.0009 0.0716 4.2896 0.1875

From Table 6.13, it can be seen that the model trained on Indiana dataset outperforms the

models trained on the other two datasets in all metrics except RadCliQ. This difference

in performance can be explained by the overwhelming ratio of normal samples in the

Indiana dataset. Furthermore, the model trained on MIMIC outperforms both models

for RadCliQ by a significant margin. For BERTScore, the difference between models

trained on Indiana and MIMIC dataset is just 1.16% which is significantly less than the

difference observed in BLEU-1, BLEU-2 and BLEU-3 scores. Similarly, for BLEU-4

score, the difference between the model trained on Indiana dataset and the the model

trained of MIMIC dataset is far less.
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Another thing to note is that the variation in the generated reports is least from the model

that has been trained on Indiana dataset which is due to less variability of the Indiana

corpus itself. The reports that have been generated by the model trained on MIMIC have

a tendency to have hallucinatory references to prior examinations as such reports are quite

common in the dataset corpus. This problem is largely solved by the use of model trained

on MIMIC-PRO which does not contain such references. However, as the MIMIC-PRO

text corpus focuses on just the Impressions portion of the report, the generated reports

tend to be relatively brief and follow the structure of the Impressions section instead of

the Findings section which more closely resembles the structure of BRAX reports. Figure

6.12 shows the radiologist report and the reports generated by MIMIC-PRO [14] model.

6.7.7 Ablation Study

The strength of the proposed framework stems from Knowledge Distillation where what

the teacher model has learnt can be used to improve the performance of a smaller student

model despite their architectural differences and distinct purposes. In order to evaluate

the effect of Knowledge Distillation, using the IU dataset [9], the proposed framework

was trained with and without utilising this training step. Table 6.14 shows the effects of

using this strategy. The BERTScore and BLEU-1 scores both increased with the use of

knowledge distillation, going from 0.4725 to 0.5482 and 0.4449 to 0.4848, respectively,

as seen in Table 6.14.

Table 6.14: Effects of using Knowledge Distillation in training by using the foundation
model as teacher and ViT as the student model on the Indiana University [9] data set.

Technique B1 ↑ B2 ↑ B3 ↑ B4 ↑ RL ↑ RadCliQ ↓
BERT-

Score ↑

Without

Knowledge

Distillation

0.4449 0.2921 0.207 0.1518 0.3562 2.767 0.4725
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Table 6.14 continued from previous page

Proposed

Framework
B1 B2 B3 B4 ROUGE RadCliQ

BERT-

Score ↑

With

Knowledge

Distillation

0.4848 0.3183 0.228 0.167 0.3573 2.3954 0.5482

6.8 Discussion

One of the limitations of the framework presented here lies in the hardware and the time

requirements for training the complete framework as it contains several sub-modules.

However, at the time of inference, the architecture is simplified which reduces the number

of parameters required. This, in addition to the proposed framework not relying on report

retrieval, makes the framework a relatively simple approach at the time of inference.

Due to most of the lungs having a normal presentation in the MIMIC [10], BRAX [2],

MIMIC-PRO [14] and the Indiana [9] datasets and the findings section following a sys-

tematic structure, most of the associated reports are repetitive and similar thus lacking

information regarding different abnormalities. While this allows the machine learning ap-

proaches to learn better representations of normal images and is inline with the natural

distribution of the samples in most of the CXR datasets [2, 9, 10, 14], critical findings can

be missed in the report due to the lack of abnormal samples. This issue also plagues the

proposed framework here as evidenced by the sample generated reports present Figures

6.7, 6.8 and 6.9. One attempt to address this is the use of only abnormal radiology reports

in the MIMIC dataset to train a model as proposed by [293]. To improve the model’s

ability to identify abnormalities in CXRs, it may be helpful to fine-tune a model that was

trained on the complete MIMIC corpus using this aberrant-only dataset.

Knowledge Distillation is shown to improve the performance as evident by the improve-

139



Fi
gu

re
6.

12
:

T
he

re
po

rt
s

fo
r

B
A

R
X

[2
]

su
bs

et
ha

ve
be

en
ge

ne
ra

te
d

w
ith

ou
t

an
y

re
tr

ai
ni

ng
or

fin
e-

tu
ni

ng
.

R
ed

hi
gh

lig
ht

s
th

e
di

ff
er

en
ce

s
be

tw
ee

n
th

e
ge

ne
ra

te
d

re
po

rt
an

d
th

e
re

po
rt

by
th

e
ra

di
ol

og
is

t.
Si

m
ila

ri
tie

s
ar

e
sh

ow
n

in
di

ff
er

en
tc

ol
or

s.
It

ca
n

be
ob

se
rv

ed
th

at
di

ff
er

en
t

ve
rb

ia
ge

ha
s

be
en

us
ed

fo
rt

he
sa

m
e

st
at

em
en

ti
n

th
e

ac
tu

al
an

d
th

e
pr

ed
ic

te
d

re
po

rt
s.

140



ment in performance on Indiana dataset in Table 6.14. Furthermore, it has been demon-

strated that pre-training for report generation enhances performance on smaller datasets

relative to the bigger pre-training dataset, in addition to Knowledge Distillation. The per-

formance for both [9] and [14] datasets increases – as evident by Tables 6.7 and 6.10

— as a result of pre-training on [10]. The larger corpus of the MIMIC dataset, both in

terms of samples and vocabulary allows the framework to learn better representations.

This is especially evident in the results of the Indiana dataset where the pre-training step

significantly increases all metrics as shown in Table 6.7.

The use of Knowledge Distillation allows for a model with a relatively small size to per-

form reasonably well. In contrast to our proposed strategy, the architecture proposed

in [283] makes use of a report retrieval strategy which necessitates that the embeddings

from a large CXR reports corpus are extracted and then compared with the embeddings

extracted from the test image. This results in large memory and time requirements which

can be reduced by a compression technique [283]. Even though the proposed framework

takes less computational resources [294] than the retrieval approach [283], it is still able

to outperform the in semb and RadGraph F1 score. Even in BERTScore, the difference is

a just little over 1% as can be seen in Table 6.11.

Another thing to consider is the report template discrepancy that can be found in the

gathered local dataset and the international datasets that were used to train the framework.

The difference in the style of how the findings are provided in a radiology report can

impact the performance of automated frameworks. This difference can been in Table

6.13 for the BRAX reports created by local experts. The length of the reports in the

different datasets can have greater impact on metrics like BLEU scores while metrics like

BERTScore are affected less by it.

One more thing to consider is that the BLEU-1 score captures semantic similarity. For

reports that are closer in content, the BLEU-1 score is also high. However, this is affected

by the ratio of the normal reports in the testing data and the structure of the findings
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section that is followed for a dataset. During experimentation, some models, while un-

derperforming on the BLEU-1 metric (approximate BLEU-1 score of 0.41 on Indiana [9]

dataset) had a greater number of unique generated reports with more variability in the

verbiage of the reports. This variability resulted in a lower BLEU-1 score, despite having

more unique words and less repetition.

While pre-training has been performed for the Foundation model to accommodate for the

lack of CXR reports in the original training corpus, pre-trained weights have been used in

case of BioBERT and ViT while MiniLM has been trained from scratch. Training these

larger models from scratch on the CXR corpus might improve the overall performance of

the proposed framework. However, such a change to the training strategy will increase

the training time significantly.

6.9 Summary

We present a radiology report generation framework from a single perspective using a

transformer encoder-decoder with features-based knowledge distillation and demonstrate

reasonably good performance on all the datasets. We also demonstrate that using pre-

training and knowledge distillation improves the report generation results which is evi-

dent from an increase in metrics such as the BLEU score. Our method also shows that it

is possible to achieve variation in the generated reports while still doing well on the afore-

mentioned measures. Masked language pre-training of the teacher language model with a

particular dataset allows for better domain and dataset representation. The parameters of

the student models are then updated based on loss calculated using the latent space fea-

tures of the student and the teacher model. Generating an automated report that represents

an accurate picture of the condition of the chest cavity is an important step in providing

better care to patients.
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Chapter 7

Conclusion and Future Work

7.1 Conclusion

In particular, in Low- and Middle-Income Countries, Chronic Respiratory Diseases, in-

cluding Chronic Obstructive Pulmonary Disease, offer substantial challenges. One of the

most susceptible human body systems is the respiratory system, and respiratory disorders

are a major worldwide burden, particularly in LMICs. The COVID-19 pandemic and

the inadequate healthcare infrastructure make these problems even more severe. Due to

these compelling factors, an automated system that is capable of quickly and accurately

diagnosing a variety of pulmonary disorders using chest X-rays is needed. In addition to

disease classification, disease severity, and automatic radiological report generation are

also required as the former alone is insufficient.

Building models that are not only able to classify but also to offer radiological reports

and severity grading has become possible owing to the availability of diverse datasets like

BRAX, MIMIC, JSRT, and SIIM, among others. In order to train several sub-modules

and validate the output of the trained models, over 400,000 CXR images were employed

in the research presented in this thesis.

In this research endeavor, one of the sub-framework that has been presented is the multi-
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head deep learning framework aimed at diagnosing pulmonary diseases through chest

X-ray analysis. This sub-framework is structured into multiple specialized ”heads”, each

serving a specific function: image-level classification, opacity localization, and severity

quantification. The classification head leverages the power of EfficientNet architecture

and also takes advantage of the modified version of progressive learning where the aug-

mentation is capped for each increasing size. Furthermore, an ensemble-based approach

further improves the results. The segmentation head employs a W-Net architecture that

is an amalgamation of two U-Nets concatenated after one another. This architecture is

particularly effective for isolating regions of interest, namely the lungs in CXRs. The use

of a composite dataset ensures that the model is machine-agnostic, and can therefore be

applied across different datasets with high efficacy. The localization head adopts the Ef-

ficientDet architecture, which provides the means to identify opacities in the lung region.

Ensemble methods similar to the one used for classification and techniques like Test Time

Augmentation and Weighted Box Fusion further enhance its performance, particularly in

identifying opacities of various sizes. A novel approach to quantify severity by leverag-

ing both segmentation and localization heads is also introduced. This approach not only

detects the presence of pathology but also gives a measure of its severity, which is indis-

pensable for treatment planning. Performance metrics such as Area under the ROC curve,

F1 score, and mean average precision were used to rigorously evaluate each head of the

model, with the best-performing versions retained for each task.

The second sub-framework is for automated radiology report generation leveraging transformer-

based architectures. Specifically, our method utilizes Vision Transformers as encoders for

image feature extraction and transformer decoders for decoding these features into com-

prehensive radiology reports. The sub-framework is further bolstered by implementing

Knowledge Distillation, effectively transferring the learned ’knowledge’ from a larger,

more complex model (BioBERT) to a less computationally demanding student model.

The use of BioBERT, pre-trained on a vast corpus of medical texts, enabled our frame-

work to capture the nuanced language used in radiology reports effectively. The exper-
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iments conducted across multiple datasets (Indiana and MIMIC) demonstrated that the

proposed framework either achieved comparable performance or improved the results for

performance metrics such as BLEU, ROUGE-L, and RADCliQ. While the training in-

volves training of three different sub-modules resulting in increased time complexity and

resource requirement, at the time of the inference, the report generation sub-module has

a simple architecture with a relatively small number of parameters. In addition, ablation

studies verified the value of incorporating knowledge distillation, marking a clear increase

in metrics like BERTScore and BLEU-1.

Several factors have contributed to the performance achieved by the proposed method-

ology. It has been shown that modifying the progressive learning approach yields bet-

ter results than relying solely on progressive learning. Additionally, many augmentation

methods that are more effective than others have been identified, particularly for CXR

images. Moreover, it is also observed that using relatively smaller models performs better

than using larger models, indicating that the latent space feature extraction from the CXR

images is negatively impacted by the larger networks’ increased complexity. This may in-

dicate that there might be a limit on the number of network parameters that result in good

performance on CXR images. Similarly, for segmentation of lungs, using a smaller archi-

tecture that employs an attention based. As evident by the literature as well, pre-training

on larger datasets than the target dataset can improve performance. This can be attributed

to the model learning general features from the larger datasets. This pre-training step not

only allows for performance improvements in classifation of diseases but also works well

for generating lung masks for new datasets and complements the report generation for

datasets that lack a large vocabulary of unique words and a variety of report structures.

Although the proposed framework performs well for the various aspects required for CXR

analysis, there are still several limitations of the proposed methodology. For disease clas-

sification, the scope of this research work is limited as only six diseases have been ad-

dressed for pulmonary classification. In the same manner, while this research expands the
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gamut of severity detection beyond just COVID-19 which has been the focus of recent

studies, the single-digit severity scoring mechanism has been used for only four chronic

diseases. Other diseases have been left out that can also benefit from such a scoring sys-

tem. Another limitation is the lack of segmentation of other anatomical structures in the

CXR. Separating these structures can help with the identification of different diseases in

addition to providing more details about pulmonary pathologies. The datasets utilised to

generate reports have a tendency to be significantly skewed towards normal reports, which

can lead to a bias in the framework towards normal reports as well. Although this repre-

sents the datasets’ natural distribution, the model’s performance may suffer in situations

when there is a higher likelihood of abnormalities in the test images. The inherent imbal-

ance of the datasets has not been specifically addressed in this thesis. Furthermore, the

computational resources necessary for training the proposed framework, particularly with

pre-training on large datasets, can be prohibitive in increasing the number of pathologies

that this framework targets. Efficient training strategies and resource optimisation can

provide a workaround for this limitation. Such strategies can also allow to circumvent

limitations of using pre-trained weights by the different models in the framework and can

allow to train from scratch potentially leading to better performance. Finally, more re-

search and discussion are required on the ethical issues and legal compliance related to

AI-based CXR analysis.

The major contribution of this research work is the development and validation of a com-

prehensive framework for automated CXR analysis encompassing disease classification,

severity grading, and report generation. These achievements can be summarised as fol-

lows:

1. Comprehensive Framework: We propose a single framework consisting of two

modules i.e. CXR manifestation analysis and radiology report generation. Com-

pared to the literature, this integrated approach provides a holistic solution. for

CXR analysis.
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2. Modified Progressive Learning: We propose a single sub-framework consisting of

disease classification using modified progressive learning and severity grading for

different pulmonary disorders using opacity localisation. The modified progressive

learning approach achieves an improvement of approximately 9% over the methods

in literature depicting that this approach provides a performance improvement.

3. Single-Digit Severity Scoring: A single-digit severity score is introduced for 4

pulmonary diseases enabling concise and quantifiable assessment of disease pro-

gression.

4. Segmentation Masks with Severity Scores: We provide segmentation masks with

severity grades for a validation data set from the BRAX [2] data set that has been

validated by a radiologist.

5. Efficient Segmentation Network: A segmentation network sub-module is utilized

that despite its relatively small size is able to perform relatively close to large archi-

tectures such as U-Net. This demonstrates that high performance at a comparatively

small size is achievable.

6. Fine Tuning for Segmentation on Unseen Datasets: We experimentally show that

while good performance can be achieved in segmentation using publicly available

data sets, fine-tuning on just a small number of samples from the target data set can

actually improve the segmentation performance even further.

7. Foundation Model Fine-Tuning with Knowledge Distillation: We propose a re-

port generation sub-framework employing foundation model fine-tuning on CXR

reports for use as a Teacher model to train a smaller Student model. In addition, we

also propose employing Knowledge Distillation so that a smaller Student model can

learn better CXR representation. It has been demonstrated that applying Knowledge

Distillation can enhance performance as shown by the results of Indiana Univer-

sity [9] data set.
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8. Pre-Training on CXR Datasets with Reports: Pre-training on larger CXR datasets

with reports is shown to improve performance when used in conjunction with Knowl-

edge Distillation providing reasonable performance at a relatively small size and

simple architecture Using the MIMIC [10] data set for pre-training, the performance

improvements are gauged on the Indiana data set by the application of this strategy

validating the approach

9. Local CXR Images Dataset with Findings: Gathered local CXR images dataset

with findings (reports) from a local hospital.

10. Radiology Reports for Validation: We also provide radiology reports generated

by a radiologist for a validation data set from the BRAX [2] data set.

7.2 Future Work

For initial screening, automated CXR analysis for disease classification and report gen-

eration can be a useful tool for reducing the workload on radiologists. However, the

performance of such systems can vary depending on how and what data such systems

are trained on. There remain several unanswered questions and obstacles that need to be

overcome.

Segmentation of the lungs plays a very important role in the automated analysis of lung

diseases as it can lead to better classification, particularly for complex cases where the

lungs are affected by multiple diseases. Therefore, incorporating a method to automati-

cally segment the lungs can improve the performance of any intelligent framework. How-

ever, such a method should be robust to variations in the CXRs that can result from dif-

ferences in patient anatomy or acquisition methods. Moreover, segmenting additional

thoracic cavity anatomical features can enhance the process of deriving insights from the

CXR that extend beyond lung disorders. Reliable segmentation that works equally well

for image and anatomical variation can be achieved by incorporating weakly supervised
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learning mechanisms or attention-based mechanisms similar to transformers.

While few chronic pulmonary diseases tend to have presentations that can lend themselves

to assigning a single-digit score that not only relays the information about the severity but

can also be used to track the progression, such a score for chronic diseases can provide

insightful information. Thus, any intelligent framework’s performance can be enhanced

by adding a way to provide a severity score as it provides a more precise risk stratification

and treatment guidance for patients. Furthermore, such a severity score can also improve

the factual quality of a generated radiology report. However, the consistency and accuracy

of such a scoring system is crucial. Such a system would also need to be able to adapt

to different CXR views such as lateral as opposed to just frontal view. This approach

can be enhanced by developing disease-specific severity scoring and leveraging existing

knowledge for transfer learning for related diseases. Explainable AI can also be used to

provide reasoning for the assigned severity scores.

As discussed earlier, CNNs have been used effectively for various tasks such as pul-

monary disease classification, segmentation, opacity localisation, and even report gen-

eration. Transformers-based architectures have also been used for similar tasks and both

of these approaches offer different advantages and disadvantages. The use of both in a

single framework results in a solution where the sub-modules are well-suited for a partic-

ular sub-problem. This amalgamation of these methodologies can be improved to improve

the performance of intelligent frameworks such as the one proposed in this research work

by exploration of multi-stage approaches where CNNs are used as feature-extractors and

transformers are used for higher-level reasoning for classification and report generation.

With an emphasis on the lungs and their many diseases, radiology reports are utilized to

present a holistic view of the organs in the chest cavity. This information can also be

effectively provided via automatically generated reports alongside image-level classifi-

cation and other metrics from a single framework. However, these reports can contain

inaccuracies regarding information that can not be directly retrieved from just an image
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such as the length of various chest tubings. This propensity for errors can be reduced

by the incorporation of associated information at the time of training in the form of spe-

cialised embedding tokens for transformer-based architecture or by incorporating another

CNN-based sub-module that is adept at the translation of such values.

Large-scale CXR datasets have made it possible for deep learning architectures to create

reliable automated solutions for obtaining various insights from the CXR. Nevertheless,

these datasets are typically unbalanced, which can impair any artificial intelligence frame-

work’s performance. In addition to this, variations in radiology report formats across hos-

pitals can impact such a system’s capacity for effective generalisation. In order to have an

unbiased framework, it is necessary to employ different class-balancing techniques and

text-preprocessing techniques as has been done in this research work. Improvement in

such techniques will also improve the performance of the complete framework.

In light of this, the following points, summarised below, could be addressed to further

enhance the functionality and usability of this research work:

1. The segmentation of other anatomical structures e.g. heart among others present in

CXR can be incorporated for better classification and report generation.

2. Severity scoring can be expanded to other pulmonary diseases as well that can be

graded over a severity scale.

3. Recent CNNs architectures can be used as feature extractors for transformers-based

frameworks for classification and report generation instead of relying just on inher-

ent linear projections in the transformer architecture.

4. Associated knowledge from reports such as centimeters-to-pixels can be incorpo-

rated in the Encoder/Decoder architecture in Transformers for better classification

and report generation.

5. Data imbalance with respect to clinical findings such as one class having a lot more

samples is prevalent in CXR datasets and reports which needs to be addressed.
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mail Ben Ayed. The little w-net that could: state-of-the-art retinal vessel segmen-

tation with minimalistic models. arXiv preprint arXiv:2009.01907, 2020.

[160] Min Seob Kwak, Jae Myung Cha, Jung Won Jeon, Jin Young Yoon, and Jong Wook

Park. Artificial intelligence-based measurement outperforms current methods for

colorectal polyp size measurement. Digestive Endoscopy, 2022.



[161] Yukun Zhou, Siegfried K Wagner, Mark A Chia, An Zhao, Moucheng Xu, Robbert

Struyven, Daniel C Alexander, Pearse A Keane, et al. Automorph: Automated reti-

nal vascular morphology quantification via a deep learning pipeline. Translational

vision science & technology, 11(7):12–12, 2022.

[162] Olaf Ronneberger, Philipp Fischer, and Thomas Brox. U-net: Convolutional net-

works for biomedical image segmentation. In Medical Image Computing and

Computer-Assisted Intervention–MICCAI 2015: 18th International Conference,

Munich, Germany, October 5-9, 2015, Proceedings, Part III 18, pages 234–241.

Springer, 2015.

[163] Johnatan Carvalho Souza, João Otávio Bandeira Diniz, Jonnison Lima Ferreira,

Giovanni Lucca França da Silva, Aristofanes Correa Silva, and Anselmo Cardoso

de Paiva. An automatic method for lung segmentation and reconstruction in chest x-

ray using deep neural networks. Computer methods and programs in biomedicine,

177:285–296, 2019.

[164] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton. Imagenet classification

with deep convolutional neural networks. Communications of the ACM, 60(6):84–

90, 2017.

[165] Anas M. Tahir, Muhammad E. H. Chowdhury, Yazan Qiblawey, Amith Khandakar,

Tawsifur Rahman, Serkan Kiranyaz, Uzair Khurshid, Nabil Ibtehaz, Sakib Mah-

mud, and Maymouna Ezeddin. Covid-qu, 2021.

[166] Zongwei Zhou, Md Mahfuzur Rahman Siddiquee, Nima Tajbakhsh, and Jianming

Liang. Unet++: A nested u-net architecture for medical image segmentation. In

Deep Learning in Medical Image Analysis and Multimodal Learning for Clini-

cal Decision Support: 4th International Workshop, DLMIA 2018, and 8th In-

ternational Workshop, ML-CDS 2018, Held in Conjunction with MICCAI 2018,

Granada, Spain, September 20, 2018, Proceedings 4, pages 3–11. Springer, 2018.



[167] Tsung-Yi Lin, Piotr Dollár, Ross Girshick, Kaiming He, Bharath Hariharan, and

Serge Belongie. Feature pyramid networks for object detection. In Proceedings

of the IEEE conference on computer vision and pattern recognition, pages 2117–

2125, 2017.

[168] James Devasia, Hridayanand Goswami, Subitha Lakshminarayanan, Manju Ra-

jaram, and Subathra Adithan. Deep learning classification of active tuberculosis

lung zones wise manifestations using chest x-rays: a multi label approach. Scien-

tific Reports, 13(1):887, 2023.

[169] Yujin Oh, Sangjoon Park, and Jong Chul Ye. Deep learning covid-19 features

on cxr using limited training data sets. IEEE transactions on medical imaging,

39(8):2688–2700, 2020.

[170] Pedro HT Gama, Hugo Oliveira, and Jefersson A dos Santos. Learning to segment

medical images from few-shot sparse labels. In 2021 34th SIBGRAPI Conference

on Graphics, Patterns and Images (SIBGRAPI), pages 89–96. IEEE, 2021.

[171] Alex Taranov. Openist: A set of open source tools (c classes and cmdutils) for

image segmentation and classification.

[172] You-Bao Tang, Yu-Xing Tang, Jing Xiao, and Ronald M Summers. Xlsor: A ro-

bust and accurate lung segmentor on chest x-rays using criss-cross attention and

customized radiorealistic abnormalities generation. In International Conference

on Medical Imaging with Deep Learning, pages 457–467. PMLR, 2019.

[173] Hugo Oliveira, Virginia Mota, Alexei MC Machado, and Jefersson A dos Santos.

From 3d to 2d: Transferring knowledge for rib segmentation in chest x-rays. Pat-

tern Recognition Letters, 140:10–17, 2020.

[174] John Suckling. The mammographic images analysis society digital mammogram

database. In Exerpta Medica. International Congress Series, 1994, volume 1069,

pages 375–378, 1994.



[175] Inês C Moreira, Igor Amaral, Inês Domingues, António Cardoso, Maria Joao Car-

doso, and Jaime S Cardoso. Inbreast: toward a full-field digital mammographic

database. Academic radiology, 19(2):236–248, 2012.

[176] Aysen Degerli, Serkan Kiranyaz, Muhammad EH Chowdhury, and Moncef Gab-

bouj. Osegnet: Operational segmentation network for covid-19 detection using

chest x-ray images. In 2022 IEEE International Conference on Image Processing

(ICIP), pages 2306–2310. IEEE, 2022.

[177] Serkan Kiranyaz, Junaid Malik, Habib Ben Abdallah, Turker Ince, Alexandros

Iosifidis, and Moncef Gabbouj. Self-organized operational neural networks with

generative neurons. Neural Networks, 140:294–308, 2021.

[178] Aysen Degerli, Mete Ahishali, Mehmet Yamac, Serkan Kiranyaz, Muhammad EH

Chowdhury, Khalid Hameed, Tahir Hamid, Rashid Mazhar, and Moncef Gabbouj.

Covid-19 infection map generation and detection from chest x-ray images. Health

information science and systems, 9(1):15, 2021.

[179] Melissa A Warren, Zhiguou Zhao, Tatsuki Koyama, Julie A Bastarache, Ciara M

Shaver, Matthew W Semler, Todd W Rice, Michael A Matthay, Carolyn S Calfee,

and Lorraine B Ware. Severity scoring of lung oedema on the chest radiograph is

associated with clinical outcomes in ards. Thorax, 73(9):840–846, 2018.

[180] Vinaya S Karkhanis and Jyotsna M Joshi. Pleural effusion: diagnosis, treatment,

and management. Open access emergency medicine: OAEM, 4:31, 2012.

[181] EDWARD A Gaensler and CHARLES B Carrington. Peripheral opacities in

chronic eosinophilic pneumonia: the photographic negative of pulmonary edema.

American Journal of Roentgenology, 128(1):1–13, 1977.

[182] Aritoshi Hattori, Takeshi Matsunaga, Kazuya Takamochi, Shiaki Oh, and Kenji

Suzuki. Prognostic impact of a ground glass opacity component in the clinical t



classification of non–small cell lung cancer. The Journal of Thoracic and Cardio-

vascular Surgery, 154(6):2102–2110, 2017.

[183] Aritoshi Hattori, Kenji Suzuki, Kazuya Takamochi, Masashi Wakabayashi, Keiju

Aokage, Hisashi Saji, Shun-ichi Watanabe, Yasuhiro Tsutani, Hiroshige Yoshioka,

Shiono Satoshi, et al. Prognostic impact of a ground-glass opacity component in

clinical stage ia non–small cell lung cancer. The Journal of Thoracic and Cardio-

vascular Surgery, 161(4):1469–1480, 2021.

[184] Van-Tien Pham, Cong-Minh Tran, Stanley Zheng, Tri-Minh Vu, and Shantanu

Nath. Chest x-ray abnormalities localization via ensemble of deep convolutional

neural networks. In 2021 International Conference on Advanced Technologies for

Communications (ATC), pages 125–130. IEEE, 2021.

[185] Ultralytics. Yolov5. https://github.com/ultralytics/yolov5.

[186] Shaoqing Ren, Kaiming He, Ross Girshick, and Jian Sun. Faster r-cnn: Towards

real-time object detection with region proposal networks. Advances in neural in-

formation processing systems, 28, 2015.

[187] Roman Solovyev, Weimin Wang, and Tatiana Gabruseva. Weighted boxes fusion:

Ensembling boxes from different object detection models. Image and Vision Com-

puting, 107:104117, 2021.

[188] Ilyas Sirazitdinov, Maksym Kholiavchenko, Tamerlan Mustafaev, Yuan Yixuan,

Ramil Kuleev, and Bulat Ibragimov. Deep neural network ensemble for pneumo-

nia localization from a large-scale chest x-ray database. Computers & electrical

engineering, 78:388–399, 2019.

[189] Radiological Society of North America. Rsna pneumo-

nia detection challenge. https://www.kaggle.com/c/

rsna-pneumonia-detection-challenge.

https://github.com/ultralytics/yolov5
https://www.kaggle.com/c/rsna-pneumonia-detection-challenge
https://www.kaggle.com/c/rsna-pneumonia-detection-challenge


[190] Tsung-Yi Lin, Priya Goyal, Ross Girshick, Kaiming He, and Piotr Dollár. Focal

loss for dense object detection. In Proceedings of the IEEE international confer-

ence on computer vision, pages 2980–2988, 2017.

[191] Kaiming He, Georgia Gkioxari, Piotr Dollár, and Ross Girshick. Mask r-cnn. In

Proceedings of the IEEE international conference on computer vision, pages 2961–

2969, 2017.

[192] I-Yun Chang and Teng-Yi Huang. Deep learning-based classification for lung opac-

ities in chest x-ray radiographs through batch control and sensitivity regulation.

Scientific Reports, 12(1):17597, 2022.

[193] Vijay Badrinarayanan, Alex Kendall, and Roberto Cipolla. Segnet: A deep convo-

lutional encoder-decoder architecture for image segmentation. IEEE transactions

on pattern analysis and machine intelligence, 39(12):2481–2495, 2017.

[194] Hengshuang Zhao, Jianping Shi, Xiaojuan Qi, Xiaogang Wang, and Jiaya Jia. Pyra-

mid scene parsing network. In Proceedings of the IEEE conference on computer

vision and pattern recognition, pages 2881–2890, 2017.

[195] Joy Wu, Yaniv Gur, Alexandros Karargyris, Ali Bin Syed, Orest Boyko, Mehdi

Moradi, and Tanveer Syeda-Mahmood. Automatic bounding box annotation of

chest x-ray data for localization of abnormalities. In 2020 IEEE 17th international

symposium on biomedical imaging (ISBI), pages 799–803. IEEE, 2020.

[196] Alfredo J Selim, Graeme Fincke, Xinhua S Ren, William Rogers, Austin Lee, and

Lewis Kazis. A symptom-based measure of the severity of chronic lung disease:

results from the veterans health study. Chest, 111(6):1607–1614, 1997.

[197] Gabrielle B McCallum, Peter S Morris, Clare C Wilson, Lesley A Versteegh,

Linda M Ward, Mark D Chatfield, and Anne B Chang. Severity scoring systems:

are they internally valid, reliable and predictive of oxygen use in children with

acute bronchiolitis? Pediatric pulmonology, 48(8):797–803, 2013.



[198] Emma Taylor, Kathryn Haven, Peter Reed, Ange Bissielo, Dave Harvey, Colin

McArthur, Cameron Bringans, Simone Freundlich, R Joan H Ingram, David Perry,

et al. A chest radiograph scoring system in patients with severe acute respiratory

infection: a validation study. BMC medical imaging, 15(1):1–10, 2015.

[199] Matthew D Li, Nishanth T Arun, Mishka Gidwani, Ken Chang, Francis Deng,

Brent P Little, Dexter P Mendoza, Min Lang, Susanna I Lee, Aileen O’Shea,

et al. Automated assessment and tracking of covid-19 pulmonary disease sever-

ity on chest radiographs using convolutional siamese neural networks. Radiology:

Artificial Intelligence, 2(4):e200079, 2020.

[200] Danielle Toussie, Nicholas Voutsinas, Mark Finkelstein, Mario A Cedillo, Sayan

Manna, Samuel Z Maron, Adam Jacobi, Michael Chung, Adam Bernheim, Corey

Eber, et al. Clinical and chest radiography features determine patient outcomes in

young and middle-aged adults with covid-19. Radiology, 297(1):E197, 2020.

[201] George Shih, Carol C Wu, Safwan S Halabi, Marc D Kohli, Luciano M Prevedello,

Tessa S Cook, Arjun Sharma, Judith K Amorosa, Veronica Arteaga, Maya

Galperin-Aizenberg, et al. Augmenting the national institutes of health chest radio-

graph dataset with expert annotations of possible pneumonia. Radiology: Artificial

Intelligence, 1(1):e180041, 2019.

[202] Anna Majkowska, Sid Mittal, David F Steiner, Joshua J Reicher, Scott Mayer

McKinney, Gavin E Duggan, Krish Eswaran, Po-Hsuan Cameron Chen, Yun

Liu, Sreenivasa Raju Kalidindi, et al. Chest radiograph interpretation with deep

learning models: assessment with radiologist-adjudicated reference standards and

population-adjusted evaluation. Radiology, 294(2):421–431, 2020.

[203] Aurelia Bustos, Antonio Pertusa, Jose-Maria Salinas, and Maria de la Iglesia-Vayá.
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