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Abstract

Theory of fixed points is of significant importance because it provides us the ana-

logue results to the existence of solution as a fixed point ofocertain setofunction. The

aim of this study is to investigate the latticeostructure of stableomatchings by using

fixedopoint approach.oSet of stable matchings behave as a fixed point under an ap-

propriate function. The research incorporates the review of various literature mainly

include the study of lattice structure of one to one and many to one bipartite stable

matchings. Earlier, the lattice structures are studied with fixed preference lists with

no price externality(price negotiation). In this present thesis a set of pairwise stable

outcomes is obtained in two sided hybrid matching market with price externality. In

thisomarket the valuation of agents depends upon money and externality arises when

they negotiate for the price. The most important feature is to devise an algorithm that

characterize the stable matchings as fixedopoints of an increasingofunction T . Also the

termination and correctness of this fixedopoint algorithm is proved. Furthermore, the

latticeostructure of the set ofostable outcomes is studied as an application of Tarski’s

fixedopoint theorem.
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Chapter 1

Introduction

In a broad range of mathematical problems of existence of a solution is equivalently con-

vertible to theoproblem of existenceoof a fixedopoint. Theoexistence of a fixedopoint is

thereforeoof prime importance in differentoareas ofomathematics and otherosciences.

The results of fixed points provide conditions under which a problem may have solu-

tions. There is an interconnection between fixed points methods and theory of stable

matching. Matching is considered as one of the significant functions of Economic mar-

kets. Who gets which jobs, who marries whom, which school places, these assist in

shaping careers and lives. Stable matching behave as a fixed point of certainoset func-

tion. Establishing the lattice structure of set of stable matching, is an important result

in the matching literature.

This present work is basically a study of an application of fixed point theory. In the

literature, various work is available on the lattice structure of stable matchings by using

Tarski’s fixed point theorem. But their approach does not involve price negotiation.

The current research aims at investigating the interlinks between fixed point theorem

and theory of stable matchings. Also the study of lattice structure of stable matchings

that involves price externality by using Tarski’s fixed point theorem which no one did

before. This research is conducted by the review of various literature.

In this thesis, the novel hybrid model of Ali and Farooq [2] and Echenique and

Oviedo [6] is designed for finding a stable matchings. The obtained stable matchings

behave as a fixedopoints of a certainoset function. The latticeostructure of these stable
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matchings is also studied. Moreover, a detailed review of the Adachi [1] and Echenique

and Oviedo [6] on the latticeostructure of stable matchings is also given.

Chapter 2 covers few basic concepts related to the field of study. It includes the

study related to concepts of fixed point theory, bipartite matching theory and lattice

theory. It also summarizes the main findings of certain studies conducted in this field of

research. Chapter 3 is devoted to the detail study of one to one stable matchings of Gale

and Shapley’s marriage problem in an alternative way. The stable matching’s lattice

structure is proved as a direct implication of Tarski’sofixedopoint theorem. Chapter

4 is a detailed review of many to one stable matchings. The devised T -algorithm

characterizes the stable matchings. Stable matchings behave as a fixed point under

the set function T . The stable matching’s lattice structure is also given at the end.

Chapter 5 includes the formation of novel hybrid model. An algorithm is devised that

characterizes the setoof stableomatchings. It also comprises the latticeostructure of

stableomatchings. Chapter 6 incorporate the conclusion.

2



Chapter 2

Preliminaries and history

In this chapter, some prerequisite ideas and concepts are discussed that reader should

familiar with. It mainly includes study related to fixed point theory, bipartite matching

theory and lattice theory.

Chapter 2 also provides some background of the current study. Moreover, Tarski’s

fixed point theorem is stated here, which will be use for the formation of lattice struc-

ture of stable matchings.

2.1 Functions and fixed points

Fixed point theory is considered as an interdisciplinary subject which can be applied in

different disciplines of mathematics and mathematical sciences like game theory, opti-

mization theory, mathematical economics, variational inequalities and approximation

theory. Fixed point theory deals itself with a very simple and essential mathematical

setting. A point is said to be a fixed point when it remains invariant, irrespective of

the type of transformation it undergoes. Under appropriate conditions, the fixed point

theorem states the existence of fixed points.

Definition 2.1.1. Consider the two sets S and B. R∗ is a binary relation from S to

B is defined as subset of S × B. For an order pair (i, j) in S × B, i is relatedoto j by

R∗, represent as:

iR∗j ⇔ (i, j) ∈ R∗.

3



And if i is not related to j written as:

i 6R∗ j ⇔ (i, j) /∈ R∗.

Relation consists of all those ordered pairsowhose elements areorelated by given con-

dition.

Definition 2.1.2. A function T : S −→ B is defined as a relation R∗ from set S to B

that satisfies the following properties:

(i) every element of S is the first element of an ordered pair of T ,

(ii) no two distinct ordered pairs in T have the same first element.

If T is a functionofrom S to B, we write it as:

j = T (i)⇔ (i, j) ∈ T.

Functions are basically used to describe the change in one variable as a result of change

in other variable. They can be percieved as a rule which operates on input and produces

an output.

Example 2.1.1. Consider S = {1, 2} and B = {1, 2, 3}, andodefine a binary relation

R∗ from S to B as provided below:

(i, j) ∈ S ×B ⇔ i− j is even.

The Cartesian product of S andoB consists of ordered pairs:

S ×B = {(1, 1), (1, 2), (1, 3), (2, 1), (2, 2), (2, 3)}.

and the ordered pairs which are in R∗ stated as:

R∗ = {(1, 1), (1, 3), (2, 2)}.

This given relation R∗ is not a function since it is not satisfying the property (ii)

of a function.

4



Example 2.1.2. Let S = {1, 2, 3} and B = {1, 3, 5}, define a relation R∗ from S to B

as follows:

∀(i, j) ∈ S ×B, (i, j) ∈ R∗ ⇔ i < j.

Here, a relation R∗ = {(1, 3), (1, 5), (2, 3), (2, 5), (3, 5)} from S (Domain) to B (Co-

domain) in the form of Fig. 2.1.

1

2

3 5

3

1

S B

Figure 2.1: Relation

This given relation R∗ is not a function since it is not satisfying the property (ii)

of a function.

1

2

3

4

5

6

7

8

9

1

2

3

4

S B

Figure 2.2: Function

Example 2.1.3. Consider S = {1, 2, 3, 4} and B = {1, 2, 3, 4, 5, 6, 7, 8, 9}. Define a
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relation R∗ as:

∀o(i, j) ∈ S ×B, o(i, j) ∈ R∗ ⇔ j = 2i+ 1.

Here, the relation R∗ = {(1, 3), (2, 5), (3, 7), (4, 9)} is aofunction because it satisfies

both properties (i) and (ii) of function. Graphical illustration is given in Fig. 2.2.

Example 2.1.4. Consider S = {2, 4, 6} and B = {1, 3, 5}. Define a relation R∗ as:

∀(i, j) ∈ S ×B, (i, j) ∈ R∗ ⇔ j = i+ 1.

Here the relation R∗ = {(2, 3), (4, 5)} is a not aofunction as it doesonot satisfyoproperty

(i) of function. Graphically present it as Fig 2.3.

2

5

3

1

4

6

S B

Figure 2.3: Not a function

Definition 2.1.3. The floor function f(q) is defined for real numbers as the largest

integer less than or equals to q. The notation bqc is used for f(q).

Example 2.1.5. b2.5c = 2, b−2.8c = −3.

Definition 2.1.4. The ceiling function c(q) is defined for real numbers as the smallest

integer greater than or equals to q. The notation dqe is used for c(q).

Example 2.1.6. d1.7e = 2, d−2.7e = −2.

Definition 2.1.5. ( Epp [17]) A relation R∗ on a set S is said to be a partial order if

R∗ is:

1. i R∗ i : ∀ i ∈ S (reflexive).

6



2. i1R∗ i2 ∧ i2R∗ i1 ⇒ i1 = i2 : ∀i1, i2 ∈ S (anti-symmetric).

3. i1R∗ i2 ∧ i2R∗ i3 ⇒ i1R
∗ i3 : ∀ i1, i2, i3 ∈ S (transitive).

A set together with the partial order R∗ is called a poset or a partially ordered set.

Represent this poset by (S,R∗).

Example 2.1.7. Let S = {1, 2, 3, 4, 12} be the set. Consider the relation R∗ of divisi-

bility on S as

i1R
∗ i2 ⇔ i1|i2 ∀ i1, i2 ∈ S. (2.1)

R∗ is a partial order on S. Fig. 2.4 is the Hasse Diagram(two-dimensional presentation

of a directed acyclic graph all of whose edges are drawn without arrowheads but which

are supposed to be directed upwards) of this defined relation R∗.

4

2

12

1

3

Figure 2.4: Partial order

Example 2.1.8. If we define a relation R∗ on S = {1, 2, 3, 4, 12} such that

i1R
∗ i2 ⇔ i1 < i2 ∀ i1, i2 ∈ S. (2.2)

Then this relation < is not a partial order. Since < is not reflexive.

Definition 2.1.6. Let (S,R∗) be the poset. A function

T : S −→ S

is said to be an increasing if for all i1, i2 ∈ S, we have

i1R
∗i2 ⇒ T (i1)R∗T (i2).

7



Example 2.1.9. Let S = {−1, 0, 1, 5, 8} be the poset under the less than equals to

relation as

i1R
∗ i2 ⇔ i1 ≤ i2 ∀ i1, i2 ∈ S. (2.3)

. Consider a function

T : S → S

such that

T (i) = i.

T is an increasing function on S. Graphically it can be viewed as Fig. 2.5:

1

1

0

5

8

-1 5 8

-1

Figure 2.5: Increasing function under less than equals to relation.

Definition 2.1.7. If S is a set and a mapping

T : S −→ S

is a function then i ∈ S is called fixed point of T if

T (i) = i.

Example 2.1.10. Let S = {−1, 0, 1, 5, 8}. Consider the function T : S → S defined

as T (i) = i. Then this function has all elements of S as a fixed points. Graphically,

presented in Fig. 2.6:

8



1

1

0

5

8

-1 5 8

-1

Figure 2.6: Fixed points of S.

Probably, Feder [10] and Subramanian [22] were the first one’s who indicated a

relationship among fixed points and stable matchings. Next section involves the rela-

tionship between fixed points and stable matchings.

2.2 Bipartite matchings

Since many years matching theory has been widely studied by economists, game the-

orist and mathematicians due to its extensive applications in many related fields.

Decision-makingoin today’s world requiresocoordinationoof a group ofoagents, whichomay

compriseocyber, physicaloor humanoelements. These agents naturallyoengageoin build-

ing an opinion matching on certain resourcesoof interestothat may includeoattitudes,

pricesooropredictions about macroeconomicovariables. In socialonetworks, interact-

ingoagents can influence eachoother and graduallyoform an opinionomatching. A num-

ber of physical models have been developed to explore human opinionopropagation.

Hence the matching theory is the study of resource allocation among the sets of agents

with respect to the preferences of these agents, so that the allocation has important

implications for their well-being.

The present section gives an introduction to the primary fundamentals of matching

theory. Basically, in this thesis, our main results comprise lattice structure of one to

9



one bipartite stable matchings. But the literature review also include lattice structure

of many to one stable matchings.

Definition 2.2.1. (Echenique and Oviedo [6]). Let S and B be any two non-empty

finite sets. A pair of functions v = (vS, vB) is known as pre-matching if the functions

vS : S → S ∪B and vB : B → S ∪B are such that:

1. for all i ∈ S, vi ∈ B ∪ {i} where vS(i) := vi.

2. for all j ∈ B, vj ∈ S ∪ {j} where vB(j) := vj.

Example 2.2.1. If S = {i1, i2, i3} and B = {j1, j2, j3} be the twoodisjoint and fi-

nite sets. Here, v be an arbitrary pre-matching shown in Fig. 2.7 such that vS =

{(i1, j1), (i2, j3), (i3, j2)} and vB = {(j1, i3), (j2, i1), (j3, i3)}.

i1

i2

i3

i1

i2

i3

j1

j2

j3

i1

i2

i3

j1

j2

j3

j1

j2

j3

S S U B S U BB

Figure 2.7: Pre-matching

Definition 2.2.2. A matching µ : S ∪ B −→ S ∪ B is oneotooone correspondence of

order two (An order two matching is the one for which µ2(y) = y) such that if µ(i) 6= i

then µ(i) ∈ B and if µ(j) 6= j then µ(j) ∈ S.

Denote µ(i) = µi and µ(j) = µj. Matchingsoand pre-matchingsov have a close

connection with each other. One can always define a pre-matching v from matching µ.

But pre-matching v may not be a matching µ. Relation between them is present next.

Consider S and B be the two finite sets.

10



• µ defines v if for a given µ, a function v = (vS, vB) define by

vi := µi and vj := µj ∀i ∈ S and j ∈ B.

• v induces µ if for a given v, a function µ define by

µi := vi and µj := vj.

is aomatching.

• µ andov areoequivalent if matching µodefines pre-matching v and v induces µ.

Definition 2.2.3. (Echenique and Oviedo [6]). A pre-matching v = (vS, vB) is said to

be a one to one matching µ if and only if v is one to one and self invertible (vj = i if

and only if j = vi).

Example 2.2.2. Let S = {i1, i2, i3} and B = {j1, j2, j3} be the twoodisjoint and finite

sets. µ̂S = {(i1, j1), (i2, j3), (i3, j2)} and µ̂B = {(j1, i1), (j2, i3), (j3, i2)}. be a matching

defined in Fig. 2.8.

i1

i2

i3

i1

i2

i3

j1

j2

j3

i1

i2

i3

j1

j2

j3

j1

j2

j3

S S U B S U BB

Figure 2.8: Matching

An alternative way of presenting matching µ̂ = {(i1, j1), (i2, j3), (i3, j2)} is given in

Fig. 2.9.

Consider a pre-matching v given in Fig. 2.7, it is not a matching because a pre-

matching v such that vi1 = j1, vi2 = j3, vi3 = j2, vj1 = i3, vj2 = i1, vj3 = i3 does not

11



i1

i2

i3

j1

j2

j3

S B

Figure 2.9: Alternative presentation of matching

induce a matching as vi1 = j1 but vj1 = i3 6= i1. While, a matching given in Fig. 2.8

defines a pre-matching such that vi1 = j1, vi2 = j3, vi3 = j2, vj1 = i1, vj2 = i3, vj3 = i2.

Definition 2.2.4. (Echenique and Oviedo [7] ). A strict preference relation P on the

set S ∪ B is a complete, anti-symmetric, and transitive binary relation on S ∪ B. We

denote by R the weak preference relation associated to P ; so xRy if and only if x = y

or xPy.

Definition 2.2.5. A matching µ is said to be stable if it is individually rational and

there is no blocking pair in it.

Individually rational means an individual (agent) is preferring its partner at least

as much as to remain isolated (single). Whereas, no blocking pair means there is no

such pair which strictly prefer each other over their current matched partners under µ.

Example 2.2.3. Let S = {i1, i2, i3} and B = {j1, j2, j3} be the twoodisjoint and finite

sets of Men and women respectively, having the preferences given in the following

Tables:

P (i1) j2 j1 j3 i1
P (i2) j1 j3 j2 i2
P (i3) j1 j2 j3 i3

Table 2.1: Set S preference list

P (j1) i1 i3 i2 j1

P (j2) i3 i1 i2 j2

P (j3) i1 i3 i2 j3

Table 2.2: Set B preference list

Matchingoµ = {(i1, j2), (i2, j3), (i3, j1)} given in Fig. 2.10 is a stable matching.

12



i1

i2

i3

j1

j2

j3

S B

Figure 2.10: Stable matching

While, matchingoµ given in Fig. 2.11 is not a stable matching. Here, the pairs

i1

i2

i3

j1

j2

j3

S B

Figure 2.11: Not a stable matching

(i1, j1) and (i3, j1) blocks µ.

In the present work we deal with bipartite model and our work based upon the

application on Tarski’sofixedopoint theorem. The study of bipartite models originated

with the work of David Galeoand Lloyd Shapley. In [14] they solved the stable marriage

problem for two equal and finite sets of menoandowomen who have strictopreferences

overoeach other. Set of matchings among different men and women is a marriage scheme

in this model. Such scheme is said to be stable if there does not exist a pair which

is either preferring each other over their current partners or unmatched. A marriage

scheme is unstable if it is not stable. GaleoandoShapley [14] not only proposed the

existence of a stable marriage scheme for any preference ranking of nmen and n women,

but they also devised a finite procedure, known as deferred acceptance algorithm(DAA)
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to obtain that scheme. Shapley and Shubik [20] gave another standard model named

as one-to-one buyer seller model, characterized as an assignment game that clarifies the

role of money. They showed the formation of non-empty complete lattice structure of

stable matchings under this assignment game. In literature several studies conducted

on the adjuncts and variations of Gale and Shapley’s marriage model and Shapley’s

and Shubik’s assignment game.

Indivisible goods have been extensively studied with respect to the mathematical

economics markets. A Gross Substitute (GS) condition was developed by Kelso and

Crawford [16] through a two-sided matching model with money. With the help of this

GS condition they also showed the existence of the stable matching. Above mentioned

two-sided matching model is the combination of marriage model by Gale and Shapley

[14] and assignment game by Shapley and Shubik [20]. Recently, Baroon et. al. [5]

studied peer effects and stability in matching markets.

Ali and Farooq [2] has observed the presence of pairwise one to one stable matching

in two sided market of sellers and buyers with externalities. In their model each seller

possesses at most one indivisible good and each buyer possesses a finite amount of

money which is an integer variable. Their four step algorithm assigns sellers the most

optimal partners and buyers has to accept their best from those sellers who proposed

them. The main feature of their algorithm is that the agents are flexible i.e; if the

buyers have more than one choice and they rejected some sellers then the rejected

sellers negotiate (modify) price to attract their favorite buyers. The process continues

until no rejections left from the buyer’s side.

2.3 Lattices

Lattice theory provides an elementary account of a noteworthy branch of contempo-

rary mathematics concerning lattice theory. A lattice named as an abstract structure

studied in the mathematical sub disciplines of abstract algebra and order theory.

Definition 2.3.1. Let (S,R∗) is a poset, the elements i1 and i2 of S are comparable if

i1R
∗ i2 or i2R

∗ i1.
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Definition 2.3.2. Let (S,R∗) is a poset, the elements i1 and i2 of S are incomparable

if

i1 6R∗ i2 and i2 6R∗ i1.

In poset, every pair of element need not to be comparable.

Definition 2.3.3. Let S be a poset, if every pair of elements in S is comparable, then

S is called a linearly ordered set (or totally ordered set) and the partial order is said

to be a linear order. In this case, S forms a chain.

Example 2.3.1. Let S = {1, 2, 3, 4, 12} be the set. Consider the relation R∗ of ≤ on

S. Every two pairs are comparable under relation R∗. Therefore, it forms a linearly

ordered set. Graphical presentation can be viewed in Fig. 2.12.

4

2

12

1

3

Figure 2.12: Totally ordered set.

Example 2.3.2. Consider the relation R∗ of divisibility on S given in Example 2.1.7,

then the elements 2 6R∗ 3 and 3 6R∗ 2. Similarly, 3 6R∗ 4 and 4 6R∗ 3. Therefore, the

pairs (2, 3) and (3, 4) are incomparable. S is not linearly ordered set.

Definition 2.3.4. Let (S,R∗) is a partial ordered set and X be the subset of S. If

there exists an element î ∈ S such that:

U.B

xR∗ î : ∀x ∈ X.

L.U.B

(xR∗ y : ∀x ∈ X) : ∀ y ∈ S ⇒ î R∗ y.
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then î is called the least upper bound of X. It is represented by ∪X.

The first condition of Definition 2.3.4 states that ∪X is an upper bound (U.B) and

the second states that it is least(L.U.B).

Definition 2.3.5. Let (S,R∗) is a partial ordered set and X be the subset of S. If

there exists an element i ∈ S such that:

L.B

i R∗ x : ∀x ∈ X.

G.L.B

(y R∗ x : ∀x ∈ X) : ∀ y ∈ S ⇒ y R∗ i.

then i is called the greatest lower bound of X. It is represented by ∩X.

The first condition of Definition 2.3.5 states that ∩X is an lower bound (L.B) and

the second states that it is greatest(G.L.B).

Definition 2.3.6. Lattice is a partially ordered set (L,R∗) in which every subset

{x, y} consisting of two elements has a least upper bound (L.U.B) and a greatest lower

bound(G.L.B). Represent L.U.B({x, y}) by x ∨ y and say it the join of x and y. Simi-

larly, represent G.L.B({x, y}) by x ∧ y and say it the meet of x and y.

Definition 2.3.7. L is said to be a complete lattice if every subset of lattice L has a

least upper bound and greatest lower bound.

Example 2.3.3. Consider the set S = {2, 4, 8, 16}. Define a relation R∗ such that

i1R
∗ i2 ⇔ i1|i2 ∀ i1, i2 ∈ S.

Hasse diagram of the partial order on S is shown in the Fig. 2.13. For every subset

X of S there exists a greatest lower bound and least upper bound in S. So S forms a

complete lattice.
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2

8

16

Figure 2.13: L.U.B and G.L.B of S.

i1 i2

i3

i5i4

i6 i7

i8

Figure 2.14: Not a lattice

Example 2.3.4. Consider a poset S = {i1, i2, i3, i4, i5, i6, i7, i8}, whose Hasse diagram

is shown in Fig 2.14.

Assume two subsets of S, say X1 = {i1, i2} and X2 = {i3, i4, i5}. L.U.B of X1 is i3
and there is no G.L.B of it. And there is no L.U.B of X2 while G.L.B is i3. Therefore,

S do not form a lattice.

Example 2.3.5. Let S1 = {2, 4, 8, 12} and S2 = {2, 3, 6, 12}. Define a relation R∗ of

divisibility on S1 and S2. Hasse diagram is shown in Fig. 2.15.

In (a) subset {12, 8} have no L.U.B while every subset of S1 has a G.L.B under R∗.

On the other hand, in (b) subset {2, 3} have no G.L.B while every subset of S2 has a

L.U.B under R∗. Both S1 and S2 are not the lattices.

Example 2.3.6. Consider D20 be the set of all positive divisors of 20. Then D20 is a
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(a) (b)

12

Figure 2.15: L.U.B and G.L.B of S1 and S2.

lattice under the divisibility relation. The Hasse diagram of D20 is shown in Fig. 2.16.

Since, every pair in D20 under divisibility relation consists of least upper bound and

greatest lower bound in D20. Thus it forms a lattice. It is also a complete lattice since

it is finite (every finite lattice is a complete lattice).

2

1

5

10

20

4

Figure 2.16: Lattice structure

Example 2.3.7. Given P{i1, i2, i3} under inclusion map ⊆ forms a complete lattice.

See the lattice structure in Fig. 2.17.

Following theorem is due to Tarski [23].

Theorem 2.3.1. (Tarski [23]). Let

1. (A,R∗) be a complete lattice,

2. f : A→ A be an increasing function.
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Figure 2.17: Complete lattice

3. P be the set consists of all fixed points of f .

Then, P is non-empty set and the system (P,R∗) is a complete lattice; in particular

we have

∪P = ∪Ex[xR∗f(x)] ∈ P.

∩P = ∩Ex[f(x)R∗x] ∈ P.

Theorem 2.3.1 is an elementary lattice-theoretical fixedopoint theorem that holds

in arbitrary completeolattices. It has a wide range of applications and extensions in

the theories of simply ordered sets, topology, real functions, general set theory, as well

as in Boolean algebras and matching theory.

Adachi [1] studied the stable matchings in Gale and Shapley [14] behave as fixed

points of certain increasing function. By using Theorem 2.3.1 they showed the lat-

ticeostructure of stable matchings. We will study their work in detail in subsequent

Chapter 3. For more results on lattice structure one can also see Blair [4] and Alkan [3].

Fleiner [11, 12] studied the latticeostructure of generalizedostable matchings. Farooq,

Flenier and Tamura [9] studied many to many matching model with contracts. They

extended model of Hatfield and Milgrom [15]. The key to their results is Theorem

2.3.1. For more recent work one can see also Li [18] and Fleiner [13]. Recently Py-

cia and Yemnez [19] obtained matching with externalities. Their work also observed
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stable matchings as fixed points but their technique is not based upon Theoren 2.3.1

and hence no lattice structure of the matching is discussed. Very recently Uetake and

Watanabe [24] devised an algorithm for two-sided matching model with externalities

but again their work is not based on fixed point approach. Echenique and Oviedo

in [6, 7] observed stable many to one and many to many matchings as fixed points

of a certain function. Their characterization presents an algorithm for finding stable

assignments and the lattice structure of stable matchings. Their algorithm is named as

T -algorithm which is a procedure of iterating T , starting at some pre-matching v. And

it stops when Tv is a matching. They also proved the obtained matching is indeed a

fixed point of T . The detailed discussion on their work is present in Chapter 4. They

further discussed the lattice structure of the set of fixed points of T . But the stable

matchings attained in their model only deals with the fixed preference profile with no

externalities.

In this work we apply Theorem 2.3.1 to study the lattice structure of two sided

matching market with externalities i.e; the agents are flexible and can negotiate on

price. We also present an algorithm that obtain the stable matching as a fixed point

of an increasing function.
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Chapter 3

Lattice structure of one to one stable
matchings

This chapter is devoted to the detailed review of Adachi [1] that deals with the study of

stable matchings as a fixed points of defined increasing function in the Gale-Shapley’s

marriage problem. The lattice property and existence of stable matchings are proved

as a direct application of Theorem 2.3.1.

In Section 3.1, the brief introduction to the marriageomodel of Galeoand Shapley

and the key statement which guides to their formulation is presented. When agents

have strict preferences, the alternative way of formulation that characterizes the stable

matching’s set and the formation of lattice structure is presented in Section 3.2.

3.1 Gale-Shapley marriage problem

Consider the two disjoint and finite sets of men and women represented as

S = {i1, i2, . . . , in} and B = {j1, j2, . . . jk} respectively, in the marriage market. Each

agent on one side of the market has a preferences over the agent on the opposite side

of the market. An agent may prefer to remain isolated/single than to get married.

Therefore, man i’s preference ordering >i is denoted by an ordered list over the set

W ∪{i} and similarly it is defined for the women. Assume that preferences are rational.

Denote j >i ĵ to mean i prefers j to ĵ, and j ≥i ĵ to mean i likes j at least as much

as ĵ. Define indifferent between two agents as j =i ĵ, and write j = ĵ means j is the
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same person as ĵ. Women j is acceptableoto man i if j ≥i i. An agent is saidoto have

a strict preferences if it is not indifferent among two acceptable choices. Throughout

this chapter, assume that preferences of agents are strict and matching µ is one to one.

Definition 3.1.1. A matching µ is a stable matching if the two conditions given below

holds:

(IR) µi ≥i i, ∀ i ∈ S and µj ≥j j, ∀ j ∈ B; i.e µ is individually rational matching.

(S) there does not exists a (i, j) such that j >i µi and i >j µj; i.e there is no blocking

pair in µ.

Lemma 3.1.1. Suppose that the strict preference assumption holds. Let matching µ

satisfies individually rational condition (IR). Then the matching µ satisfies stability

condition (S) if and only if the condition given below get fulfilled:

(Ŝ) there does not exists a (i, j) such that {j >i µi and i ≥j µj} or {j ≥i µi and
i >j µj}.

Example 3.1.2. Let S = {i1, i2, i3} and B = {j1, j2, j3} having the preferences:

P (i1) j2 j∗1 j3 i1
P (i2) j1 j∗3 j2 i2
P (i3) j1 j∗2 j3 i3

Table 3.1: Men preference list

P (j1) i∗1 i3 i2 j1

P (j2) i∗3 i1 i2 j2

P (j3) i1 i3 i∗2 j3

Table 3.2: Women preference list

Each agent hasostrictopreferences over the agent of opposite side and preferring each

other to remain single. For instance, man i1 prefers j2 the most, then j1, and so on.

Matching µ̂ is the women optimal stableomatching among the two optimal matchings

and it is denoted by ∗. The significant observation that guides to the formulation is that

the partner of agent i1 under µ̂, µ̂i1 = j1, is the greatest element (w.r.t i1’s preferences)

between those potential partners who prefer i1 at least as much as their partners under

the µ̂, {j ∈ B : i1 ≥j µ̂j}∪ {i1}. For every agent this property holds. This observation

indicates that when the preferences are strict, the set of stable matchings may be
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represented by the solution to a setoof individualomaximization problems.

According to the Gale and Shapley [14] if the preferences are strict, there exists men

and women optimal stable matching for every marriage problem. Further, set of stable

matchings forms a complete lattice. Adachi [1] addresses the marriage problem in an

alternative way through their formulation.

3.2 Formulation

This section involves an alternativeoformulation to address the marriage problem.

Let ΥS and ΥB represent the setoof all such functions vS and vB respectively and

Υ := ΥS ×ΥB = (×i∈S(B ∪ {i}))× (×j∈B(S ∪ {j})). (3.1)

represents the set of all pre-matchings v. This expresses ΥS as the set of vectors in

×i∈S(B ∪{i}) and of ΥB as that in ×j∈B(S ∪{j}). Adachi finds pre-matching as more

suitable for their formulation than matching and have close connection among them. .

This guides to the followingoobservation, which will be helpful later.

Remark 3.2.1. A pre-matchingov induces aomatching µ if and only if v is such that

vi = j iff i = vj.

Therefore, if v induces a matching and vi = j(or equivalently, vj = i), then vB◦vS(i) = i

and vS ◦ vB(j) = j.

Proposition 3.2.2. Suppose that the assumptionoof strictopreferences hold. Then

(i) If aomatchingoµ is stable, then theopre-matching v defined by µosolves (3.2) and

(3.3).

vi = max
>i
{j ∈ B : i ≥j vj} ∪ {i} ∀i ∈ S. (3.2)

vj = max
>j
{i ∈ S : j ≥i vi} ∪ {j} ∀j ∈ B. (3.3)

(ii) If aopre-matching v solveso(3.2) and (3.3), then v induces a matching µ, which is

stable.
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Proof. (i). Let µ be a stable matching and suppose the pre-matching v defined by µ.

Then by the definition ofostability andoLemma 3.1.1, v satisfies

vi ≥i i and vj ≥j j ∀ i ∈ S, ∀ j ∈ B. (3.4)

and

does not exists (i, j) such that {j >i vi and i ≥j vj} or {i >j vj and j ≥i vi}. (3.5)

When the preferences are strict, it is instant that these two above conditions are equiv-

alent to v being aosolution to the set of equationso(3.2) and (3.3).

In (3.2) maximizationois takenowith respect to each man i’s preference ordering >i

over the set B∪{i} under the constraint i ≥j vj. Since we have assumed the preferences

of agents are strict and they are of finite numbers, the RHS of (3.2) and (3.3) is well

defined and singleton for each i and each j. This proves (i).

The next Lemma will be use in order tooprove the part (ii) ofoproposition.

Lemma 3.2.3. Suppose that the presumption of strictopreferences hold. If a pre-

matching v = (vS, vB) solves (3.2) and (3.3), then the conditions given below are equiv-

alent:

(1) jo ≥i vi and io ≥j vj,

(2) j = vi and i = vj,

(3) j = vi,

(4) i = vj.

Proof. Suppose that (1) holds. Assume j >i vi or i >j vj. Since v = (vS, vB) is

the solution of individual maximization problems. Either case contradicts the given

assumption that v solves the (3.2) and (3.3). Therefore, it must be j =i vi and

i =j vj. But, with the strict preference assumption this indicate j = vi and i = vj. So,

(1)⇒ (2).

Suppose that (2) holds. Since, j = vi and i = vj. This indicate (2 ⇒ 1), (2 ⇒ 3),

(2⇒ 4) are immediate.
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Suppose that (3) holds. Assume i >j vj. But with this assumption it contradicts

(3.3). Also assume that i <j vj. This also contradicts the (3.2). Therefore, it must

be i =j vj, which indicate i = vj under the strict preference assumption. This implies

(3)⇒ (4)⇒ (2).

(ii). Suppose that the assumptionoof strictopreferences hold. Let a pre-matching v

solves (3.2) and (3.3). By the part (3) and (4) of Lemma 3.2.3 and Remark 3.2.1,opre-

matching voinduces a matching µ. Also, v satisfies the condition given in (3.4) and

(3.5). This means that µ satisfiesothe conditionso(IR) ando(Ŝ), which implies the

conditions (IR) and (S).

For a lattice structure, the set of solutions to (3.2) and (3.3) is non-empty and is a

complete lattice. In order to show this, firstly define a partial ordering on ΥS, ΥB and

Υ.

Definition 3.2.1. Suppose v ≡ (vS, vB) ∈ Υ. Define

1. A partial ordering ≥S on ΥS by vS ≥S v̂S if and only if vi ≥i v̂i ∀ i ∈ S.

2. A partial ordering ≥B on ΥB by vB ≥B v̂B if and only if vj ≥j v̂j ∀ j ∈ B.

3. A partial ordering =S on Υ by vS ≥S v̂S if and only if vS ≥S v̂S and v̂B ≥B vB.

Consider a function T ≡ (T1, T2), where T1 : Υ −→ ΥS and T2 : Υ −→ ΥB define

as

T1(v) = max
>i
{j ∈ B : i ≥j vj} ∪ {i} ∀i ∈ S. (3.6)

T2(v) = max
>j
{i ∈ S : j ≥i vi} ∪ {j} ∀j ∈ B. (3.7)

Proposition 3.2.4. The set Υ̂ of solutions to (3.2) and (3.3) is non-empty and (Υ̂,=S)

forms a complete lattice.

Proof. To show thatoset of fixedopoints of function T has this above property and this

proposition will be prove by the application of Theorem 2.3.1. Firstly, to show (Υ,=S)

is a complete lattice. Since, =S be a partial ordering on Υ. For any two pre-matchings,
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either one is better than other(comparable) or if un-comparable then there exists a

pre-matching (by consensus property i.e pre-matching form by giving the best partners

among both of them) to which they are comparable. Thus for any two elements there

is supremum and infimum. Hence, set of pre-matchings forms a lattice. Since, numbers

of agents are finite. So, (Υ,=S) is a complete lattice. Now to show T : Υ −→ Υ is

an increasing function w.r.t =S. Consider any two pre-matchings v = (vS, vB) and

v̂ = (v̂S, v̂B) such that v̂ =S v (i.e v̂S ≥S vS and v̂B ≤B vB). Then

T1(v̂i) =i max
>i
{j ∈ B : i ≥j v̂j} ∪ {i}

≥i max
>i
{j ∈ B : i ≥j vj} ∪ {i}

=i T1(vi).

Since, {j ∈ B : i ≥j v̂j} ⊇ {j ∈ B : i ≥j vj}. The above inequality ≥i follows from
this fact. Hence, T1(v̂i) ≥i T1vi. Similarly,

T2(v̂j) =j max
>j
{i ∈ S : j ≥i v̂i} ∪ {j}

≤j max
>j
{i ∈ S : j ≥i vi} ∪ {j}

=j T2(vj).

Since, {i ∈ S : j ≥i v̂i} ⊆ {i ∈ S : j ≥i vi}. The above inequality ≤j follows from
this fact. Hence, T2(v̂j) ≤j T2(vj). Hence, T v̂ =S Tv. Now the proof follows from the

application of Theorem 2.3.1.

With the strict preference assumption, Proposition 3.2.2 and 3.2.4 indicate that we

can identify stableomatchings with the set Υ̂oof the solutions to (3.2) and (3.3). In this

case, we call v ∈ Υ̂ itself a stableomatching, and Υ̂ the setoof stableomatchings. Let

represent the greatestoand smallestoelements with respect to =S in Υ̂ by v̄ ≡ (v̄S, v̄B)

and v ≡ (vS, vB) respectively. A man optimal matching is v̄ and every man likes it

whereas every women dislike it. A women optimal matching is v and every women

likes it whereas every man dislike it. The S- and B- equilibria, can be obtain by

iterativeoprocedure: to findov̄, set v̄0 ≡ (v̄0
S, v̄

0
B) such a way v̄0

S(i) := max>ij such that

j ∈ B ∪ {i} for all i and v0
B(j) := j for all j. Define aosequence v̄ ≡ (v̄lS, v̄

l
B) by
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T v̄l−1 := vl for l ≥ 1. Since the sets S and B are finite, after a finite l the sequence

v̄l converges to v̄ := lim v̄l. The limit v is theoS-optimal stableomatching. Similarly,

to find B-optimaloequilibrium, define a sequence vl ≡ (vlS, v
l
B) by Tvl−1 := vl starting

with v0
S(i) := i and v̄0

B(j) := max>j i such that i ∈ S ∪ {i}. Then v := lim vl is the

B-optimal stable matching.
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Chapter 4

Lattice structure of many to one core
matchings

This chapter is about the detailed review of Echenique and Oviedo [6]. It incorporates

the study of core many to one matchings. An allocation of group of workers to each

firm is said to be a many to one matching. For any given matching, if the workers are

unhappy with the existing employers and the firms thatoare unhappy withotheir current

group of workers may re-contract in some mutually favorable way, thus destroyingothe

proposedomatching. Theoformalization of such kind of matching that is robust to the

re-contracting is said to be a core matching. In order to attain a core matchings non-

empty, the structure impose on the firm preferences is substitutable. Thus when the

preferences areosubstitutable, a matching is in theocore iff it is stable. This chapter

characterizes the coreoas a set of fixedopoints of a function T . By proving T a monotone

increasing function, the lattice structure is obtained by using Theorem 2.3.1.

In Section 4.1 model and definitions are presented. Section 4.2 introduce the fixed

point approach to the core. T -algorithm is given in Section 4.3. Section 4.4 includes

the lattice structure.

4.1 Model

Consider theotwo finite and disjointosets of firms B and workers S. Each worker i ∈ S
has aostrict, transitiveoand completeopreference relation P (i) over B ∪∅ and similarly
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each firm j ∈ B has aostrict, transitiveoand completeopreference relation P (j) over the

set of all subsets of S. Preferenceoprofile are (n + m)-tuplesoof preferenceorelations;

we symbolize themoby P ∗ = (P (i1), . . . , P (in);P (j1), . . . , P (jm)). For a given P (i),

firm preferredoby i to the emptyoset are called acceptable. In this caseoworker i may

prefer to remainounemployed than workingowith an un-acceptable firm. Similarly, for

a given P (j), set ofoworkers that j prefers to the empty set are called acceptable. In

this case firm j mayoprefer not hiring any workerothan hiring an un-acceptable set of

workers. Thus only the acceptable partners matter, and preference relation is the list

of acceptable partners. For example,

P (ik) = j1, j3.

depicts that j1P (ik)j3P (ik)∅.

P (jl) = {i1, i3}, {i2}, {i1}, {i3}.

depicts that {i1, i3}P (jl){i2}P (jl){i1}P (jl){i3}.

The weak preference orders associated with P is denoted by R. Therefore, jkR(i)jl

if jk = jl or jkP (i)jl. Similarly, define for R(j). The study involves the matching of

wokers to the firms and firms with the group of workers.

Definition 4.1.1. Consider the preference profile. For a set W ⊆ S, let C(W,P (j))

represent firm B’s most preferred subset ofW according to its preference ordering P (j).

Say C(W,P (j)) the choice set of W according to P (j). That is A = C(W,P (j)) if and

only if A ⊆ W and AP (j)D for all D ⊆ W with A 6= D.

Definition 4.1.2. A matching µ is a mapping from set S∪B into the set of all subsets

of set S ∪B such that for all i ∈ S and j ∈ B

(i) if µi 6= i then | µi |= 1 and µi ∈ B.

(ii) µj ∈ 2S.

(iii) µi = j if and only if i ∈ µ(j).
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In words, workers can work at most one firm. Whereas, firm can hire more than

one worker. P (S) there is denoting the power set of S. µ is a matching if it is self

invertible. Denote set of all matching by M .

Example 4.1.1. Consider two finite sets S = {i1, i2, i3, i4} and B = {j1, j2} where S
represent the set of workers and B represent the set of firms. The preference profile

P ∗ is given by Table 4.1 and 4.2.

P (i1) j1 j2

P (i2) j2 j1

P (i3) j1 j2

P (i4) j1 j2

Table 4.1: Worker’s S preference list

P (j1) {i1, i2} {i3, i4} {i1, i3} {i2, i4} {i1} {i2} {i3} {i4}
P (j2) {i1, i2} {i1, i3} {i2, i4} {i3, i4} {i1} {i2} {i3} {i4}

Table 4.2: Firm’s B preference list

Consider the matching µ = {({i1, i3}, j1), (i4, j2)} shown in the Fig. 4.1.

i1

i2

i3

j1

j2

i4

S B

Figure 4.1: Set-wise matching
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For a given preferenceoprofile P ∗ and a matching µ say,

(IRC) if

µiR(i)∅ ∀i ∈ S,

and

µj = C(µj, P (j)) ∀j ∈ B.

(BC) A worker firm pair (i, j) blocks µ if i /∈ µj

jP (i)µi and i ∈ C(µj ∪ {i}, P (j)).

Matching µ is individually rational (IRC) if no agent can unilaterally improve over

its assignment by µ, workers by choosing to remain un-employed and firms by firing

some of its workers. Whereas, matching µ contains blocking pair (BC) if i and j are

not in matching µ, worker i prefers firm j over the current match under µ and firm j

wants toohire i possibly afterofiring some of itsocurrent workers under µ.

Definition 4.1.3. A matchingoµ is (pair-wise) stableoif it is individually rational

(IRC) and thereois no worker firm pairothat blocks µ (BC).

For a given preference profile P ∗ and a matching µ say,

(BC∗) A pair (F, j) ∈ 2S ×B with ∅ 6= F ⊆ S blocks∗ µ if

jP (i)µi ∀i ∈ F,

and there is G ⊆ µj such that

[F ∪G]P (j)µj.

In words, (F, j) blocks∗ µ if all workers in F prefer j over the current partners

under matching µ. And if firm j is willing to hire the workers in F , possibly after

firing some of its current partners under the matching µ.

Definition 4.1.4. A matching is (set-wise) stable∗ if it is individually rational (IRC)

and there is no pair that blocks∗ µ (BC∗).
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i1

i2

i3

j1

j2

i4

S B

Figure 4.2: Set-wise stable matching

Example 4.1.2. Consider the preference profile given in Example 4.1.1, the matching

µ = {({i1, i2}, j2), ({i3, i4}, j1)} be the set-wise stable shown in Fig. 4.2.

While, if we consider matching µ given in Fig. 4.3 within the same preference profile

given in Example 4.1.1, then it is not a set-wise stable matching. Dotted line here is

the description of blocking pair in µ.

i1

i2

i3

j1

j2

i4

S B

Figure 4.3: Not set-wise stable matching

Say the setoof stableomatchings by Ms, and setoof stable∗omatchings by Ms∗ . Ms∗

equals the core is proved in the subsequent results.
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Lemma 4.1.3. Let Ms be the pairwise stable matchings and Ms∗ be the set-wise stable

matchings. Then Ms∗ ⊆Ms holds.

Proof. Assume that µ ∈Ms∗ , and contrary suppose that µ /∈Ms. As µ is individually

rational (IRC), and µ /∈Ms, then there exists a pair (i, j) ∈ S ×B such that

jP (i)µi. (4.1)

and

i ∈ C(µj ∪ {i}, P (j)). (4.2)

(4.2) implies that

C(µj ∪ {i}, P (j))P (j)µj. (4.3)

Let consider F = {i}, and G = C(µj ∪ {i}, P (j)) ∩ µj. To show that (F, j) blocks∗ µ.

As F = {i}, (4.1) provides us the individually rational condition(IRC). Also

G = C(µj ∪ {i}, P (j)) ∩ µj

= C(µj ∪ {i}, P (j)) \ {i}

= C(µj ∪ {i}, P (j)) \ F,

Therefore, (4.3) implies that

[F ∪G] = C(µj ∪ {i}, P (j))P (j)µj.

This shows that (F, j) is a blocking pair for µ. Thus µ 6∈ Ms∗ . This proves the

result.

Definition 4.1.5. Suppose P be a preferenceoprofile. The coreois the setoof match-

ingsoµ in which there isono Ŝ ⊆ S, B̂ ⊆ B with Ŝ ∪ B̂ 6= ∅ and µ̂ ∈ M such that for

all i ∈ Ŝ and for all j ∈ B̂

(i) µ̂i ⊆ B̂, and µ̂j ⊆ Ŝ,

(ii) µ̂iR(i)µi,
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(iii) µ̂jR(j)µj,

(iv) and µ̂rP (r)µr for at least one r ∈ Ŝ ∪ B̂.

Denote the core by K.

Theorem 4.1.1. Let Ms∗ be the set-wise stable matchings and K is the core. Then

Ms∗ = K holds.

Proof. To prove this, it will show that Ms∗ ⊆ K and K ⊆ Ms∗ . Consider, first

Ms∗ ⊆ K. Suppose µ ∈Ms∗ , and let contrary assume that µ /∈ K. Then by definition,

let Ŝ ⊆ S, B̂ ⊆ B with Ŝ ∪ B̂ 6= ∅, and suppose µ̂ ∈ M such that, for all i ∈ Ŝ, and
for all j ∈ B̂

µ̂i ⊆ B̂, and µ̂j ⊆ Ŝ, (4.4)

µ̂iR(i)µi, (4.5)

µ̂jR(j)µj, (4.6)

and

µ̂rR(r)µr for atleast one r ∈ Ŝ ∪ B̂. (4.7)

The next result will be helpful in proving the result.

Lemma 4.1.4. There exists j ∈ B̂, such that µ̂jP (j)µj, iff there is i ∈ Ŝ such that

µ̂iP (i)µi.

Proof. Suppose µ̂jP (j)µj. Since µ is individually rational, also µ̂j * µj, therefore let

î ∈ µ̂j \ µj. By (4.4), we have î ∈ µ̂j ⊆ Ŝ; then î /∈ µj and (4.5) implies that

µ̂îP (̂i)µî.

Now assume that there exists i ∈ Ŝ such that µ̂iP (i)µi. Let ĵ = µ̂i. Then ĵ 6= µi, so

i /∈ µĵ. Thus µ̂ĵ 6= µĵ, and the (4.6) implies that µ̂ĵP (ĵ)µĵ.
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By the Lemma 4.1.4, one canoassume that thereoexists j ∈ B̂ such that µ̂j 6= µj.

Let F = µ̂j \ µj and G = µ̂j ∩ µj then

G ∪ F = µ̂jP (j)µj. (4.8)

Now, F ⊆ µ̂j ⊆ Ŝ, F ∩ µj = ∅. (4.5) implies that, for all i ∈ S,

j = µ̂iR(i)µi, (4.9)

(4.8) and (4.9) contradicts µ ∈Ms∗ .

Now to prove K ⊆ Ms∗ . Let µ ∈ K, and contrary suppose that µ /∈ Ms∗ . First to

show µ is individually rational (IRC). Suppose that there exists j ∈ B such that

µj 6= C(µj, P (j)).

Let µ̂j = C(µj, P (j)). B̂ = {j} ⊆ B, Ŝ = µ̂j ⊆ S. Then one can easily see that µ /∈ K,

as µ̂iR(i)µi, for all i ∈ Ŝ, while µ̂jR(j)µj. Thus

µj = C(µj, P (j)). (4.10)

for all j ∈ B.

Now assume that there is i ∈ S such that

∅P (i)µi (4.11)

Let µ̂i = ∅, Ŝ = {i}, B̂ = ∅. As earlier, µ /∈ K because µ̂iR(i)µi. Thus

µiR(i)∅. (4.12)

for all i ∈ S. (4.10) and (4.12) shows that µois individuallyorational.

Suppose there exists (F, j) ∈ 2S ×B with F 6= ∅, such that for all i ∈ F

jP (i)µi.

and there exists G ⊆ µj such that

[G ∪ F ]P (j)µj.

Denoting µ̂j = G ∪ F , B̂ = {j} and Ŝ = F , it implies that µ /∈ K. This is a

contradiction to given statement.
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4.2 Core as a setoof fixedopoints

Now to constructoa function T on the superset (Υ)oof matchings M in such a way the

setoof fixedopoints of T is the core.

4.2.1 T and the core

Consider the pre-matching v ∈ Υ, and denote

U(j, v) = {i ∈ S : jR (i) vi} , (4.13)

and

V (i, v) = {j ∈ B : i ∈ C(vj ∪ {i}), P (j)} ∪ {∅}. (4.14)

The set U(i, v) consists of the workers i that areowilling to giveoup its partner vi in

exchange for the firm j. The set V (j, v) consists of the firms j, that are willingoto hire

worker i, possiblyoafter firingosome of its workersoit wasoassigned under v.

Now define a function T : Υ −→ Υ such that for v ∈ Υ

Tvr =

C(U(r, v), P (r)) for r ∈ B,
max
P (r)
{V (r, v)} for r ∈ S. (4.15)

The function T has simple interpretation: Tvi means the firm preferred by worker i

among the firms that are willing to make partnership with i. Whereas Tvj means the

firm j′s optimaloteam of workers, amongothose workers who wants to workofor j.

Denote ξ the set of fixed points of T , therefore, ξ = {v ∈ Υ : v = Tv}.

Theorem 4.2.1. Let ξ be the set of all fixed points under the T andMs∗ be the collection

of all stable∗ matchings. Then ξ = Ms∗ holds.

Proof. Let consider the pre-matching v such that v ∈ ξ and first to show that for

v ∈ ξ ⊆Ms∗ . Then it will prove that Ms∗ ⊆ ξ. This will completes the proof.

Consider firstly v = (vS, vB) ∈ ξ. First to show v is a matching, it is divided into

two parts.

36



1. Let i ∈ vj, we will prove that j = vi. Since, v ∈ ξ

i ∈ vj = Tvj = C(U(j, v), P (j)).

This implies i ∈ U(j, v).

By the definition of (4.13)

jR(i)vi. (4.16)

Now, vj ∪ {i} = vj and v ∈ ξ, imply that

vj = Tvj = C(U(j, v), P (j)). (4.17)

Therefore,

C(vj, P (j))
(i)
= C(C(U(j, v), P (j)), P (j))

(ii)
= C(U(j, v), P (j))

(iii)
= vj.

Equality (i) and (iii) follows from the (4.17). Equality (ii) is the property of

choice sets: C(C(W,P (j)), P (j)) = C(W,P (j)). Therefore, we have that

vj = C(vj, P (j)) (4.18)

Now for i ∈ vj implies that C(vj, P (j)) = C(vj ∪{i}, P (j)). So the (4.18) implies

that j ∈ V (i, v). But

vi = Tvi = max
P (i)
{V (i, v)}.

So

viR(i)j. (4.19)

(4.16) and (4.19) and by the anti-symmetry property of preference relations imply

that, j = vi.

2. Let j = vi, we will prove that i ∈ vj. Since j = vi implies that

i ∈ U(j, v). (4.20)
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Secondly, because of v ∈ ξ, we have

j = vi = Tvi = max
P (i)
{V (i, v)}.

Here, we get

viR(i)∅. (4.21)

Now, j ∈ V (i, v), then by definition of V (i, v), we have

i ∈ C(vj ∪ {i}, P (j))R(j)vj, (4.22)

Since, v ∈ ξ
vj = Tvj = C(U(j, v), P (j)). (4.23)

By the definition of choice set

vj ⊆ U(j, v). (4.24)

and

vjR(j)U(j, v).

By (4.20) and (4.24) give

U(j, v) ⊇ C(vj ∪ {i}, P (j)).

By the definition of choice set implies that

vjR(j)C(vj ∪ {i}, P (j)). (4.25)

(4.22) and (4.25) and by the anti-symmetry property of preference relations imply

that, i ∈ vj.

By the parts 1 and 2, i ∈ vj iff j = vi. Therefore, v is a matching. (4.18) and (4.21)

imply that v is individually rational(IRC).

By the above results we have seen that v is an individuall rational matching. To

show v is stable∗, assume that j ∈ B, F ⊆ S such that F 6= ∅. We suppose that for all

i ∈ F ,
jP (i)vi. (4.26)
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According to the definition of (4.13), we have

F ⊆ U(j, v). (4.27)

Let G ⊆ vj. Since v is a matching, we have for all i ∈ G, j = vi. Therefore, the

definition of (4.13) implies that

G ⊆ U(j, v). (4.28)

Also, v ∈ ξ, so vj = Tvj = C(U(j, v), P (j)); (4.27) and (4.28) imply then

vjR(j)C(G ∪ F, P (j))R(j)G ∪ F. (4.29)

(4.26) and (4.29) depicts that there is no (F, j) that blocks∗ v. Thus v ∈ ξ ⊆Ms∗ .

Now, to prove Ms∗ ⊆ ξ. For this, suppose v ∈ Ms∗ and contrary assume that

v 6= Tv. Let suppose there exist j ∈ B such that

vj 6= (Tvj) = C(U(j, v), P (j)) = H ⊆ U(j, v).

Let G = H ∩ vj, and F = H \ vj. Since, v is an individuallyorational matching so

weohave vj ⊆ U(j, v) and F 6= ∅. Now,

G ∪ F = HP (j)vj. (4.30)

Also,

jP (i)vi. (4.31)

for all i ∈ G, as G ⊆ H ⊆ U(j, v). (4.30) and (4.31) depicts that (G, j) blocks∗ v,

which is a contradiction to the given condition v ∈Ms∗ . Therefore, for all j ∈ B,

vj = Tvj. (4.32)

Let there exists i ∈ S such that

vi 6= Tvi = max
P (i)
{V (i, v)} = ĵ ∈ V (i, v).

so by the definition of (4.14)

i ∈ C(vĵ ∪ {i}, P (ĵ)).
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Since v is a matching therefore we have that i /∈ vĵ and vi ∈ V (i, v). This implies that

ĵP (i)vi. (4.33)

and

i ∈ C(vĵ ∪ {i}, P (ĵ)) = H.

Let G = H ∩ vĵ = H \ {i}, and F = {i}. Then (F, ĵ) blocks∗ v because of

H = [G ∪ F ]P (ĵ)vĵ,

and the (4.33). Therefore, for all i ∈ S,

vi = Tvi. (4.34)

(4.32) and (4.34) depicts that v = Tv. Hence, v ∈ ξ.

By Theorem 4.1.1 and Theorem 4.2.1, we obtain the next result.

Corollary 4.2.1. Let ξ be the collection of fixed points of T and K is the core. Then

ξ = K holds.

4.3 T-algorithm

This algorithm is very simple as it starts from some pre-matching v ∈ Υ and iterateoTv

until twoothe iterationsoare identical. It get stops when two iterationsoareoidentical.

It will be prove that whenoalgorithm stops, it must be a coreomatching and the

matching µ it attains will be inothe core. Therefore, T -algorithm strolls aroundothe

pre-matching until it attains aomatching. The algorithm must cycle, when the core is

empty, and theocycle will only include theopre-matchings that are not theomatching.

4.3.1 Algorithm

(1) Set v0 = v. Set v1 = Tv0 and put κ = 1

(2) While vκ 6= vκ−1, do:
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(i) Set κ = κ+ 1,

(ii) Set vκ = Tvκ−1,

(3) Set µ = vκ. Stop.

Proposition 4.3.1. If theoT -algorithm stops atoµ ∈ Υ, then µ is a stable match-

ing andois in core. If vκois a core matching, forosome iterationoκ of T -algorithm,

thenoalgorithm stops at µ = vκ.

Proof. If theoT-algorithm stops atoµ = Tv implies the two iterations are identical i.e.

µ = vκ = vk−1 i.e

µ = vκ = Tvκ−1 = Tµ.

So, µ ∈ ξ. Then by Corollary 4.2.1, µ ∈ ξ = K.

On the other hand, if vκ is a core matching, then vκ is a fixed point of T by the

Corollary 4.2.1. Then

vκ = Tvκ−1 = µ.

implies that the T-algorithm stops at µ = vκ.

Proposition 4.3.2. For someoiteration κoin the T-algorithm, if vκ isomatching, then

theoalgorithm stops at µ = vκ, and thusovκ is a coreomatching.

Proof. The proof of Proposition is presented as two Steps:

Step 1 Firstly it will show that for a pre-matching v ∈ Υ, if v1 = Tv is aomatching,

then v1 is individuallyorational.

For all j ∈ B,

v1
j = Tvj = C(U(j, v), P (j)).

So,

C(v1
j , P (j))

(i)
= C(C(U(j, v), P (j)), P (j))

(ii)
= C(U(j, v), P (j))

(iii)
= v1

j .
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Equalityo(i) and (iii) follows from v1 = Tv. Equality (ii) is the property

ofochoice sets. Therefore, for all j ∈ B,

v1
j = C(v1

j , P (j)). (4.35)

For all i ∈ S,
v1
i = Tvi = max

P (i)
{V (i, v)} ∪ {∅}.

So,

v1
iR(i)∅. (4.36)

(4.35) and (4.36) shows that v1 is an individually rational matching.

Step 2 For v ∈ Υ, if v1 = Tv is a matching, then Tv is a core matching. Thus the

T-algorithm must stop at vκ if vκ = Tvκ−1 is a matching, and thus vκ is a core

matching.

We shall prove this by showing if v ∈ Υ is a pre-matching, and v1 = Tv is a

matching then v1 ∈ Ms∗ , then the result follows from Proposition 4.3.1. Since

Ms∗ = ξ = K.

By Step 1, v1 is individually rational, contrary suppose that v1 6= Ms∗ . Therefore,

there existoa pair (F, j) thatoblocks v1. Hence,ofor all i ∈ F

jP (i)v1
i . (4.37)

and there exist G ⊆ v1
j such that

[G ∪ F ]P (j)v1
j . (4.38)

But v1 is a matching, and v1 = Tv, therefore we have for all i ∈ S, i ∈ v1(v1
i ).

But

v1(v1
i ) = Tv(v1

i ) = C(U(v1
i , v), P (v1

i )).

So that, i ∈ U(v1
i , v), i.e

v1
iR(i)vi. (4.39)
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(4.37) and (4.39) depict that, for all i ∈ F , jR(i)vi, i.e

F ⊆ U(j, v). (4.40)

Now, G ⊆ v1
j and v1

j = Tvj = C(U(j, v), P (j)), so

G ⊆ U(j, v). (4.41)

(4.38) ,(4.40) and (4.41) contradicts v1
j = Tvj = C(U(j, v), P (j)). Thus v1 ∈Ms∗ .

By Step 1 and Step 2 result of the proof follows.

Example 4.3.3. Consider two finite sets S = {i1, i2, i3, i4} and B = {j1, j2} where S
represent the set of workers and B represent the set of firms. The preference profile

P ∗ is given by Table 4.1 and 4.2 in Example 4.1.1.

T-algorithm starting at

j1 j2 i1 i2 i3 i4

v0 = {i1, i2} {i1, i2} ∅ ∅ ∅ ∅

does:

j1 j2 i1 i2 i3 i4

U(j, v0)/V (i, v0) = {i1, i2, i3, i4} {i1, i2, i3, i4} j1, j2 j1, j2 ∅ ∅

v1 = {i1, i2} {i1, i2} j1 j2 ∅ ∅

U(j, v1)/V (i, v1) = {i1, i3, i4} {i2, i3, i4} j1, j2 j1, j2 ∅ ∅

v2 = {i3, i4} {i2, i4} j1 j2 ∅ ∅

U(j, v2)/V (i, v2) = {i1, i3, i4} {i2, i3, i4} j2 j2 j1 j1, j2

v3 = {i3, i4} {i2, i4} j2 j2 j1 j1

U(j, v3)/V (i, v3) = {i1, i3, i4} {i1, i2} j2 j2 j1 j1, j2

v4 = {i3, i4} {i1, i2} j2 j2 j1 j1

Now, v4 is a matching, therefore by Proposition 4.3.2, v4 is a core matching.
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Next example is an illustration of an empty core in the T-algorithm.

Example 4.3.4. Consider two finite sets S = {i1, i2, i3} and B = {j1, j2, j3} where S
represent the set of workers and B represent the set of firms. The preference profile

P ∗ is given by Table 4.3 and 4.4.

P (i1) j1 j3 j2

P (i2) j2 j1 j3

P (i3) j3 j2 j1

Table 4.3: Worker’s preference list

P (j1) {i1, i2} {i3}
P (j2) {i2, i3} {i1}
P (j3) {i1, i3} {i2}

Table 4.4: Firm’s preference list

T-algorithm starts at

j1 j2 j3 i1 i2 i3

v0 = ∅ ∅ ∅ j1 j2 j3

The T-algorithm does

j1 j2 j3 i1 i2 i3

U(j, v0)/V (i, v0) = {i1} {i2} {i3} j2 j3 j1

v1 = ∅ ∅ ∅ j2 j3 j1

U(j, v1)/V (i, v1) = {i1, i2, i3} {i1, i2, i3} {i1, i2, i3} j2 j3 j1

v2 = {i1, i2} {i2, i3} {i1, i3} j2 j3 j1

U(j, v2)/V (i, v2) = {i1, i2, i3} {i1, i2, i3} {i1, i2, i3} j1, j3 j1, j2 j2, j3

v3 = {i1, i2} {i2, i3} {i1, i3} j1 j2 j3

U(j, v3)/V (i, v3) = {i1} {i2} {i3} j1, j3 j1, j2 j2, j3

v4 = ∅ ∅ ∅ j1 j2 j3

Note here vκ, κ = 0, · · · , 4 in Υ areonot matchings. Algorithmocycles because v0 = v4.

In this case core is empty.
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4.4 The lattice structure of the core

Now a partial order on pre-matchings Υ will be introduce in such a way that if the

preferences of the agents areosubstitutable, T is a monotoneoincreasing function. Then

the Theorem 2.3.1 implies a latticeostructure on ξ, and thusoon K.

Definition 4.4.1. Defineothe partial ordersoon ΥB,ΥS andoΥ given below:

1. P (B) on ΥB by vBP (B)v̂B if and only if v̂B 6= vB and for all j ∈ B

vj = C(vj ∪ v̂j, P (j))

2. P (S) on ΥS by vSP (S)v̂S if and only if v̂S 6= vS and

viR(i)v̂i ∀i ∈ S

3. The weakopartial orderoassociated to P (B) and P (S) are denotedoR(B) and

R(S), defined as: vBR(B)v̂B if vB = v̂B or vBP (B)v̂B and vSR(S)v̂S if vS = v̂S

or vSP (S)v̂S

4. P (B) on Υ by vP (B)v̂ iff vBP (B)v̂B and v̂SR(S)vS.

5. P (S) on Υ by vP (S)v̂ iff vSP (S)v̂S and v̂BR(B)vB.

Definition 4.4.2. A firm j′s preference ordering P (j) satifies substitutability condition

if for any W ⊆ S containing workers i and î (i 6= î), if i ∈ C(W,P (j)) then i ∈
(C(W \ {̂i}, P (j)). A preference profile P ∗ is substitutable if, for each firm j, the

preference ordering satisfies subtitutability.

Theorem 4.4.1. Consider the preferenceoprofile P be theosubstitutable.oThen (Ki(P ), P (B))

and (Ki(P ), P (S)) forms the non empty completeolattices, and

(i) supP (B)Ki(P ) = infP (S)Ki(P ).

(ii) infP (B)Ki(P ) = supP (S)Ki(P ).
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According to Theorem 4.4.1 there are two core matchings, µS and µB in such a way

that: For workers µS = supP (S)Ki(P )is better, and µB = infP (S)Ki(P ) is worse than

other core matchings. For firms, µB = supP (B)Ki(P ) isobetter and µS = infP (B)Ki(P )

is worse, than any other coreomatchings.

Let Υ̂ = {v ∈ Υ : v(s)R(s)∅, ∀s ∈ B ∪ S}. This means ∀v ∈ Υ, T v ∈ Υ̂. Consider

P be the substitutable.

Proof. Theorem 4.4.1 is presented by four lemmas.

Lemma 4.4.3. (Υ̂, P (B)) is a completeolattice.

Proof. For each i, let Xi = {j ∈ B : jR(i)∅}; (Xi, R(i)) is a totallyoorderedofinite set,

so is a completeolattice.

Similarly, for each j, let Xj = {G ⊆ S : GR(j)∅}; and suppose ≥B be the partial

order on Xj defined by G ≥ F if and only if G = F or G = C(G ∪ F, P (j)). By Blair

[4], (Xj,≥B) is a complete lattice.

Now, Υ̂ = (×i∈SXi)× (×j∈BXj), and P (B) is the productoorder of the partialoorders

introducedoabove. Hence (Υ̂, P (B)) is a complete lattice.

Lemma 4.4.4. Let µoand µ̂ beopre-matchings. If µ̂R(B)µ then, ∀i ∈ S and j ∈ B,

U(j, µ) ⊆ U(j, µ̂),

V (i, µ̂) ⊆ V (i, µ).

Proof. Let i ∈ U(j, µ). We haveothat jR(i)µ(i), but the definition of µR(S)µ̂ implies

µ(i)R(i)µ̂(i). So, by using transitive property we have jR(i)µ̂(i). This implies i ∈
U(j, µ̂). Thisoproves U(j, µ) ⊆ U(j, µ̂).

Now to show V (i, µ̂) ⊆ V (i, µ). Firstly, if V (i, µ̂) = ∅, there there isonothing to prove,

because ∅ = V (i, µ̂) ⊆ V (i, µ). Consider if V (i, µ̂) 6= ∅, and suppose j ∈ V (i, µ̂). Then

by definition we have that

i ∈ C(µ̂j ∪ {i}, P (j)). (4.42)
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but the definition of µ̂R(B)µ implies that for all j ∈ B, either µ̂j = µj therefore we

have from (4.42) we have i ∈ C(µj ∪ {i}, P (j)), or

µ̂j = C(µ̂j ∪ µj, P (j)).

Then by the (4.42) implies that

i ∈ C(µ̂j ∪ {i}, P (j))

= C(C(µ̂j ∪ µj, P (j)) ∪ {i}, P (j))

(1)
= C(µ̂j ∪ µj ∪ {i}, P (j)).

From Blair [4], the equality (1) holds according to the choice set property. He showed,

if preference profile P is substitutable, then C(G∪F, P (j)) = C(C(G,P (j))∪F, P (j))

for all G and F. Now by substitutabilityoof Poimplies that

i ∈ C(µj ∪ {i}, P (j)).

This implies j ∈ V (i, µ). Thus proves V (i, µ̂) ⊆ oV (i, µ). This completes the proof.

Lemma 4.4.5. ξ is non-empty and a complete lattice.

Proof. Firstly, we will show that T |Υ̂ is a monotone increasing. Let consider the two

pre-matchings. µ = (µB, µS) and µ̂ = (µ̂B, µ̂S). We have to show, if µ̂R(B)µ, then

T µ̂R(B)Tµ. Consider µ̂R(B)µ, let j ∈ B and i ∈ S. Since by Lemma 4.4.4 says

U(j, µ) ⊆ U(j, µ̂). Firstly we will show that

C(U(j, µ̂), P (j)) = C([C(U(j, µ̂), P (j)) ∪ C(U(j, µ), P (j))], P (j)). (4.43)

In order to show this, suppose Y ⊆ C(U(j, µ̂), P (j)) ∪ C(U(j, µ), P (j)). Then Y ⊆
U(j, µ) ∪ U(j, µ̂) = U(j, µ̂), therefore C(U(j, µ̂), P (j))R(j)Y . But C(U(j, µ̂, P (j)) ⊆
C(U(j, µ̂), P (j)) ∪ C(U(j, µ), P (j)), so we get Eq.(4.43).

Now, T µ̂j = C(U(j, µ̂), P (j)) and Tµj = C(U(j, µ), P (j)), therefore (4.43) implies

that

T µ̂j = C([T µ̂j ∪ Tµj], P (j)). (4.44)
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Now to show that TµiR(i)(T µ̂i). Since, Lemma 4.4.4 says that V (i, µ̂) ⊆ V (i, µ).

Tµi = max
P (j)
{V (i, µ)} for i ∈ S

R(i) max
P (j)
{V (i, µ̂)}

= T µ̂i.

Hence

TµiR(i)T µ̂i. (4.45)

i.e from (4.44) and (4.45) imply that TµR(B)T µ̂.

Finally, T (Υ) ⊆ Υ̂ so ξ ⊆ Υ̂, and ξ equals theoset of fixedopoints of T |Υ̂. T (Υ) ⊆ Υ̂

also impliesothat the restrictedomap T |Υ̂ has a range in Υ̂.

Now, (Υ̂, P (B)) be a complete lattice by Lemma 4.4.3. Define T on Υ̂, such that T

be an increasing function on Υ̂ to Υ̂ as shown above. ξ be the set of all the fixed

points of T . Then ξ be not empty and the system (ξ, P (B)) is a completeolattice by

the Tarski’sofixedopoint theorem. Hence, proved

Lemma 4.4.6. (Ki(P ), P (B)) and (Ki(P ), P (S)) forms the non-empty complete lat-

tices, and

(i) supP (B)Ki(P ) = infP (S)Ki(P ).

(ii) infP (B)Ki(P ) = supP (S)Ki(P ).

Proof. By Corollary 4.2.1 and Lemma 4.4.5 we get (Ki(P ), P (B)). Theoorders P (S)

and P (B) are theoorder-duals, hence (Ki(P ), P (S)) is a non empty completeolattice

and (i) and (ii) are immediate in the Lemma.
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Chapter 5

The study of lattice structure of
bipartite stable matchings with
flexible agents

In the currrent chapter we follow the idea presented by Ali and Farooq [2] and Echenique

and Oviedo [6] to devise an algorithmothat characterizes the set of stableomatchings

for hybrid model. At the end we study the lattice structure as a prompt application

of Theorem 2.3.1. We also give an example to support our results. This chapter based

work is published [21].

This chapter is structured as follows. We divide our main results into following sec-

tions: In Section 5.1, we demonstrate the model, some basic notations and definitions.

Subsection 5.1.1 involves the mathematical presentation of modified T -algorithm and

its termination. The working of algorithm with the help of example is also given at

the end of this section. Moreover, it includes a precise description of Ali and Farooq

[2] work through an example along with the motivation and comparison of it with our

modified T -algorithm. Subsection 5.1.2 consists of lattice structure of the set of stable

one to one matchings obtained through the hybrid algorithm. Throughout this chapter

weoconsider twoofinite and disjointosets of same cardinality n, the set of sellersoS and

the set of buyersoB.
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5.1 Seller-Buyer hybrid model

In thisomodel, we consider twoosets of agents. Namely, sellers (set S) that possess

some commodity to sell and buyers (set B) that possess finite amount of money. Each

agent canotrade with at most one agent of oppositeoside. Also assume that the money

is bounded and has a discrete/integer values. We present our model in mathematical

terms as follows. For eacho(i, j) ∈ oE, we define set of allopossible seller-buyeropairs

by E = S ×B. We define the increasing valuations ωij and ωji by:

ωij(y) = λijy + δij ; ωji(−y) = −λjiy + δji. (5.1)

where λij , λji ∈ R+, δij, δji ∈ R and y ∈ Z for eacho(i, j) ∈ oE. Here, ωji(−yij) repre-
sent theoutility to buyer j ifohe/she tradesowith the selleroi and pays a price/money

yij. It means that i is always considered as aopayee. The negative signoin ωji(−yij)
means j is always considered as a payer. Now, priceovectorop is defined by1 Ali and

Farooq [2] as:

opij =

{
oπijo oif ωji(−πij) ≥ 0,

max
{
πij,

⌊
δji
λji

⌋}
otherwise. (5.2)

.

Furthermore, for eacho(i, j) ∈ oE. The loweroand upperobounds of price are

given by the two vectorsoπ, π ∈ oZE and oπij ≤ oπij for eacho(i, j) ∈ oE 2. A

vectorop = (pij ∈ Z | (i, j) ∈ E) is called feasible money/priceovector if πij ≤ pij ≤ πij

for eacho(i, j) ∈ oE. In the proceeding chapter, the term cij denotes any feasible price.

Definition 5.1.1. An agent is said to have a strict preference relation P if it is not

indifferent among two alternatives. We say jP (i)ĵ at some yij and yiĵ means i is

strictly preferring j at price yij to ĵ at price yiĵ if ωij(yij) > ωiĵ(yiĵ). We denote it

by {jP (i)ĵ}yiĵyij . Similarly, we define for buyers iP (j)̂i at some yij and yîj means j is

strictly preferring i at price yij to î at price yîj if ωij(−yij) > ωîj(−yîj) and denote it

by {iP (j)̂i}yîjyij .
1byc = sup{n ∈ Z : y ≥ n}
2ZEostands for integerolattice whoseopoints are indexedoby E
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Definition 5.1.2. An agent is said to have a weak preference relation R, if it is either

indifferent among two alternatives or strictly preferring its partner. In this case, we

say jR(i)ĵ at some yij and yiĵ means i is weakly preferring j at price yij to ĵ at price

yiĵ if ωij(yij) ≥ ωiĵ(yiĵ) and denote it by {jR(i)ĵ}yiĵyij . Similarly we can define it for

buyers.

Note that R is a total order on S ∪B. Also from Definition 5.1.2 we have:

{µiR(i)j}cijpiµi for price cij ≤ piµi means i is preferring its partner under µ over j if

ωij(cij) ≤ ωiµi(piµi).

Similarly, {µjR(j)i}cijpµjj for price −pµjj > −cij means j is preferring its partner

under µ over i if ωji(−cij) < ωµjj(−pµjj).

Definition 5.1.3. Given a seller’s strictopreference relation P (i), the buyers j pre-

ferred by i to remain isolated (single) at some amount yij are called acceptable if

ωij(yij) ≥ 0 for j ∈ B . This signifies that i isowilling to tradeowith j at price yij.

We denote it as {jP (i)∅}yij . Similarly, given a preferenceorelation of buyer P (j), the

seller i preferred by j to remain isolated (single) at some price yij are called acceptable

if ωji(−yij) ≥ 0 for i ∈ S . This signifies that the selleroi is acceptable to buyeroj at

price yij. We denote it as {iP (j)∅}yij .

In the Definition 5.1.3, if the strict preference relation P is replaced by weak pref-

erence relation R, then it is assume that an agent is either indifferent (i.e; an agent

may prefer to remain isolated/single/unmatched) or strictly preferring its partner (i.e;

an agent always prefer to be matched).

Definition 5.1.4. A 2-tuple (µ, p) is said to be pairwise stable outcome if the two

conditions mentioned below are hold:

IR (µ, p) is individually rational if: for all (i, j) ∈ E

{µiR(i)∅}piµi and {µjR(j)∅}pµjj .

N.B.P Any (i, j) ∈ E for cij ∈ [πij, πij] does not block (µ, p) if:

{µiR(i)j}cijpiµi or {µjR(j)i}cijpµjj .
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Condition (IR) says that the matching (µ, p) at a price vector p is individu-

allyorational. Condition (N.B.P) means (µ, p) is notoblocked by any seller-buyeropair.

Aomatching µ is called pairwiseostable if (µ, p) is pairwiseostable.

5.1.1 Mathematical presentation of modified T-algorithm

With the help of various mathematicalotools and a constructiveoevidence, we show

that the model described in Section 5.1 always depicts an existence of pairwise stable

outcome. Initially, we define p ∈ Z by (5.2). At the start of algorithm we will exclude

allothose pairsothat are notoacceptable tooeachoother and define a function T on the

set of pre-matchings Υ that assigns each seller a better partner. By setting any random

pre-matching v = v0 we are looking for a matching by iterative applications of T on

v0. During this process there might be some mutually acceptableoseller-buyer pairs in

which seller is not matched with the buyer. For such pairs we will modify price vector.

This price externality results in new preference profile in which a matched agent may

change his partner if some better potential partner appears in the preference profile.

i.e; an agent on the accepting side might want to go back to a proposer that is already

rejected, or an agent on the proposing side might want to withdraw a partner that al-

ready made. Throughout the procedure, we willoexclude two types ofounmatched pairs,

if theyoexist. Firstly, thoseoseller-buyer pairs in whichothe buyerois notoacceptable to

theoseller and secondly, those seller-buyer pairs in which price vector becomes less than

its lower bound. It is beneficial to take note that the price vector is non-increasing

and the sizeoof the set of acceptableoseller-buyer pairs is non-decreasing at each step

of the algorithm. As long as, the priceovector is bounded and discrete and the number

of agents is finite, the algorithm willoterminate after a finiteonumber of iterations and

a stableooutcome is achieved as a fixedopoint of a function T .

We now state our algorithm in mathematical terms. We first define two subsets L0

and E0 of E by that will be helpful to find a matching satisfying N.B.P as follows:

L0 = {(i, j) ∈ E : ωji(−pij) < 0} . (5.3)
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and E0 as:

E0 = {(i, j) ∈ E : ωij(pij) < 0} . (5.4)

Here, L0 consists of set of thoseoseller-buyer pairs in which the seller is not accept-

ableoto the buyer. Whereas, E0 consists of the set of thoseoseller-buyer pairs in which

buyerois not acceptableoto theoseller. Note that, when certain agent becomes unac-

ceptable then that agent mayoprefer to remain un-matched (isolated) rather than to

match with an un-acceptable partner. It reveals that onlyoacceptable partnersomatter,

so we shall write preferenceorelation briefly as lists of acceptableopartners. Both of

these two sets enables us to define the set of mutuallyoacceptable seller-buyer pairs as

follows:

Ẽ = E \ {L0 ∪ E0}. (5.5)

Let v ∈ Υ be a pre-matching and price vector p defined by (5.2). We define:

U(i, v) =
{
j ∈ B : {iR (j) vj}

pvjj
pij

}
. (5.6)

and

V (j, v) =
{
i ∈ S : {jR (i) vi}

pivi
pij

}
. (5.7)

The set U(i, v) consists of those buyers j that prefers i at price pij atleast as much

as they prefer their partners under pre-matching v. Similarly we can define the set

V (j, v). Now define a function T : Υ −→ Υ such that for v ∈ Υ

Tv =

Tvi = max
R(i)
{U(i, v)} for i ∈ S,

Tvj = max
R(j)
{V (j, v) : Tvi = j} for j ∈ B.

(5.8)

The function T has simple interpretation: Tvi means the buyer preferred by i among

the buyers that are willing to make partnership with i. Whereas Tvj means the seller

preferred by j among those sellers who prefer j as their partner under T . A matching

µ ⊆ Ẽ is then consists of matched members of Tv. So we define (q, r) ∈ RS × RB

qi =

{
ωiTvi(piTvi) if (i, Tvi) ∈ µ,

0 otherwise. (i ∈ S) (5.9)
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and

rj =

{
ωjTvj(−pTvjj) if (Tvj, j) ∈ µ,

0 otherwise. (j ∈ B) (5.10)

Now the 2-tuple (µ, p) obviously satisfies I.R but still N.B.P may not hold. To ensure

N.B.P, we will modify price vector. Particularly, we willomodify the priceovector for

pairs in Y defined below:

Y = {(i, Tvi) ∈ (Tv \ µ) : {TviR(i)∅}piTvi}. (5.11)

Note that Y ⊆ Ẽ that consists of all those seller-buyer pairs in whichobuyer is

mostopreferred by theoseller but the sellerois unmatched inoµ. During price modifica-

tion we will make sure that IR and the feasibilityoof p areopreserved. To modifyop,

we findoan integeroηiTvi for each (i, Tvi) ∈ Y , by 3

ηiTvi = max

{
1,

⌈
rTvi − ωTvii(−piTvi)

λTvii

⌉}
. (5.12)

A subset L of Y is defined by

L = {(i, Tvi) ∈ Y : piTvi − ηiTvi < πiTvi}. (5.13)

Now weomodify the priceovector p that is denoted byop̃. For each (i, j) ∈ E modi-

fiedopriceovector p̃ is definedoby

op̃ij :=

{
omax

{
πiTvi , piTvi − ηiTvi

}
if (i, Tvi) ∈ Y,

pij otherwise. (5.14)

A subset Ẽ0 of Y is defined by:

Ẽ0 := {(i, Tvi) ∈ Y : ωiTvi(p̃iTvi) < 0}. (5.15)

We now finally present our algorithm.

Modified T -Algorithm:

Step-I Initially define p, L0, E0, Ẽ, any random pre-matching v, U(i, v) 6= ∅, V (j, v)

and Tv by (5.2)-(5.8), respectively. Set v0 = v. Set v1 = Tv0 and k = 1. Find

a matching µ within Tv consists of matched members of Tv. Define r and Y by

(5.10) and (5.11), respectively.
3dye = inf{n ∈ Z : y ≤ n}
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Step-II If µ = Tv implies Y = ∅ then stop(i.e Tµ = µ).

Step-III For each pair (i, Tvi) ∈ Y , calculate ηiTvi by (5.12) and findop̃ by (5.14).

DefineoL andoẼ0 by (5.13) and (5.15) respectively.oUpdate E0 by E0 := E0 ∪ Ẽ0

and L0 by L0 := L0 ∪ L.

Step-IV Put p := p̃ and modify Ẽ by (5.5). Set k = k + 1. Set vk = Tvk−1 for

updatedoẼ andop. Find aomatchingoµ in Tv which consists of matched members

of Tv. Define r and Y by (5.10) and (5.11) respectively. Go to Step II.

Note that we can always obtain a seller optimal stable matching by taking v ∈ Υ with

vi = max
R(i)

B and vj = {∅}.

For buyer optimal stable matching we have the following two cases:

Case 1 A buyer optimal stable matching can be found by taking v ∈ Υ with

vi = {∅} and vj = max
R(j)

S.

provided that all buyers have different optimal preference in their preference list,

(see Example 5.1.1). Hence the set of stable matchings Ms contains at least two

matchings and we can define a lattice structure in this case.

Case 2 Unlike in Case 1, if some buyers have equally likely optimal preferences, then

we cannot obtain a buyer optimal matching. Hence, in this case we claim that

we always get a unique stable matching.

Let ξ = {v ∈ Υ : v = Tv} be the set of all fixed points of function T and Ms be the

collection of pairwise stable matchings. We show that ξ 6= ∅ and the above algorithm

terminates.

Lemma 5.1.5. Let vobe a pre-matching such that v ∈ ξ , then v is an individually

rational matching.
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Proof: As we are considering pairs from Ẽ thus it is trivial to show v is individually

rational. Let v = (vS ,vB) ∈ ξ. Now we show that v is a matching i.e

vi = j ⇔ i = vj.

First suppose that j = vi then (5.7) implies that

i ∈ max
R(j)
{V (j, v) : Tvi = j} , (5.16)

we may write

i = Tvj. (5.17)

and

since v ∈ ξ implies that Tvj = vj thus (5.17) gives i = Tvj = vj. Next suppose that

i = vj then weoshalloprove that j = vi. First we noteothat i = vj, (5.6) implies that

j ∈ U(i, v).

Secondly, due to v ∈ ξ note that

i = vj = Tvj = max
R(j)
{V (j, v) : Tvi = j} for j ∈ B. (5.18)

Since by defined condition partner of j is such kind of element whose image under T

is j i.e Tvi = j this proves the result.

Theorem 5.1.1. Let ξ be the set of allofixedopoints of T and Ms be the collection of

all stable matchings. Then ξ = Ms.

Proof: To do this, we will first show ξ ⊆ Ms and Ms ⊆ ξ. Firstly, we will show

v ∈ ξ ⊆ Ms. By Lemma 5.1.5 we know that v is individuallyorational matching. We

have to show that v ∈Ms means no blocking pair exists in v. On contrary assume that

there exist (i, j) ∈ E, and cij ∈ [πij, πij] such that

{iR(j)Tvj}
pTvjj
cij for c ≤ piTvi . (5.19)

Then by definition of U(i, v) by (5.6)

j ∈ U(i, v). (5.20)
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Since, v ∈ ξ so,

vi = Tvi = max
R(i)
{U(i, v)} for i ∈ S. (5.21)

By (5.21) vi 6= j, because with c ≤ piTvi

ωij(c) ≤ ωiTvi(piTvi).

Hence we write

{TviR(i)j}cijpiTvi . (5.22)

(5.19) and (5.22) show that there is no such pair (i, j) that blocks v. Thus

v ∈Ms for c ≤ piTvi .

Similarly, on contrary suppose

{jR(i)Tvi}
piTvi
cij for c > pTvjj. (5.23)

By definition of V (j, v) from (5.7) implies

i ∈ V (j, v).

Since v ∈ ξ, so

vj = Tvj = max
R(j)
{V (j, v) : Tvi = j} for j ∈ B.

This means j is preferring its partner over i that is

ωji(−c) ≤ ωjTvj(−pTvjj) for c > piTvi.

Therefore, we obtain

{TvjR(j)i}cijpTvjj . (5.24)

(5.23) and (5.24) shows that there is no pair (i, j) that block v.

Thus,

v ∈Ms for c > pTvjj.
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Hence, v ∈Ms for cij ∈ [πij, πij].

Let v ∈Ms and suppose that v 6= Tv. First we suppose that there exist i ∈ S such that

vi 6= Tvi = max
R(i)
{U(i, v)} = ĵ ∈ U(i, v). (5.25)

From (5.25)

{ĵR(i)vi}
civi
piĵ
. (5.26)

By the definition of U(i, v) from (5.6)

{iR(ĵ)vĵ}
cv
ĵ
ĵ

piĵ
. (5.27)

(5.26) and (5.27) imply that (i, ĵ) blocks v which contradicts that v ∈ Ms. Therefore,

for all i ∈ S
vi = Tvi. (5.28)

Similarly, suppose that there exists j such that for j ∈ B

vj 6= Tvj = max
R(j)
{V (j, v) : Tvi = j} = î ∈ V (j, v). (5.29)

So, by definition of V (j, v) (5.7)

{jR(̂i)vî}
cîv

î
pîj
. (5.30)

By (5.29) indicates that

{̂iR(j)vj}
cvjj
pîj

. (5.31)

Then (̂i, j) blocks v because of (5.30) and (5.31) which contradicts that v ∈Ms. Hence,

for all j ∈ B
vj = Tvj. (5.32)

(5.28) and (5.32) imply that

v = Tv.

This proves v ∈ ξ.

Next, we state two Lemma’s which will be helpful in the termination of algorithm.
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Lemma 5.1.6 (Ali and Farooq [2]). In each iteration of the algorithm, Ẽ remainsothe

same or reduces. Inoparticular, if L 6= ∅ or Ẽ0 6= o∅ at Step III then Ẽ reduces

atoStepoIV .

Lemma 5.1.7 (Ali and Farooq [2]). In each iteration of the algorithm at Step IV ,

if ωji(−cij) > ωjTvj(−pTvjj) forosome (i, j) ∈ E then cij is the maximumointeger in

[πij, πij] for which the inequality holds.

Theorem 5.1.2. For someoiteration k in the modifiedoT -algorithm, if vk is matching,

then theoalgorithm stopsoatoµ = vk, and thus vk is a stable matching.

Proof: We will presentothe proof of this Theorem 5.1.2 as two Steps:

Step-1 First we will show that for a pre-matching vk ∈ Υ , if µ = vk = Tvk−1 is a

matching, then vk is individually rational. In order to show this, for vk−1 ∈ Υ we

have Tvk−1 = vk = µ, where µ is a matching. Suppose that algorithm terminates

at Step I i.e Tv0 = v1. This implies Y = ∅ and (v1, p) be the 2-tuple obtained at

termination where we find a matching v1.

Initially we define Ẽ by (5.5). Therefore

ωij(pij) ≥ 0 and ωji(−pij) ≥ 0 ((i, j) ∈ Ẽ). (5.33)

at Step-I of algorithm. For all i ∈ S

v1
i = Tv0

i = max
R(i)
{U(i, v0)},

Since U(i, v0) 6= ∅, so
{v1

iR(i)∅}p
iv1
i

. (5.34)

For all j ∈ B
v1
j = Tv0

j = max
R(j)

{
V (j, v0) : Tv0

i = j
}
.

This implies

{v1
jR(j)∅}p

v1
j
j
. (5.35)
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As v1 ⊆ Ẽ. The (5.34) and (5.35) imply that v1 is individually rational. Since

in each iteration we modify Ẽ by (5.5) at Step IV of algorithm. So, (5.33) holds

inoeachoiterationoatoStep IV by Lemma 5.1.6. Thus if µ = vk is a matching then

vk ⊆ Ẽ and IR hold’s for all pairs at the terminationoof algorithm.

Step-2 For vk−1 ∈ Υ, if vk = Tvk−1 is aomatching, then the modified T-algorithm

mustostop at vk, and vk is a stable matching.

Weoshalloproveothat, if vk−1 ∈ Υ is a pre-matching and Tvk−1 = vk is a match-

ing, then vk ∈Ms. By Step-1, vk is individuallyorational. Assume that vk 6∈Ms.

So there must exist (i, j) at cij ∈ [πij, πij] that blocks vk. We will prove this by

considering the two cases:

Case 1: Assume that {iR(j)Tvj}
pTvjj
cij for cij ≤ piTvi. We will show {TviR(i)j}cijpivi .

Contrary suppose there exists (i, j) that blocks vk i.e for cij ≤ piTvi

{iR(j)vkj }
p
vk
j
j

cij . (5.36)

and

{jR(i)vki }
p
ivk
i

cij . (5.37)

But vk is a matching and vk = Tvk−1 by the given condition, so we have that for

j = vk(vkj ) ∈ B. But

vk(vkj ) = Tvk−1(vkj ) = max
R(vkj )

{
U(vkj , v

k−1)
}

for vkj ∈ S. So that vk(vkj ) = j ∈ U(vkj , v
k−1). This implies

{vkjR(j)vk−1
j }

c
vk−1
j

j

p
vk
j
j

(5.38)

By transitive property, (5.36) and (5.38) imply that,

{iR(j)vk−1
j }

c
vk−1
j

j

cij .

By definition of U(i, v) from (5.6)

j ∈ U(i, vk−1
j ). (5.39)
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and by given condition

vki = Tvk−1
i = max

R(i)

{
U(i, vk−1

j )
}
. (5.40)

(5.37) and (5.39) contradicts (5.40). Thus vk ∈Ms. Since we are giving the most

optimal partners to the seller i among the potential partner in each iteration of

algorithm, this implies that the following equation

{Tvk−1
i R(i)j}cijp

iTvk−1
i

.

holds at each Step.

Case 2: Assume that {jR(i)Tvi}
piTvi
cij for cij > pTvjj. We will show {TvjR(j)i}cijpvjj .

If theoalgorithmoterminates in the firstoiteration then (5.2) is the maximum price

so it hold’s trivially. We get stability by Case 1. Otherwise we divide our argu-

ment in two parts: ωji(−cij) ≤ ωjTvj(−pTvjj) or ωji(−cij) > ωjTvj(−pTvjj).
To show, for {jR(i)Tvi}

piTvi
cij for cij > pjTvj , we have {TvjR(j)i}cijpTvjj . This

means ωji(−cij) ≤ ωjTvj(−pTvjj). For this we assume that there exist a (i, j) that

blocks vk i.e for c > pjTvj

{iR(j)vkj }
p
vk
j
j

cij . (5.41)

{jR(i)vki }
piv

k
i

cij . (5.42)

But vk is a matching, vk = Tvk−1, so we have that i = vk(vki ) ∈ S. Hence

vk(vki ) = Tvk−1(vki )

= max
R(vki )

{
V (vki , v

k−1) : Tvk−1(vk(vki )) = vki
}
.

for vk(vki ) ∈ S.
So that vk(vki ) = i ∈ V (vki , v

k−1). This implies by (5.7)

{vkiR(i)vk−1
i }civ

k−1
i

pivki
. (5.43)

By transitive property, (5.42) and (5.43) imply that,

{jR(i)vk−1
i }civ

k−1
i

cij .
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From (5.7)

i ∈ V (j, vk−1). (5.44)

and by given condition, for j ∈ B, vkj = Tvk−1
j

= max
R(j)

{
V (j, vk−1) : Tvk−1(vkj ) = j

}
. (5.45)

(5.41) and (5.44) contradicts (5.45). Thus vk ∈Ms. And if ωji(−cij) > ωjTvj(−pTvjj)
then by Lemma 5.1.7 cij is the maximum price. Thus we get stability by above

Case 1.

By Step-1 and Step-2, we deduce that if vk is a matchingofor some iterationok in

modified T -algorithm, then vk is a stable matching. If vk = µ is a stable matching,

then vk isoa fixedopoint of modified T by the Theorem 5.1.1. Then

vk = vk+1 = Tvk = µ.

implies that the T -algorithm stops at µ = vk. Thus this proves Theorem 5.1.2.

Theorem 5.1.1 shows that the stable matching is a fixedopoint of T and Theorem

5.1.2 shows the termination of the algorithm.

Example 5.1.1. Consider two finite and disjointosets S = {i0, i1, i2, i3} and B =

{j0, j1, j2, j3} where S represent the set of sellers and B represent the set of buyers.

The setoof allopossible seller-buyer pair is given by E = S × B. Define the lower and

upper bounds for all (i, j) ∈ E as given below:

oπij = −1o ∀(i, j) ∈ E,

oπij0 = 3 = oπij1o∀i ∈ S,

oπij2 = 2 = oπij3 ∀i ∈ S.

We assume valuations given by (5.1), where λij, λji, δij, and δji for eacho(i, j) ∈ oE
are given in the Tables 5.1-5.4 respectively.

We begin from the Step I of the modified T -algorithm. We find price vector
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λij oj0 oj1 oj2 oj3

oi0 2 2.5 1 1
oi1 2 2.5 1 1
oi2 2 2.5 1 1
oi3 2 2.5 1 1

Table 5.1: λij foro(i, j) ∈ oE

λji oi0 oi1 oi2 oi3
oj0 2 2 2 2
oj1 2.5 2.5 2.5 2.5
oj2 1 1 1 1
oj3 1 1 1 1

Table 5.2: λji foro(i, j) ∈ oE

δij oj0 oj1 j2 oj3

oi0 2.5 -3 2 10.5
oi1 8.5 2.5 5.5 -3
oi2 4.5 1.5 6.5 5.5
oi3 2.5 10.5 8.5 3.5

Table 5.3: δij foro(i, j) ∈ oE

δji oi0 oi1 oi2 oi3
oj0 -0.5 12.5 7.5 -6.5
oj1 10.5 12.5 20.5 0.5
oj2 11.5 10.5 3.5 0
oj3 10.5 11.5 12.5 13.5

Table 5.4: δji foro(i, j) ∈ oE

p = (pi0j0 , pi0j1 , pi0j2 , pi0j3 , pi1j0 , pi1j1 , · · · , pi3j3) by (5.2). We have ωji(−πij) ≥ 0 for

(i, j) ∈ E \ {(i1, j3), (i3, j0)} and ωji(−πij) < 0 for (i, j) ∈ {(i1, j3), (i3, j0)}. Therefore,
we have p = (−1, 3, 2, 2, 3, 3, 2, 2, 3, 3, 2, 2,−1, 0, 0, 2). Using the values given in Tables

5.1-5.4 and price vector p from (5.2), we get ωij(pij) and ωji(−pij) from (5.1) for each

(i, j) ∈ E as follows in Tables 5.5 and 5.6.

ωij(pij) oj0 oj1 j2 oj3

oi0 0.5 4.5 4 12.5
oi1 14.5 10 7.5 -1
oi2 10.5 9 8.5 7.5
oi3 0.5 10.5 8.5 5.5

Table 5.5: ωij(pij) foro(i, j) ∈ oE

ωji(−pij) oi0 oi1 oi2 oi3
oj0 1.5 6.5 1.5 -4.5
oj1 3 5 13 0.5
oj2 9.5 8.5 1.5 0
oj3 8.5 9.5 10.5 11.5

Table 5.6: ωji(−pij) foro(i, j) ∈ oE

By (5.3) and (5.4), we have L0 = {(i3, j0)} and E0 = {(i1, j3)}. By (5.5), we obtain

the set of mutually acceptableoseller-buyeropairs whichois presented by:

Ẽ = E \ {(i1, j3), (i3, j0)}.

(Here we will consider the two different pre-matchings to get the two extreme(optimal)
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matchings of hybrid model). Let consider a pre-matching

i0 i1 i2 i3 j0 j1 j2 j3

v0 = j3 j0 j0 j1 ∅ ∅ ∅ ∅

U(i, v0)|V (j, v0) = j0, j1, j2, j3 j0, j1, j2 j0, j1, j2, j3 j1, j2, j3 i1, i2 i3 ∅ i0

Tv0 = v1 = j3 j0 j0 j1 i1 i3 ∅ i0

and define µ which consists of matched member of Tv0 = v1

µ = {(i0, j3), (i1, j0), (i3, j1)}.

We find r by (5.10) and get:

rj0 = 6.5, rj1 = 0.5, rj2 = 0, rj3 = 8.5.

By (5.11) we have Y = {(i2, j0)}. This finishes the Step I. After this we switch to the

Step II since Y 6= ∅. Finding ηi2j0 by (5.12) we get ηi2j0 = 3. Modifying price vector p̃

by (5.14) we get:

p̃ = (−1, 3, 2, 2, 3, 3, 2, 2, 0, 3, 2, 2,−1, 0, 0, 2).

For the obtained modified price vector p̃, we have the values ωi2j0(p̃i2j0) = 4.5,

ωj0i2(−p̃i2j0) = 7.5 and the remaining valuesogiven inothe Table 5.5 and 5.6 remain

unchanged. Both L and Ẽ0 are emptyofor the obtained modified price vector. There-

fore, E0 and L0 remain unchangedofor the modifiedovector p̃.

At Step 4, we modify Ẽ by (5.5). As both L and Ẽ0 are empty, it implies that Ẽ

remains unchanged.

i0 i1 i2 i3 j0 j1 j2 j3

v1 = j3 j0 j0 j1 i1 i3 ∅ i0

U(i, v1)|V (j, v1) = j1, j2, j3 j0, j1, j2 j0, j1, j2, j3 j1, j2, j3 i1, i2 i2, i3 i2 i0, i2

Tv1 = v2 = j3 j0 j1 j1 i1 i2 ∅ i0

µ = {(i0, j3), (i1, j0), (i2, j1)}.
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We find r by (5.10) and get:

rj0 = 6.5, rj1 = 13, rj2 = 0, rj3 = 8.5.

By (5.11) we have Y = {(i3, j1)}. This finishes the Step I. Since Y 6= ∅ we move to

Step III. Finding ηi3j1 by (5.12) we get ηi3j1 = 5. Modifying price vector p̃ by (5.14)

we get:

p̃ = (−1, 3, 2, 2, 3, 3, 2, 2, 0, 3, 2, 2,−1,−1, 0, 2).

For the obtained modified price vector p̃, we have the values ωi3j1(p̃i3j1) = 8, ωj1i3(−p̃i3j1) =

3 and the remainingovalues givenoin the Table 5.5 and 5.6 remain unchanged. For the

obtained modified price vector, by (5.13) we have L = {(i3, j1)}. Therefore, E0 and L0

get changed for p̃.

At Step IV, we modify Ẽ by (5.5). Thus Ẽ = E \ {(i1, j3), (i3, j0), (i3, j1)}. For this

updated Ẽ, we have now

i0 i1 i2 i3 j0 j1 j2 j3

v2 = j3 j0 j1 j1 i1 i2 ∅ i0

U(i, v2)|V (j, v2) = j2, j3 j0, j2 j0, j1, j2, j3 j2, j3 i1 i2 i3 i0, i3

Tv2 = v3 = j3 j0 j1 j2 i1 i2 i3 i0

and

µ = {(i0, j3), (i1, j0), (i2, j1), (i3, j2)}.

Since Y = ∅. Algorithm at this point terminates and matching

µ = {(i0, j3), (i1, j0), (i2, j1), (i3, j2)}.

is a pairwise seller optimal matching.

Let consider another pre-matching

i0 i1 i2 i3 j0 j1 j2 j3

v0 = ∅ ∅ ∅ ∅ i1 i2 i0 i3

U(i, v0)|V (j, v0) = j2 j0 j1 j3 i0, i1, i2 i0, i1, i2, i3 i0, i1, i2, i3 i0, i2, i3

Tv0 = v1 = j2 j0 j1 j3 i1 i2 i0 i3
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and

µ = {(i0, j2), (i1, j0), (i2, j1), (i3, j3)}.

Since Y = ∅. Our algorithm terminates at this point and the matching µ is a pairwise

buyer optimal matching. Thus we can say that Ms consists of at least two stable

optimal matchings.

Next we will give an example to show the working of Ali and Farooq [2] algorithm

for finding a stable matching.

Example 5.1.2. Weoconsider two finite and disjointosets S = {i0, i1, i2, i3} and B =

{j0, j1, j2, j3} where Sorepresent the setoofo sellers and B representothe set of buyers.

The set of all possibleoseller-buyer pair is givenoby E = S × B. Define theolower and

upperobounds for allo(i, j) ∈ Eoas follows:

πijo = −1 ∀o(i, j) ∈ E,

πij0o = 3 = oπij1 ∀i ∈ S,

πij2o = o2 = πij3 ∀i ∈ S.

We assume valuations given by (5.1), where λij, λji, δij, and δji for eacho(i, j) ∈ Eoare

given as in the Tables 5.1 - 5.4 respectively.

We begin from the first step of the algorithm given by Ali and Farooq [2]. Here we

set r = 0 and Q̃ = 0. Whereas, define r as:

rj =

{
oωji(−pij) oif o(i, j) ∈ oµ, forosome i ∈ oS,

0 otherwise. (j ∈ B) (5.46)

and Q̃ as:

oQ̃ = o{j ∈ B : j isomatched in µ}. (5.47)

We find price vector p = (pi0j0 , pi0j1 , pi0j2 , pi0j3 , pi1j0 , pi1j1 , · · · , pi3j3) by Eq.(5.2). We

have ωji(−πij) ≥ 0 for (i, j) ∈ E \ {(i1, j3), (i3, j0)} and ωji(−πij) < 0 for (i, j) ∈
{(i1, j3), (i3, j0)}. Therefore, we have p = (−1, 3, 2, 2, 3, 3, 2, 2, 3, 3, 2, 2,−1, 0, 0, 2). Us-

ing the values given in Tables 5.1 - 5.4 and price vector p from (5.2), we get ωij(pij)

and ωji(−pij) by (5.1) as follows in Table 5.5 and 5.6.
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Define L0 and E0 by (5.3) and (5.4) respectively. We get L0 = {(i3, j0)} and

E0 = {(i1, j3)}. By
Ẽ := E \ {L0 ∪ E0}. (5.48)

we obtain the set of mutually acceptableoseller-buyer pairs which isogiven by:

Ẽ = E \ {(i1, j3), (i3, j0)}.

Define

oq̃i = omax{ωij(pij) : o(i, j) ∈ oẼ}. (5.49)

By (5.49), we find

q̃i0 = 12.5 q̃i1 = 14.5 q̃i2 = 10.5 q̃i3 = 10.5. (5.50)

Now,

ẼS = {(i, j) ∈ Ẽ : ωij(pij) = q̃i}. (5.51)

we get ẼS = {o(i0, j3), o(i1, j0), o(i2, j0), o(i3, j1)}. Sinceor = 0, we have ẼS = ÊS.

Where

ÊS = {(i, j) ∈ ẼS : ωji(−pij) ≥ rj}. (5.52)

and define µ be aomatching in bipartiteograph (S,B, ÊS) which satisfies the two

conditions. First one is µ matches all members of Q̃. Second one is it maximizes∑
(i,j)∈µ(ωji(−pij)) amongothe matchingsosatisfying first condition. So, we obtain

µ = {o(i0, j3), o(i1, j0), o(i3, j1)}.

We find r by (5.46) and get:

rj0 = 6.5, rj1 = 0.5, rj2 = 0, rj3 = 8.5.

Updating Q̃ by (5.47), we obtain

Q̃ = {j0, j1, j3}. (5.53)

Now,

Y = {(i, j) ∈ ẼS : i is unmatched in µ}. (5.54)
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We get Y = {(i2, j0)}. This finishes the first step. After this we switch to the second

step of their algorithm because Y 6= ∅. By

ηij = max

{
1,

⌈
o
rj − ωji(−pij)

λji

⌉}
. (5.55)

finding ηi2j0 , we get ηi2j0 = 3. Modifying price vector p̃ as:

op̃ij :=

{
max

{
oπij, opij − ηij

}
if (i, j) ∈ Y,

opij otherwise. (i, j) ∈ E (5.56)

we get:

p̃ = (−1, 3, 2, 2, 3, 3, 2, 2, 0, 3, 2, 2,−1, 0, 0, 2).

Forothe obtained modifiedopriceovector p̃, we have the values ωi2j0(p̃i2j0) = 4.5,

ωj0i2(−p̃i2j0) = 7.5 and the remaining valuesogiven in theoTable 5.5 and Table 5.6

remain unchanged. Both L and Ẽ0 are empty for the obtained modifiedoprice vector.

Therefore, E0 and L0 remain unchangedofor theomodified vector p̃.

At forth step of their algorithm, modify Ẽ by (5.48). As both L and Ẽ0 are empty, it

implies that Ẽ remains unchanged. By (5.49), we get

q̃i0 = 12.5 q̃i1 = 14.5 q̃i2 = 9 q̃i3 = 10.5.

Byoupdating and ẼS and ÊS by (5.51) and (5.52), respectively, we obtain

ẼS = {o(i0, j3), o(i1, j0), o(i2, j1), o(i3, j1)}.

and

ÊS = {o(i0, j3), o(i1, j0), o(i2, j1), o(i3, j1)}.

In bipartite graph (S,B, ÊS), a matching

µ = {o(i0, j3), o(i1, j0), o(i2, j1)}.

We find r by (5.46) and get:

rj0 = 6.5, rj1 = 13, rj2 = 0, rj3 = 8.5.
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By (5.54) we have Y = {(i3, j1)}. This finishes the second step. Since Y 6= ∅ we move

to the third step of their algorithm. Finding ηi3j1 by (5.55) we get ηi3j1 = 5. Modifying

price vector p̃ by (5.56) we get:

p̃ = (−1, 3, 2, 2, 3, 3, 2, 2, 0, 3, 2, 2,−1,−1, 0, 2).

For the obtained modified price vector p̃, we have the values ωi3j1(p̃i3j1) = 8,

ωj1i3(−p̃i3j1) = 3 and the remaining values given in the Table 5.5 and 5.6 remain

unchanged. For the obtained modified price vector, by (5.56) we have L = {(i3, j1)}.
Therefore, E0 and L0 get changed for p̃.

At forth step, we modify Ẽ by (5.48). Thus Ẽ = E \ {(i1, j3), (i3, j0), (i3, j1)}. For this
updated Ẽ, we have now

q̃i0 = 12.5 q̃i1 = 14.5 q̃i2 = 9 q̃i3 = 8.5.

Again by updating ẼS and ÊS by (5.51) and (5.52), respectively, we obtain

ẼS = {(i0, j3), (i1, j0), (i2, j1), (i3, j2)}.

and

ÊS = {(i0, j3), (i1, j0), (i2, j1), (i3, j2)}.

In bipartite graph (S,B, ÊS), a matching

µ = {(i0, j3), (i1, j0), (i2, j1), (i3, j2)}.

Since Y = ∅. Ouroalgorithm terminates at this point and matching

µ = {(i0, j3), (i1, j0), (i2, j1), (i3, j2)}.

is a pairwise seller optimal matching.

A limitation of Ali and Farooq [2] model is that it suggests the seller optimal

matching only.

Remark 5.1.3. If we use the algorithm given by Ali and Farooq [2], we obtain only one

optimal stable matching as working given in Example 5.1.2. While if we use modified

T -algorithm using the same given conditions as in Example 5.1.2, then one can obtain

more than one stable matching as working given in Example 5.1.1.

The motivation of this work is to find more stable matchings within their model.
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5.1.2 Lattice structure of stable one to one matching

If the preferences of the agents are flexible, by using Theorem 2.3.1, we obtain a lattice

structure on ξ.

Definition 5.1.8. Defineothe following complete partial orders on ΥS,ΥB and Υ:

1. R⊗(S) on ΥS by vSR⊗(S)v̂S if and only if:

{viR(i)v̂i}
piv̂i
pivi

∀i ∈ S.

2. R⊗(B) on ΥB by vBR⊗(B)v̂B if and only if:

{vjR(j)v̂j}
pv̂j j
pvjj

∀j ∈ B.

3. The strict partial order associated to R⊗(S) and R⊗(B) are represented by P⊗(S)

and P⊗(B) can be defined similarly.

4. �⊗ on Υ by v �⊗ v̂ if and only if:

vSR
⊗(S)v̂S and v̂BR

⊗(B)vB.

5. The strict partial order associated to �⊗ on Υ is represented by ≺⊗ and can be

defined similarly.

Υ defined in (3.1) contains all pre-matchings either having acceptable or un-acceptable

partners. Since, modified T -algorithm only involves acceptable partners so we define

the following sub collection.

Υ̂ = {v ∈ Υ : {vsR(s)∅}psvs , ∀s ∈ S ∪B}. (5.57)

Υ̂ consists of all such pre-matchings in which agents are weakly preferring their partners

to remain isolated at a feasible price. This implies Υ̂ ⊆ Υ. Thus, ∀v ∈ Υ, T v ∈ Υ̂. It

is worth noting that the function T : Υ̂→ Υ̂ is a self map.
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Lemma 5.1.9. Let Υ̂ be the collection of pre-matchings defined in (5.57). Then (Υ̂,�⊗
) forms a complete lattice.

Proof: For each i, let Υ̂i = {j ∈ B : {jR(i)∅}pij}. Then, (Υ̂i, R(i)) is a totallyoordered

finite set and so is a completeolattice. Similarly (Υ̂j, R(j)), for each j is a complete

lattice where Υ̂j = {i ∈ S : {iR(j)∅}pij}.

Note that Υ̂ defined in (5.57) can be viewed as Υ̂ = (×i∈SΥ̂i) × (×j∈BΥ̂j). Hence

(Υ̂,�⊗) is also a totallyoordered finite set and forms a completeolattice where �⊗ is

the completeopartial order given in Definition 5.1.8.

Lemma 5.1.10. Let µoand µ̂obe pre-matchings. If µ̂ �⊗ µ then, T µ̂ �⊗ Tµ i.e; T

defined in (5.8) is monotone increasing function on Υ̂.

Proof: Let j ∈ U(i, µ). We have that {iR(j)µj}
cµjj
pij , but the definition of µ̂ �⊗ µ implies

{µjR(j)µ̂j}
cµ̂jj

cµj j
. So, by using transitive property we have {iR(j)µ̂j}

cµ̂jj
pij . This implies

j ∈ U(i, µ̂). This proves U(i, µ) ⊆ U(i, µ̂). Now,

T µ̂i = max
R(i)
{U(i, µ̂)} for i ∈ S

R(i) max
R(i)
{U(i, µ)}

= Tµi.

This implies T µ̂R⊗(S)Tµ.

Similarly let i ∈ V (j, µ̂). Then by definition we have that {jR(i)µ̂i}
ciµ̂i
pij , but the

definition of µ̂ �⊗ µ implies {µ̂iR(i)µi}
ciµi
ciµ̂i

. So, by using transitive property we have

{jR(i)µi}
ciµi
pij . This implies i ∈ V (j, µ). Thus proves V (j, µ̂) ⊆ V (j, µ). Now

Tµj = max
R(j)
{V (j, µ) : Tvi = j} for j ∈ B

R(j) max
R(j)
{V (j, µ̂) : Tvi = j}

= T µ̂i.

This implies T µ̂R⊗(B)Tµ. The above arguments show that Tµ �⊗ T µ̂. This completes

the proof that T is an increasing function on Υ.

Since T (Υ) ⊆ Υ̂, the restriction T |Υ̂ is an increasing function on Υ̂. Also, the set

of fixed points of T equals the set of fixed points of T |Υ̂.
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Theorem 5.1.3. The set of fixed points ξ of T is non-empty and forms a complete

lattice.

Proof: Since (Υ̂,�⊗) is a complete lattice by Lemma 5.1.9 and T is an increasing

function from Υ̂ to Υ̂ from Lemma 5.1.10. If ξ is the set of all the fixed points of T

then from Theorem 2.3.1 ξ is non-empty and the system (ξ,�⊗) is a complete lattice.

Remark 5.1.4. If we switch the role of sellers with buyers and define a price vector

by:

pij =

{
πij if ωij(πij) ≥ 0

min
{
πij,

⌈
−δij
λij

⌉}
otherwise. (5.58)

Then, by following the same strategy of the above hybrid model, we obtain another set

of stable matchings. All the above results will hold in this case too.

Here we will demonstrate this above fact within an Example 5.1.1.

Example 5.1.5. We will solve Example 5.1.1 by taking price vector as given in (5.58).

We begin from the Step I of the algorithm. We find price vector

p = (pi0j0 , pi0j1 , pi0j2 , pi0j3 , pi1j0 , pi1j1 , · · · , pi3j3) by Eq.(5.58). We have ωji(−πij) ≥ 0

for (i, j) ∈ E \ {(i1, j3), (i3, j0)} and ωji(−πij) < 0 for (i, j) ∈ {(i1, j3), (i3, j0)}. There-
fore, we have p = (−1, 2,−1,−1,−1,−1,−1, 2,−1, 0,−1,−1,−1,−1,−1,−1). Using

the values given in Tables (5.1)-(5.4) and price vector p from (5.58), we get ωij(pij)

and ωji(−pij) from (5.1) for each (i, j) ∈ E as follows in Tables 5.7 and 5.8.

ωij(pij) oj0 oj1 oj2 oj3

oi0 0.5 2 1 9.5
oi1 6.5 0 4.5 -1
oi2 2.5 1.5 5.5 4.5
oi3 0.5 8 7.5 2.5

Table 5.7: ωij(pij) for (i, j) ∈ E

ωji(−pij) oi0 oi1 oi2 oi3
oj0 1.5 14.5 9.5 -4.5
oj1 5.5 15 20.5 3
oj2 12.5 11.5 4.5 1
oj3 11.5 9.5 13.5 14.5

Table 5.8: ωji(−pij) for (i, j) ∈ E

By (5.3) and (5.4), we have L0 = {(i3, j0)} and E0 = {(i1, j3)}. By (5.5), we ob-

tain the set of mutuallyoacceptableoseller-buyer pairs which is given by:

Ẽ = E \ {(i1, j3), (i3, j0)}.
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(Here we will consider the two different pre-matchings to get the two extreme(optimal)

matchings of hybrid model). Let consider a pre-matching

i0 i1 i2 i3 j0 j1 j2 j3

v0 = ∅ ∅ ∅ ∅ i1 i2 i0 i3

U(i, v0)|V (j, v0) = j2 j0 j1 j3 i0, i1, i2 i0, i1, i2, i3 i0, i1, i2, i3 i0, i2, i3

Tv0 = v1 = j2 j0 j1 j3 i1 i2 i0 i3

µ = {(i0, j2), (i1, j0), (i2, j1), (i3, j3)}.

Since Y = ∅. Algorithm at this point terminates and the matching µ is a pairwise

buyer optimal matching.

Let consider another pre-matching

i0 i1 i2 i3 j0 j1 j2 j3

v0 = j3 j0 j2 j1 ∅ ∅ ∅ ∅

U(i, v0)|V (j, v0) = j0, j1, j2, j3 j0, j1, j2 j0, j1, j2, j3 j1, j2, j3 i1 i3 i2 i0

Tv0 = v1 = j3 j0 j2 j1 i1 i3 i2 i0

and define µ which consists of matched member of Tv0 = v1

µ = {(i0, j3), (i1, j0), (i2, j2), (i3, j1)}.

Since Y = ∅. Our algorithm terminates at this point and the matching µ is a pairwise

seller optimal matching. Thus we can say that Ms for the price vector given by (5.58)

consists of at least two stable optimal matchings.

Remark 5.1.6. The lattice structure obtain from using the price vector (5.58) is in-

comparable as obtained with the price vector (5.2) because due to the different price

vectors, valuations get change and results in a different optimal stable matchings.
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Chapter 6

Conclusion

This chapter finishes up the research by expressing and summarizing the inferences

and findings. The knowledge assists the reader to understand the essence of the study

and parting ways for future undertakings identified with this territory of research.

The main aim of this thesis is to study the lattice structure of stable matchings. We

initiated by taking Theorem 2.3.1, and see its application in the formation of lattice

structure by reviewing various papers, mainly reviewed papers are stated in Chapter

3 and 4. Then finally, we present a hybrid model to the theory of stable matchings.

This model designed with the help of modified T -Algorithm and it differs from the two

existing models presented in [2] and [6] in the following way:

1. The modified T -Algorithm not only gives the seller optimal stable matching as

obtained by Ali and Farooq [2] but because of the fact that it starts with any

random pre-matching, more than one stable matchings can be achieved including

the buyer and the seller optimal matchings. Moreover, these stable matchings

can be characterize as fixed points of T and hence forms a complete lattice.

2. The modified T -Algorithm is better from T -algorithm by Echenique and Oviedo

[6] because this hybrid algorithm involves flexible agents and price externalities

(modification) unlike T -algorithm that involves no price negotiation.
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