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Preface

Singular boundary value problems (SBVPs) arise in various fields of Mathematics, Engi-

neering and Physics, many problems can be modeled by SBVPs. In last couple of years a

great work has been done about the existence of positive solution of SBVPs by different

authors in different ways. This thesis is about the existence of positive solution of system

of fourth order SBVPs.

In Chapter 1, we study several real world applications about SBVPs. In Section 1.1, we

present some definitions, terminologies and results which will be used in the next chapter.

Moreover, we used Arzela’s Theorem and The Schauder’s Fixed Point Theorem in the

thesis. Also, we review some literature in Section 1.2.

In Chapter 2, we establish some results for the existence of positive solution to the

system of fourth order BVPs,

x(4)(t) = f(t, x(t), y(t),−x′′(t)), t ∈ (0, 1),

y(4)(t) = g(t, x(t), y(t),−y′′(t)), t ∈ (0, 1),

x(0) = y(0) = x′′(0) = y′′(0) = 0,

x(1) = y(1) = x′′(1) = y′′(1) = 0,

(0.0.1)

where f, g : (0, 1) × (0,∞)3 → [0,∞) are continuous and singular at t = 0, t = 1,

x = 0, y = 0, x′′ = 0, y′′ = 0. For this purpose, first of all we define lower and upper

solutions of above BVP (0.0.1). We then consider a modified non-singular BVP and show

the existence of positive solution for the modified problem. Moreover, we show that the

positive solution of modified problem converges to the positive solution of SBVP (0.0.1).

A descriptive example is also given at the end of the chapter.

Finally, the conclusion and future directions are also given in Chapter 3.
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Chapter 1

Preliminaries

The study about the singular boundary value problems (SBVPs) has become an important

area of research in the existence theory, for instance, in the theory of viscous fluids [10],

pseudo-plastic fluids [11], in the boundary layer theory, in shallow membrance caps theory

[9], etc. Some applications of singular BVPs are as follows:

The Ekman boundary layer problem [18] on the interval [0,∞) is a system consists of

fourth-order differential equations of the form

(−∂2 + α2)2y + (−∂2 + α2)(iαRV − λ)y + iαRV ′′y + 2∂z = 0,

(2∂ + iαRV ′)y + (−∂2 + α2 + iαRV )z − λIz = 0.
(1.0.1)

In the matrix form, we can write it as
(

(−∂2 + α2)2 + iαRV (−∂2 + α2) + iαRV ′′ 2∂

2∂ + iαRV ′ (−∂2 + α2) + iαRV

)(
y

z

)
=

λ

(
−∂2 + α2 0

0 I

)(
y

z

)

with boundary conditions

y(0) = y′(0) = z(0) = 0, y(∞) = y′(∞) = z(∞) = 0, (1.0.2)

where ∂ = d/dx is the derivative with respect to x and x ∈ [0,∞). Reynolds number

R ≥ 0 and a wave number α ∈ R\{0}. The parameter λ = iαRc is a spectral parameter

related to the exponential time dependence eiαct. It is assumed that the function U is

differentiable, V is twice differentiable, and U ′, V , V ′′ ∈ L1[0,∞) ∩ L∞[0,∞).

Again in [18] the linear stability of incompressible flow in a circular pipe, that is Hagen-

Poiseuille flow, has concerned with non-axisymmetric disturbances and it is a spectral
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problem for a system of singular differential equations of the form

Tr(r2(k(r))2Tr)Φ(r) + iαRTrΦ(r)(u(r)− c) + iαR
1
r
(
u′(r)
k2r

)′ + 2αnTrΩ(r) = 0,

2αnTrΦ(r)− inR
u′(r)

r
Φ(r) + SrΩ(r) + iαR(k(r))2r2Ω(r)(u(r)− c) = 0,

(1.0.3)

which can also be expressed in compact form as

Tr(k(r)2r2Tr) + iαRu(r)Tr + iαR

r

(
u′(r)

(k(r))2r

)′
2αnTr

2αnTr − inRu′(r)
r Sr + iαRu(r)(k(r))2r2




(
Φ

Ω

)
=

iαRc

(
Tr 0

0 (k(r))2r2

)(
Φ

Ω

)
,

on an interval (0, 1]. Here Reynolds number R ≥ 0, α ∈ R \ {0} is the stream wise wave

number, n ∈ Z is the azimuthal number, and c is a complex wave speed which result from

an exponential dependence on the axial, angular and time coordinate that is,

ei(αx+nφ−αct)

The function u : [0, 1] → R is the axial mean flow which is twice differential function

bounded on [0, 1], and u′(0) = 0.

The function k : (0, 1] → [0,∞) is defined as

(k(r))2 = α2 +
n2

r2
, r ∈ (0, 1].

Further, the differential operators Tr and Sr are of the forms

Tr =
1
r2
− 1

r

d

dr

(
1

(k(r))2r
d

dr

)
, Sr = (k(r))4r2 − 1

r

d

dr

(
(k(r))2r3 d

dr

)
,

where the boundary conditions are given by

lim
r→0

Φ(r) = lim
r→0

Φ′(r) = Φ(1) = Φ′(1) = Ω(1) = 0, if n = 0,

lim
r→0

Φ(r) = lim
r→0

Ω(r) = Φ(1) = Φ′(1) = Ω(1) = 0, lim
r→0

Φ′(r) is finite, if n = ±1, (1.0.4)

lim
r→0

Φ(r) = lim
r→0

Φ′(r) = lim
r→0

Ω(r) = Φ(1) = Φ′(1) = Ω(1) = 0, if |n| ≥ 2.

For further details on (1.0.3) and (1.0.4), see [18,20].

Now, consider a model of simply supported plate relevant to thickness optimization

problem. Assume that Ω is an open set having a sufficiently smooth boundary ∂Ω. We

minimize
∫
Ω u(x)dx. Consider a fourth-order boundary value problem

∆(u3∆y) = f in Ω,

y = ∆y = 0 on ∂Ω,
(1.0.5)

2



0 < m ≤ u(x) ≤ M a.e in Ω, y ∈ C. (1.0.6)

Here C ⊂ L2(Ω) is nonempty and closed. The dimension of Ω is arbitrary with the

corresponding model plate to Ω ⊂ R2 and the beam model to Ω ⊂ R. Here thickness is

u ∈ L∞(Ω+) and load is f ∈ L2(Ω) and y ∈ H2(Ω) ∩ H1
0 . Weak solutions represent the

deflection of (1.0.5). So (1.0.5) can be written as

∆z = f in Ω,

∆y = z` in Ω,

z = 0 on ∂Ω,

y = 0 on ∂Ω,

(1.0.7)

where z ∈ H2(Ω)∩H1
0 (Ω) is completely determined by f and ` = u−3 ∈ L∞(Ω+). In view

of the differential operators, the above system looks like the optimality conditions of some

optimal control problem. So, formulation of such distributed control problem yields the

integral

min
{

1
2

∫

Ω
`(x)(h(x))2dx

}
(1.0.8)

subject to

∆y = `z + `h in Ω,

y = 0 on ∂Ω.
(1.0.9)

is minimum. No constraints are imposed to control h ∈ L2(Ω) and z is defined by (1.0.7),

` = u−3, optimal control problem (1.0.8)-(1.0.9) has the trivial solution h∗ = 0 on unique

Ω and the optimal state y∗ and z satisfies (1.0.7) and consequently (1.0.5). Equations

(1.0.8)-(1.0.9) are directly equivalent to the minimization of the usual energy functional

associated with (1.0.5). h = `−1∆y − z by (1.0.9) and we can write (1.0.8) as

min
y∈H2(Ω)∩H1

0 (Ω)

{
1
2

∫

Ω

1
`(x)

(∆y(x)− `(x)z(x))2dx

}

= min
y∈H2(Ω)∩H1

0 (Ω)

{
1
2

∫

Ω
u3(x)(∆y(x))2dx−

∫

Ω
y(x)f(x)dx

}
+

1
2

∫

Ω
`(x)z(x)2dx,

and last integral does not depend on y. This example shows that the classical variational

method for differential equations may be reformulated as a control problem. The above

transformations allow us to reformulate it as follows

min
{∫

Ω
(`(x))−

1
3 dx

}
, (1.0.10)

∆y = z` in Ω,

y = 0 on ∂Ω,
(1.0.11)

0 < M−3 ≤ `(x) < m−3 a.e in Ω, y ∈ C. (1.0.12)
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The integrand in (1.0.11) is strictly convex in the interval [M−3,m−3]. For more details

see [21].

1.1 Some basic definitions and known results

In this section we present some definitions and known results from functional analysis

[13–16].

Definition 1.1.1 (Compactness). Let X = (X, ‖ · ‖) be a normed space. A subset M of

X is said to be compact if every sequence in M has a convergent subsequence whose limit

is an element of M .

For example, a closed unit interval [0, 1] is compact.

Definition 1.1.2 (Relatively Compact). A subset M of a normed space X is relatively

compact if and only if closure of M , denoted by M is compact.

For example, an interval (0, 1] is relatively compact.

Definition 1.1.3 (Continuous Functions). Let M ⊆ R and a ∈ M . A map T : M → R is

said to be continuous at a point c ∈ M , if for every ε > 0 there exists δ > 0 such that for

every x ∈ M we have |f(x)− f(c)| < ε, whenever |x− c| < δ.

Definition 1.1.4 (Retraction). Let X be a topological space and A is a subspace of X

then a continuous mapping T : X → A is called a retraction if T (x) = x for all x ∈ A.

Definition 1.1.5 (Uniformly Bounded). A family of functions X defined over an interval

[a, b] is said to be uniformly bounded if there exist a constant M such that for each x ∈ X,

we have

|x(t)| ≤ M, t ∈ [a, b].

Definition 1.1.6 (Equicontinuous). A family of functions X defined over an interval [a, b]

is said to be equicontinuous if for every ε > 0 there exist a δ > 0 such that

|x(t1)− x(t2)| < ε, for all t1, t2 ∈ [a, b], ∀x ∈ X

such that |t1 − t2| < δ.

Definition 1.1.7 (Sequentially Compact). Let X be a Banach space, the subset M of X

is said to be sequentially compact if and only if every sequence in M has a subsequence

which converges to some point of M .

Definition 1.1.8 (ε−net). Let X ba a Banach space, the subset M of X and ε > 0 then

a subset A of X is said to be an ε− net for M , if for every m ∈ M there exist a ∈ A such

that d(m, a) < ε. Further, if A is finite then it is called finite ε-net.
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Definition 1.1.9 (Totally Bounded Set). A subset M of a Banach space X is said to be

totally bounded if for every ε > 0, M have finite ε− net.

Definition 1.1.10 (Convex Set). Let X be a Banach space. A subset M of X is convex

if segment joining the points x and y is contained in M for all x, y ∈ M . For every

m1,m2, · · · ,mn ∈ M , a set M is called convex, such that
∑n

i=1 αimi ∈ M where
∑n

i=1 αi =

1.

Definition 1.1.11 (Convex Hull). Let X be a Banach space and M is any subset of X,

then the intersection of convex sets containing M is also a convex set which contains M

and is contained in every convex set containing M , is called convex hull of M , which is

defined as:

co(M) =

{
m : m =

k∑

i=1

αimi;
k∑

i=1

αi = 1, αi ≥ 0,mi ∈ M, i = 1, 2, · · · , k

}
.

Definition 1.1.12 (Closed Convex Hull). Convex hull of M is called closed convex hull,

if convex sets containing a set M are closed.

Theorem 1.1.13 (Arzela’s Theorem). A family of continuous functions defined on a

closed interval [a, b] is compact in C[a, b] if and only if the family is uniformly bounded

and equicontinuous over [a, b].

Proof. Let X be any set which is compact in C[a, b]. So, X is totally bounded as “every

compact set is totally bounded”. Since X is totally bounded so for each ε > 0 there exists

a finite ε
3 −net such that x1, x2, · · · , xk in X. Each of the functions xi is bounded because

of continuous function on closed interval, therefore there exist Mi such that

|xi| ≤ Mi, i = 1, 2, · · · , k.

Let M = max1≤i≤k Mi + ε
3 . Now by using the definition of ε

3 − net, for every x ∈ X there

exist at least one xi such that

d(x, xi) = max |x(t)− xi(t)| < ε

3
.

Consequently

|x| < |xi|+ ε/3 < Mi +
ε

3
< M.

So, X is uniformly bounded.

Since each of the functions xi is continuous and also uniformly continuous on [a, b], so

for every ε
3 > 0 there exists δi such that

|xi(t1)− xi(t2)| < ε

3
, |t1 − t2| < δi.
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Consider δ = min1≤i≤k δi. Then for any x ∈ X and for |t1 − t2| < δ there exists xi such

that d(x, xi) < ε
3 , we have

|x(t1)− x(t2)| = |x(t1)− xi(t1) + xi(t1)− xi(t2) + xi(t2)− x(t2)|,
≤ |x(t1)− xi(t1)|+ |xi(t1)− xi(t2)|+ |xi(t2)− x(t2)|,
<

ε

3
+

ε

3
+

ε

3
= ε.

Hence, X is equicontinuous.

Let X be a family of functions which is uniformly bounded and equicontinuous. We

have to show that X is compact in C[a, b], that is, for every ε > 0 there exists a finite

ε − net in C[a, b]. Consider for all x ∈ X, |x| ≤ M and also choose δ > 0, then by the

definition of equicontinuity, we have

|x(t1)− x(t2)| < ε

5
, for |t1 − t2| < δ; t1, t2 ∈ [a, b],∀x ∈ X.

Now we subdivide the segment [a, b] on the t− axis with intervals length less than δ such

that a = t0, t1, t2, · · · , tn = b and also segment [−M, M ] on the x − axis with intervals

length ε
5 such that −M = x0, x1, x2, · · · , xm = M . Construct vertical lines at the points of

subdivision along t− axis and horizontal lines at the points of subdivision along x− axis.

Now we subdivide the rectangle a ≤ t ≤ b and −M ≤ x ≤ M into cells with horizontal

sides of length less than δ and vertical sides of length ε
5 . Now for every function x ∈ X

we assign a polygonal arc z(t) with vertices at points(tk, xl), that is, at vertices of the

constructed net and deviating at the points xk from the function x by less than ε
5 . Since

|x(tk)− z(tk)| < ε

5
,

|x(tk+1)− z(tk+1)| < ε

5
,

also

|x(tk)− x(tk+1)| < ε

5
,

and

|z(tk)− z(tk+1)| < 3ε

5
.

Hence, the function z(t) is linear between tk and tk+1, we have

|z(tk)− z(t)| < 3ε

5
for all tk ≤ t ≤ tk+1.

Now let t be a point in closed interval [a, b] and tk is the subdivision point closed to t.

Then

|x(t)− z(t)| = |x(t)− x(tk) + x(tk)− z(tk) + z(tk)− z(t)|,
≤ |x(t)− x(tk)|+ |x(tk)− z(tk)|+ |z(tk)− z(t)|,

<
ε

5
+

ε

5
+

3ε

5
= ε.
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So, polygonal arcs z(t) form a ε−net with respect to X. Finite numbers of polygonal arcs

can be drawn through a finite number of points, so their number is finite. This implies

that X is totally bounded.

Theorem 1.1.14 (The Schauder’s Fixed Point Theorem). Let S be a nonempty compact

and convex subset of a Banach space X and also let T : S → S ba a continuous map.

Then T has a fixed point in S.

Proof. Since S is compact and T is continuous. Therefore, T (S) is also compact and hence

T (S) is totally bounded. So, for every ε > 0 there is a finite ε− net,

U =
{
u1, u2, u3, · · ·un(ε)

} ∈ T (S),

which implies that, for each T (x) ∈ T (S) there exist ui ∈ U , for some i, such that

‖T (x)− ui‖ < ε.

Now, we define

zi : S → [0,∞)

by

zi(x) = max {ε− ‖T (x)− ui‖ , 0} .

As T is continuous so each zi is continuous, such that zi(x) ≥ 0 for all x ∈ S. Moreover,

for each x ∈ S there exist i = {1, 2, 3, · · · , n(ε)} such that zi(x) > 0, and not all zi are

zero for a fixed value of x. Further, we define Schauder operator

pε : S → Uε

by

pε(x) =
∑n(ε)

i=1 zi(x)ui∑n(ε)
i=1 zi(x)

,

and

Uε = co(U) =





n(ε)∑

i=1

αiui : αi ≥ 0,

n(ε)∑

i=1

αi = 1



.

Since zi is continuous, implies that each pε is continuous. If zi(x) > 0, then we have

‖T (x)− ui‖ < ε.

7



So,

‖pε(x)− T (x)‖ =

∥∥∥∥∥
∑n(ε)

i=1 zi(x)ui∑n(ε)
i=1 zi(x)

− T (x)

∥∥∥∥∥ ,

=

∥∥∥∥∥
∑n(ε)

i=1 zi(x)(ui − T (x))
∑n(ε)

i=1 zi(x)

∥∥∥∥∥ ,

<

∥∥∥∥∥
∑n(ε)

i=1 zi(x)(ε)
∑n(ε)

i=1 zi(x)

∥∥∥∥∥ = ε,

which gives

‖pε(x)− T (x)‖ < ε.

Now, consider

T (S) ⊆ co(T (S)) ∵ A ⊆ co(A)

which implies

U ⊆ co(T (S)) ∵ U ⊆ T (S).

Now

Uε = co(U) ⊆ co(T (S)).

So, S contains co(T (S)) and S ia also compact and convex, hence S contains Uε. This

implies that Uε is a closed subset of S, so Uε is compact in S. Moreover, since the

dimension of linear span of U is finite (say n) and linear span of U is a subspace of X.

There exist m ≤ n that is we can relate linear span of S with Rm. This also implies that

Uε is nonempty, convex and compact subset of Rm. Let us define

Tε : Uε → Uε

by

Tε = pε|Uε ,

where Tε is a continuous map. Now by Brouwer’s fixed point theorem, for every ε > 0

there exist xε ∈ Uε such that

Tε(xε) = xε.

Since, S is a compact set and {xε} is a sequence in S so by the definition of compactness

there exist a subsequence {xεk
} of xε such that xεk

→ x as εk → 0, where x ∈ S.

8



Now consider

‖x− T (x)‖ = ‖x− xεk
+ xεk

− T (xεk
) + T (xεk

)− T (x)‖
≤ ‖x− xεk

‖+ ‖xεk
− T (xεk

)‖+ ‖T (xεk
)− T (x)‖

= ‖x− xεk
‖+ ‖Tεk

(xεk
)− T (xεk

)‖+ ‖T (xεk
)− T (x)‖

= ‖x− xεk
‖+ ‖pεk

(xεk
)− T (xεk

)‖+ ‖T (xεk
)− T (x)‖

< ‖x− xεk
‖+ εk + ‖T (xεk

)− T (x)‖ → 0 as εk → 0.

So

‖x− T (x)‖ → 0, as εk → 0.

Hence

T (x) = x,

that is, x is fixed point of T .

1.2 Literature Review

1.2.1 Multiple positive solutions of singular second order boundary value

problems

In paper [26], authors have described the existence of multiple positive solutions for the

singular second order BVP

x′′(t) + Φ(t)f(t, x, x′) = 0 t ∈ (0, 1)

αx(0)− βx′(0) = 0, x′(1) = 0,
(1.2.1)

where α, β > 0 and f is singular at x = 0 and x′ = 0. First of all the authors have

constructed a special cone and explained its properties. Then they have used the theory

of fixed point index on a cone and presented the existence of multiple solutions of (1.2.1)

when the nonlinearity has no singularities. f has sublinear or bounded in x or x′ when

f has a x′ dependence, or (1.2.1) has pairs of upper and lower solutions. After this, they

established the existence of multiple positive solutions to (1.2.1) when f is singular at

x′ = 0 but not at x = 0, and also when f is singular at x′ = 0, and x = 0, and when f is

singular at x = 0 but not at x′ = 0.

Firstly, authors have given the following conditions for multiple positive solutions to (1.2.1)

without singularity

Φ ∈ C(0, 1) with Φ(t) > 0 for t ∈ (0, 1),

f ∈ C([0, 1]× R+ × R+,R+)
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and there exist g ∈ C(R+ × R+,R+) such that

|f(t, x, y)| ≤ g(x, y), ∀(t, x, y) ∈ [0, 1]× R+ × R+,

sup
c∈R+

c

(1 + β
α)

∫ 1
0 Φ(s)dsmax0≤x≤c,0≤y≤c g(x, y)

> 1,

and there also exists g1 ∈ C(R+ × R+,R+) with

f(t, x, y) ≥ g1(x, y), ∀(t, x, y) ∈ [0, 1]× R+ × R+,

such that limx→+∞
g1(x,y)

x = +∞, uniformally for y ∈ (0,+∞).

Further, they have described the existence of multiple solutions to (1.2.1) when f is sin-

gular at x′ = 0 but not at x = 0.

Φ ∈ C(0, 1) with Φ(t) > 0 for t ∈ (0, 1) and Φ ∈ L1[0, 1],

f : [0, 1]×R+×R+ → +∞ is continuous with f(t, x, y) > 0 for (t, x, y) ∈ [0, 1]×R+×R+,

f(t, x, y) ≤ h(x)[g(y) + r(y)] on [0, 1]× R+ × R+

with g(y) > 0 is continuous and nonincreasing on (0, +∞), and h ≥ 0, r ≥ 0 are continuous

and nondecreasing on [0,∞),

sup
c∈R+

c

(1 + β
α)I−1

(
h(c)

∫ 1
0 Φ(s)ds

) > 1,

where I(z) =
∫ z
0

1
g(u)+r(u)du, z ∈ (0, +∞) and I(+∞) = +∞ for a constant H > 0. Then

there is a continuous function on [0, 1] which is ΨH and is positive on (0, 1), also 0 ≤ δ ≤ 1

is a constant with f(t, x, y) ≥ ΨH(t)xδ on [0, 1]× [0,H]× (0, H],

∫ 1

0
Φ(t)g

(
k0

∫ 1

t
Φ(s)ΨH(s)

)
dt < +∞

for any constant k0 ≥ 0, and there is g1 ∈ C(R+ × R+,R+) with

f(t, x, y) ≥ g1(x, y), ∀(t, x, y) ∈ [0, 1]× R+ × R+,

such that limx→+∞
g1(x,y)

x = +∞, uniformally for y ∈ (0,+∞).

Then, they have given the following conditions for the existence of multiple solutions for

(1.2.1), when f is singular at x′ = 0 and x = 0.

Φ ∈ C[0, 1] with Φ(t) > 0 for t ∈ (0, 1),

f : [0, 1]×R+×R+ → +∞ is continuous with f(t, x, y) > 0 for (t, x, y) ∈ [0, 1]×R+×R+,

f(t, x, y) ≤ [h(x) + w(x)][g(y) + r(y)]
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on [0, 1] × R+ × R+ with g(y) > 0 and w(x) > 0 are continuous and nonincreasing on

(0, +∞). Also h ≥ 0 and r ≥ 0 are continuous and nondecreasing on [0,∞),

sup
c∈R+

c

(1 + β
α)I−1

(
ch(c)‖Φ‖1 + ‖Φ‖1

∫ c
0 w(s)ds

) > 1,

where I(z) =
∫ z
0

u
g(u)+r(u)du, z ∈ (0, +∞) and I(+∞) = +∞. Moreover,

∫ a
0 w(s)ds < +∞,

for a constant H > 0 and there is a continuous function on interval [0, 1]. That is ΨH and

positive on (0, 1), with f(t, x, y) ≥ ΨH(t) on [0, 1]× [0, H]× (0,H],

∫ 1

0
Φ(t)g

(∫ 1

t
Φ(s)ΨH(s)ds

)
dt < +∞

for any constant k0 > 0, and there is g1 ∈ C(R+ × R+,R+) with

f(t, x, y) ≥ g1(x, y), ∀(t, x, y) ∈ [0, 1]× R+ × R+,

such that limx→+∞
g1(x,y)

x = +∞, uniformally for y ∈ (0,+∞).

Moreover, they have discussed the following conditions for multiple solutions of (1.2.1),

when f is singular at x = 0 but not at x′ = 0,

Φ ∈ C[0, 1] with Φ(t) > 0 for t ∈ (0, 1),

and f : [0, 1]×R+×R+ → +∞ is continuous with f(t, x, y) > 0 for (t, x, y) ∈ [0, 1]×R+×
R+,

f(t, x, y) ≤ [h(x) + w(x)]r(y)

on [0, 1]× R+ × R+ with w > 0 are continuous and nonincreasing on (0, +∞), also h ≥ 0

and r ≥ 0 are continuous and nondecreasing on [0,∞),

sup
c∈R+

c

I−1
(
ch(c)‖Φ‖1 + ‖Φ‖1

∫ c
0 w(s)ds

) > 1,

where I(z) =
∫ z
0

u
r(u)du, z ∈ (0,+∞) and I(+∞) = +∞. Further,

∫ a
0 w(s)ds < +∞, for

a constant H > 0 and there is a continuous function ψH on interval [0, 1], and 0 ≤ δ ≤ 1

is also a constant with f(t, x, y) ≥ ψH(t)yδ on [0, 1] × [0,H] × (0,H], and there is g1 ∈
C(R+ × R+,R+) with

f(t, x, y) ≥ g1(x, y), ∀(t, x, y) ∈ [0, 1]× R+ × R+,

such that limx→+∞
g1(x,y)

x = +∞, uniformally for y ∈ (0,+∞).

Also in [27], authors have studied the existence of multiple solutions of the above BVP

with α = 1 and β = 0 by using the fixed point index in a cone of an ordered Banach space

in similar way.
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1.2.2 Existence of solution for a class of fourth order singular boundary

value problems

In paper [24], the author has investigated the existence of positive solutions of a class of

fourth order singular sublinear BVP

x(4)(t) = f(t, x(t),−x′′(t)), t ∈ (0, 1),

x(0) = ax′′(0)− bx′′′(0) = 0,

x(1) = c x′′(1) + dx′′′(1) = 0,

(1.2.2)

where a, b, c, d ≥ 0, a + b, c + d > 0, ac + ad + bc > 0 and f : (0, 1)×R \ {0}×R \ {0} → R
is continuous with f(t, t(1− t), 1) 6= 0 for t ∈ (0, 1). Also, there exist constants λ1, µ1, λ2,

µ2 such that −∞ < λi ≤ 0 ≤ µi (i = 1, 2), µ2 < 1 such that µ1 + µ2 < 1, and

cµ1f(t, x, y) ≤ f(t, cx, y) ≤ cλ1f(t, x, y) for (t, x, y) ∈ (0, 1)× (0,∞)2, 0 < c ≤ 1,

(1.2.3)

cµ2f(t, x, y) ≤ f(t, x, cy) ≤ cλ2f(t, x, y) for (t, x, y) ∈ (0, 1)× (0,∞)2, 0 < c ≤ 1.

(1.2.4)

(1.2.3) implies

cλ1f(t, x, y) ≤ f(t, cx, y) ≤ cµ1f(t, x, y) if c ≥ 1; (1.2.5)

and (1.2.4) implies

cλ2f(t, x, y) ≤ f(t, x, cy) ≤ cµ2f(t, x, y) if c ≥ 1. (1.2.6)

Conversally, (1.2.5) implies (1.2.3), and (1.2.6) implies (1.2.4). The function f is singular

at t = 0 and t = 1, which means that f is allowed to be unbounded at the end points

t = 0 and t = 1. A function x(t) ∈ C2[0, 1] ∩ C4(0, 1) is called a C2[0, 1] positive solution

of (1.2.2) if it satisfies (1.2.2) and x(t) > 0, x′′(t) < 0 for t ∈ (0, 1). A C2[0, 1] positive

solution of (1.2.2) is called a C3[0, 1] positive solution if x3(0+) and x3(1−) exist (x(t) > 0,

x′′(t) < 0 for t ∈ (0, 1)). A sufficient condition for the existence of solutions of the

singular problem (1.2.2) was given by O’ Regan in [19] with a topological transversal

theorem. In the case of b = d = 0, a sufficient and necessary condition for the existence

of C2[0, 1] as well as C3[0, 1] positive solutions of the singular problem (1.2.2) was given

by Wei in [23] with the method of lower and upper solutions. In this paper, author has

given a sufficient and necessary condition for the existence of C2[0, 1] as well as C3[0, 1]

positive solutions of the singular problem (1.2.2) by constructing lower and upper solutions

and with the maximal theorem “if x ∈ C2[an, bn] ∩ C4(an, bn), x(an) ≥ 0, x(bn) ≥ 0,

ax′′(an)− bx′′′(an) ≤ 0, cx′′(bn) + dx′′′(bn) ≤ 0 such that x(4)(t) ≥ 0 for t ∈ (an, bn), then

x(t) ≥ 0, x′′(t) ≤ 0, t ∈ [an, bn]”. Then the author has introduced the following Green’s

functions

G1(t, s) =





s(1− t), s < t,

t(1− s), t ≤ s,
(1.2.7)
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G2(t, s) =
1

c + d





s[c(1− t) + d], s < t,

t[c(1− s) + d], t ≤ s,
(1.2.8)

G3(t, s) =
1

a + b





(b + as)(1− t), s < t,

(b + at)(1− s), t ≤ s,
(1.2.9)

G4(t, s) =
1

ac + ad + bc





(b + as)[c(1− t) + d], s < t,

(b + at)[c(1− s) + d], t ≤ s,
(1.2.10)

For b = d = 0, the necessary and sufficient condition for problem (1.2.2) to have C2[0, 1]

positive solutions is that the following integral conditions hold:

0 <

∫ 1

0
t(1− t)f(t, t(1− t), 1)dt < ∞,

also

lim
t→0+

t

∫ 1

t
(1− s)f(s, s(1− s), 1)ds = 0 if

∫ 1

0
(1− s)f(s, s(1− s), 1)ds = ∞,

and

lim
t→1−

(1− t)
∫ t

0
sf(s, s(1− s), 1)ds = 0 if

∫ 1

0
sf(s, s(1− s), 1)ds = ∞.

When b = 0, d > 0, then a necessary and sufficient condition for problem (1.2.2) to have

C3(0, 1] positive solutions is that the following integral conditions hold:

0 <

∫ 1

0
tf(t, t(1− t), 1)dt < ∞,

also

lim
t→0+

t

∫ 1

t
f(s, s(1− s), 1)ds = 0 if

∫ 1

0
f(s, s(1− s), 1)ds = ∞.

If b > 0, d = 0 then a necessary and sufficient condition for (1.2.2) to have C3[0, 1) positive

solutions is that the following integral conditions hold:

0 <

∫ 1

0
(1− t)f(t, t(1− t), 1)dt < ∞,

lim
t→1−

(1− t)
∫ t

0
f(s, s(1− s), 1)ds = 0 if

∫ 1

0
f(s, s(1− s), 1)ds = ∞.

1.2.3 Existence solution for the system of fourth order and second order

boundary value problem

In [25], authors have considered BVPs of singular nonlinear system of fourth-order and

second-order ordinary differential equations of the form

x(4)(t) = f(t, y), t ∈ (0, 1),

−y′′(t) = g(t, x), t ∈ (0, 1),

x(0) = x′′(0) = y(0) = 0,

x(1) = x′′(1) = y(1) = 0,

(1.2.11)
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where f, g ∈ C((0, 1)× [0,∞), [0,∞)), f and g are singular at t = 0 and t = 1. Moreover,

f(t, 0) ≡ 0 and g(t, 0) ≡ 0 and (x, y) ∈ C4(0, 1)∩C2[0, 1]×C2(0, 1)∩C[0, 1] is solution of

singular BVP (1.2.11) if (x, y) satisfies (1.2.11). Moreover, authors have shown that (x, y)

is a positive solution of singular BVP (1.2.11) if x(t) > 0, y(t) > 0, for t ∈ (0, 1). First of

all they have discussed the following assumptions

(a) There exist qi ∈ C([0,∞), [0,∞)), pi ∈ C((0, 1), [0,∞)) such that f(t, u), g(t, u) ≤
pi(t)qi(u) and

0 <

∫ 1

0
t(1− t)pi(t)dt < +∞, (i = 1, 2).

(b) There exists α ∈ (0, 1], 0 < a < b < 1 such that

lim
u→+∞ inf

f(t, u)
uα

> 0, lim
u→+∞ inf

g(t, u)
u1/α

= +∞

uniformally on t ∈ [a, b].

(c) There exists β ∈ (0,+∞), such that

lim
u→0+

sup
f(t, u)

uβ
< +∞, lim

u→0+
sup

g(t, u)
u1/β

= 0

uniformally on t ∈ (0, 1).

(d) There exists γ ∈ (0, 1], 0 < a < b < 1 such that

lim
u→0+

inf
f(t, u)

uγ
> 0, lim

u→0+
inf

g(t, u)
u1/γ

= +∞

uniformally on t ∈ [a, b].

(e) There exists R > 0 such that q1[0, N ]
∫ 1
0 t(1−t)p1(t)dt < R, where N = q2[0, R]

∫ 1
0 t(1−

t)p2(t)dt, qi[0, d] = sup{qi(u) : u ∈ [0, d]} and i = (1, 2).

After this, authors have showed that if assumptions (a), (b) and (c) hold, then singular

BVP (1.2.11) has at least one positive solution and if (a), (d) and (e) hold then also BVP

(1.2.11) has at least one positive solution. Moreover, when (a), (b), (d) and (e) hold then

BVP (1.2.11) has at least two positive solutions.

In same paper, authors have considered BVPs of nonlinear system of fourth-order and

second-order ordinary differential equations for the continuous case,

x(4)(t) = f(t, y), t ∈ [0, 1],

−y′′(t) = g(t, x), t ∈ [0, 1],

x(0) = x′′(0) = y(0) = 0,

x(1) = x′′(1) = y(1) = 0,

(1.2.12)

where f, g ∈ C([0, 1] × [0,∞), [0,∞)). Moreover, f(t, 0) ≡ 0 and g(t, 0) ≡ 0 and (x, y) ∈
C4[0, 1]×C2[0, 1] is a solution of BVP (1.2.12) if (x, y) satisfies (1.2.12). Further, authors

have shown that (x, y) is a positive solution of BVP (1.2.12) if x(t) > 0, y(t) > 0, for

t ∈ (0, 1).
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So, they have considered the following assumptions:

(f) There exists τ ∈ (0, +∞) such that

lim
u→+∞ sup

f(t, u)
uτ

< +∞, lim
u→+∞ sup

g(t, u)
u1/τ

= 0

uniformally on t ∈ [0, 1].

(g) There exists β ∈ (0, +∞) such that

lim
u→0+

sup
f(t, u)

uβ
< +∞, lim

u→0+
inf

g(t, u)
u1/β

= 0

uniformally on t ∈ [0, 1].

(h) There exist qi ∈ C([0,∞), [0,∞)), pi ∈ C([0, 1], [0,∞)) such that f(t, u), g(t, u) ≤
pi(t)qi(u) and there exists R > 0 such that q1[0, N ]

∫ 1
0 t(1 − t)p1(t)dt < R, where N =

q2[0, R]
∫ 1
0 t(1− t)p2(t)dt, qi[0, d] = sup{qi(u) : u ∈ [0, d]} and i = (1, 2).

Then, they have showed that the BVP (1.2.12) has at least one positive solution if as-

sumptions (d) and (f) hold or when (b) and (g) hold or (d) and (h) hold. Further, when

(b), (d) and (h) hold then BVP (1.2.12) has at least two positive solutions.

In next chapter, we will discuss some new results about the existence of positive solution

for the system of fourth order SBVP by determining lower and upper solutions, of the form

x(4)(t) = f(t, x(t), y(t),−x′′(t)), t ∈ (0, 1),

y(4)(t) = g(t, x(t), y(t),−y′′(t)), t ∈ (0, 1),

x(0) = y(0) = x′′(0) = y′′(0) = 0,

x(1) = y(1) = x′′(1) = y′′(1) = 0,

where f, g : (0, 1) × (0,∞)3 → [0,∞) are continuous and singular at t = 0, t = 1, x = 0,

y = 0, x′′ = 0, y′′ = 0. Then, we consider a modified non-singular BVP of above SBVP

over [an, bn], and show the solution existence for modified non–singular boundary value

problem by defining a map which has a fixed point property. Moreover, we discuss that

the positive solution of modified non–singular BVP converges to the positive solution of

SBVP.
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Chapter 2

Existence Results for

Fourth–order Singular System

2.1 Introduction

The singular boundary value problems to differential equations have been studied widely

in recent years [1–8, 12, 17, 22, 25, 26]. In this chapter we discuss some new results about

the existence of positive solution for the system of fourth–order boundary value problem

(BVP):

x(4)(t) = f(t, x(t), y(t),−x′′(t)), t ∈ (0, 1),

y(4)(t) = g(t, x(t), y(t),−y′′(t)), t ∈ (0, 1),

x(0) = y(0) = x′′(0) = y′′(0) = 0,

x(1) = y(1) = x′′(1) = y′′(1) = 0,

(2.1.1)

where f, g : (0, 1) × (0,∞)3 → [0,∞) are continuous and singular at t = 0, t = 1, x = 0,

y = 0, x′′ = 0, y′′ = 0.

In paper [24], the author has investigated the existence of positive solutions of a class

of fourth order singular sublinear BVP

x(4)(t) = f(t, x(t),−x′′(t)), t ∈ (0, 1),

x(0) = ax′′(0)− bx′′′(0) = 0,

x(1) = c x′′(1) + dx′′′(1) = 0,

(2.1.2)

where a, b, c, d ≥ 0, a + b, c + d > 0, ac + ad + bc > 0 and f : (0, 1)×R \ {0}×R \ {0} → R
is continuous with f(t, t(1− t), 1) 6= 0 for t ∈ (0, 1). Also, there exist constants λ1, µ1, λ2,

µ2 such that −∞ < λi ≤ 0 ≤ µi (i = 1, 2), µ2 < 1 such that µ1 + µ2 < 1, and

cµ1f(t, x, y) ≤ f(t, cx, y) ≤ cλ1f(t, x, y) for (t, x, y) ∈ (0, 1)× (0,∞)2,

cµ2f(t, x, y) ≤ f(t, x, cy) ≤ cλ2f(t, x, y) for (t, x, y) ∈ (0, 1)× (0,∞)2,
(2.1.3)
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for 0 < c ≤ 1. The function f is singular at t = 0, t = 1, x = 0 and y = 0.

In [25], authors have considered BVPs of singular nonlinear system of fourth-order and

second-order ordinary differential equations of the form

x(4)(t) = f(t, y), t ∈ (0, 1),

−y′′(t) = g(t, x), t ∈ (0, 1),

x(0) = x′′(0) = y(0) = 0,

x(1) = x′′(1) = y(1) = 0,

(2.1.4)

where f, g ∈ C((0, 1)× [0,∞), [0,∞)), f and g are singular at t = 0 and t = 1. Moreover,

f(t, 0) ≡ 0 and g(t, 0) ≡ 0. They proved the existence of positive solution of above BVP

(2.1.4) under certain conditions on nonlinear functions f and g.

Furthermore, B. Yan et al. [26] described the existence of multiple positive solutions

for the singular second order BVP

x′′(t) + Φ(t)f(t, x, x′) = 0 t ∈ (0, 1)

αx(0)− βx′(0) = 0, x′(1) = 0,

where α, β > 0 and f is singular at x = 0 and x′ = 0. Also in [27], authors have studied

the existence of multiple solutions of the above BVP with α = 1 and β = 0 by using the

fixed point index in a cone of an ordered Banach space.

The main feature of this chapter is that we proved existence of at least one positive

solution of (2.1.1) by using only lower and upper solutions in an ordered Banach space

C2[0, 1]. For this work we use Schauder’s fixed point theorem by defining a completely

continuous map. An example is also worked out to show the applicability of our results.

2.2 Preliminaries

We need following terminologies and lemmas in the subsequent discussion.

Definition 2.2.1. By singularity of a function h(t, x, y, z) we mean that h is allowed to

be unbounded at t = 0, t = 1, x = 0, y = 0 and z = 0.

Definition 2.2.2. (α1, α2) ∈ (C2[0, 1] ∩ C4(0, 1)) × (C2[0, 1] ∩ C4(0, 1)) is called a lower

solution of (2.1.1), if it satisfies

α
(4)
1 (t) ≤ f(t, α1(t), α2(t),−α′′1(t)), t ∈ (0, 1),

α
(4)
2 (t) ≤ g(t, α1(t), α2(t),−α′′2(t)), t ∈ (0, 1),

α1(0) ≤ 0, α1(1) ≤ 0, −α′′1(0) ≤ 0, −α′′1(1) ≤ 0,

α2(0) ≤ 0, α2(1) ≤ 0, −α′′2(0) ≤ 0, −α′′2(1) ≤ 0.

(2.2.1)
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Definition 2.2.3. (β1, β2) ∈ (C2[0, 1]∩C4(0, 1))× (C2[0, 1]∩C4(0, 1)) is called an upper

solution of (2.1.1), if it satisfies

β
(4)
1 (t) ≥ f(t, β1(t), β2(t),−β′′1 (t)), t ∈ (0, 1),

β
(4)
2 (t) ≥ g(t, β1(t), β2(t),−β′′2 (t)), t ∈ (0, 1),

β1(0) ≥ 0, β1(1) ≥ 0, −β′′1 (0) ≥ 0, −β′′1 (1) ≥ 0,

β2(0) ≥ 0, β2(1) ≥ 0, −β′′2 (0) ≥ 0, −β′′2 (1) ≥ 0.

(2.2.2)

We choose sequences of real numbers {an}∞n=1 and {bn}∞n=1 with 0 < · · · < an+1 < an <

· · · < a1 < 1
2 < b1 < · · · < bn < bn+1 < · · · < 1 such that an → 0 and bn → 1 as n → ∞.

Further, we choose sequences of real constants {ξ(n)
ij }∞n=1 and {η(n)

ij }∞n=1 (i, j = 1, 2) with

ξ
(n)
ij → 0 and η

(n)
ij → 0 as n →∞, such that

α1(an) ≤ ξ
(n)
11 ≤ β1(an), α2(an) ≤ ξ

(n)
21 ≤ β2(an),

α1(bn) ≤ ξ
(n)
12 ≤ β1(bn), α2(bn) ≤ ξ

(n)
22 ≤ β2(bn),

−α′′1(an) ≤ η
(n)
11 ≤ −β′′1 (an), −α′′2(an) ≤ η

(n)
21 ≤ −β′′2 (an),

−α′′1(bn) ≤ η
(n)
12 ≤ −β′′1 (bn), −α′′2(bn) ≤ η

(n)
22 ≤ −β′′2 (bn).

For x ∈ C2[an, bn], we write ‖x‖ = max{|x(t)| : t ∈ [an, bn]} and ‖x‖1 = max{|x′′(t)| : t ∈
[an, bn]}. Further, for (x, y) ∈ C2[an, bn] × C2[an, bn] we write ‖(x, y)‖2 = ‖x‖1 + ‖y‖1.

Clearly, (C2[an, bn] × C2[an, bn], ‖ · ‖2) is a Banach space. We define partial order ¹ in

C2[an, bn] by x ¹ y if and only if x(t) ≤ y(t) and −x′′(t) ≤ −y′′(t) for t ∈ [an, bn].

Lemma 2.2.4. Suppose that 0 ≤ an < bn, if x ∈ C2[an, bn] ∩ C4(an, bn), x(an) ≥ 0,

x(bn) ≥ 0, x′′(an) ≤ 0, x′′(bn) ≤ 0, such that x(4)(t) ≥ 0 for t ∈ (an, bn), then

x(t) ≥ 0, x′′(t) ≤ 0, t ∈ [an, bn].

Proof. Let

x(4)(t) = σ(t), t ∈ (an, bn), (2.2.3)

x(an) = ξ
(n)
11 , x(bn) = ξ

(n)
12 , x′′(an) = η

(n)
11 , x′′(bn) = η

(n)
12 , (2.2.4)

then

ξ
(n)
11 ≥ 0, ξ

(n)
12 ≥ 0, η

(n)
11 ≤ 0, η

(n)
12 ≤ 0, σ(t) ≥ 0, t ∈ (an, bn). (2.2.5)

Suppose that

y(t) = x(t)−
(

t− an

bn − an
ξ
(n)
12 +

bn − t

bn − an
ξ
(n)
11 +

∫ bn

an

Hn(t, τ)(−R(τ))dτ

)
, t ∈ [an, bn],

(2.2.6)

18



where

Hn(t, s) =
1

bn − an





(bn − t)(s− an), an ≤ s ≤ t ≤ bn,

(bn − s)(t− an), an ≤ t ≤ s ≤ bn,
(2.2.7)

R(t) =
1

bn − an
[(bn − t)η(n)

11 + (t− an)η(n)
12 ], (2.2.8)

bn − an > 0. (2.2.9)

Then y(t) ∈ C2[an, bn] ∩ C4(an, bn), and differentiate (2.2.6) with respect to t,

y′(t) = x′(t)−
(

1
bn − an

ξ
(n)
12 +

−1
bn − an

ξ
(n)
11 +

∫ bn

an

∂Hn(t, τ)
∂t

(−R(τ))dτ

)
,

= x′(t)−
(

ξ
(n)
12 − ξ

(n)
11

bn − an
−

∫ t

an

−(τ − an)
bn − an

(R(τ))dτ −
∫ bn

t

(bn − τ)
bn − an

(R(τ))dτ

)

= x′(t)− ξ
(n)
12 − ξ11(n)

bn − an
−

∫ t

an

(τ − an)
bn − an

(R(τ))dτ +
∫ bn

t

(bn − τ)
bn − an

(R(τ))dτ.

(2.2.10)

Again differentiate (2.2.10), we have

y′′(t) = x′′(t)− 0− (τ − an)
bn − an

(R(τ))|tan
+

(bn − τ)
bn − an

(R(τ))|bn
t ,

= x′′(t)− t− an

bn − an
R(t)− bn − t

bn − an
R(t),

or

y′′(t) = x′′(t)−R(t). (2.2.11)

Differentiating (2.2.11) once again, we have

y(3)(t) = x(3)(t)− 1
bn − an

[
−η

(n)
11 + η

(n)
12

]
.

One more differentiation yields

y(4)(t) = x(4)(t).

Now the boundary conditions become

y(t) = x(t)− t− an

bn − an
ξ
(n)
12 − bn − t

bn − an
ξ
(n)
11 +

∫ t

an

(bn − t)(τ − an)
bn − an

R(τ)dτ

+
∫ bn

t

(bn − τ)(t− an)
bn − an

R(τ)dτ,

y(an) = x(an)− 0− ξ
(n)
11 +

∫ an

an

(bn − an)(τ − an)
bn − an

R(τ)dτ + 0,

y(an) = ξ
(n)
11 − ξ

(n)
11 = 0.

Similarly

y(bn) = ξ
(n)
12 − ξ

(n)
12 = 0. (2.2.12)
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For other two boundary conditions, consider (2.2.11)

y′′(an) = x′′(an)−R(an),

y′′(an) = η
(n)
11 − 1

bn − an

[
(bn − an)η(n)

11 + (an − an)η(n)
12

]
,

y′′(an) = η
(n)
11 − η

(n)
11 = 0.

Similarly

y′′(bn) = η
(n)
12 − η

(n)
12 = 0.

Finally, we get

y(4)(t) = σ(t), t ∈ (an, bn), (2.2.13)

while the boundary conditions take the form

y(an) = y(bn) = 0, y′′(an) = y′′(bn) = 0. (2.2.14)

Integrate twice (2.2.13) and then using (2.2.14), we have

−y′′(t) =
∫ bn

an

Hn(t, s)σ(s)ds, (2.2.15)

where Hn(t, s) is defined in (2.2.7). By twice integration of (2.2.15) and employing (2.2.14),

we get

y(t) =
∫ bn

an

Hn(t, τ)
∫ bn

an

Hn(τ, s)σ(s)dsdτ, t ∈ [an, bn],

that is

x(t) =
(

t− an

bn − an
ξ
(n)
12 +

bn − t

bn − an
ξ
(n)
11 +

∫ bn

an

Hn(t, τ)(−R(τ))dτ

)

+
∫ bn

an

Hn(t, τ)
∫ bn

an

Hn(τ, s)σ(s)dsdτ, t ∈ [an, bn].
(2.2.16)

From (2.2.6), (2.2.8) and (2.2.15),we have

x′′(t) =
1

bn − an
[(bn − t)η(n)

11 + (t− an)η(n)
12 ]−

∫ bn

an

Hn(t, s)σ(s)ds, t ∈ [an, bn]. (2.2.17)

Note that (2.2.5) and −R(t) ≥ 0, t ∈ [an, bn], Hn(t, s) ≥ 0, (t, s) ∈ [an, bn] × [an, bn],

and by (2.2.16) and (2.2.17), we have x(t) ≥ 0, x′′(t) ≤ 0, t ∈ [an, bn].

Lemma 2.2.5. For a, b ∈ R and x ∈ C2[a, b], we write ‖x‖1 = maxt∈[a,b] |x′′(t)|. Then

norm space (C2[a, b], ‖ · ‖1) is a Banach space.

Proof. Let {xm} be a cauchy sequence in C2[a, b], then for every ε > 0, there exists a

positive integer n0 such that

‖xm − xn‖1 < ε for all m,n ≥ n0
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which implies that

‖xm − xn‖1 = max
t∈[a,b]

|x′′m(t)− x′′n(t)| < ε for all m,n ≥ n0. (2.2.18)

Thus for any fixed t = t0 ∈ [a, b], we have

|x′′m(t0)− x′′n(t0)| < ε for all m, n ≥ n0,

which shows that {x′′m(t0)} is a cauchy sequence of real numbers. Since R is complete, so

there exist x′′(t0) ∈ R such that x′′m(t0) → x′′(t0) as m →∞. In such way we can associate

with each t ∈ [a, b] a unique real number x′′(t) which defines pointwise a function x′′ on

[a, b]. Now we have to show that x′′ ∈ C[a, b] and x′′m → x′′, from (2.2.18) with n → ∞,

we have

max
t∈[a,b]

|x′′m(t)− x′′(t)| < ε for all m ≥ n0.

Hence for every t ∈ [a, b]

|x′′m(t)− x′′(t)| < ε for all m ≥ n0.

This implies that x′′m(t) → x′′(t) uniformly on [a, b]. Since x′′m(t) is continuous on [a, b]

and converges uniformly, so the limit function x′′ is continuous on [a, b] as “if a sequence

{xm} of continuous function on [a, b] converges on [a, b] and also convergence is uniform,

then limit function x is continuous on [a, b].” Hence space C2[a, b] is complete.

Lemma 2.2.6. For a, b ∈ R with a < b and v ∈ C[a, b]. The boundary value problem

u′′(t) = v(t), t ∈ [a, b],

u(a) = ua, u(b) = ub

(2.2.19)

has integral representation

u(t) =
b− t

b− a
ua +

t− a

b− a
ub −

∫ b

a
H(t, s)v(s)ds, (2.2.20)

where

H(t, s) =
1

b− a





(b− t)(s− a), a ≤ s ≤ t ≤ b,

(b− s)(t− a), a ≤ t ≤ s ≤ b.
(2.2.21)

Proof. Integrating (2.2.19) from a to t, we obtain

u′(t) = C1 +
∫ t

a
v(s)ds. (2.2.22)

Again integrating (2.2.22) from a to t, we get

u(t) = C2 + (t− a)C1 +
∫ t

a

∫ s

a
v(τ)dτds,
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where C1 and C2 are constants and can be determined by imposing boundary conditions

(2.2.19), which can be written as

u(t) = C2 + (t− a)C1 +
∫ t

a
(t− s)v(s)ds. (2.2.23)

Now after imposing boundary conditions (2.2.19)

C1 =
ub − ua

b− a
− 1

b− a

∫ b

a
(b− s)v(s)ds,

C2 = ua.

(2.2.24)

Using the values of C1 and C2 in (2.2.23), we have

u(t) =
b− t

b− a
ua +

t− a

b− a
ub − t− a

b− a

∫ b

a
(b− s)v(s)ds +

∫ t

a
(t− s)v(s)ds,

=
b− t

b− a
ua +

t− a

b− a
ub − 1

b− a

∫ b

t
(t− a)(b− s)v(s)ds− 1

b− a

∫ t

a
(b− t)(s− a)v(s)ds,

which is equivalent to (2.2.20).

Lemma 2.2.7. The Green’s function (2.2.21) satisfies

H(t, s) ≤ 1
b− a

(s− a)(b− s), t, s ∈ [a, b]. (2.2.25)

Proof. Case i: For s ≤ t, using (2.2.21)

H(t, s) =
1

b− a
(b− t)(s− a),

which implies that

H(t, s) ≤ 1
b− a

(b− s)(s− a). (2.2.26)

Case ii: Now for t ≤ s, in view of (2.2.21), we have

H(t, s) =
1

b− a
(b− s)(t− a),

which again implies that

H(t, s) ≤ 1
b− a

(b− s)(s− a). (2.2.27)

2.3 Solution existence for modified non-singular boundary

value problem

For each n ∈ {1, 2, 3, · · · } consider the modified non-singular boundary value problem

x(4)(t) = f∗(t, x(t), y(t),−x′′(t)), t ∈ [an, bn],

y(4)(t) = g∗(t, x(t), y(t),−y′′(t)), t ∈ [an, bn],

x(an) = ξ
(n)
11 , y(an) = ξ

(n)
21 ,−x′′(an) = η

(n)
11 ,−y′′(an) = η

(n)
21 ,

x(bn) = ξ
(n)
12 , y(bn) = ξ

(n)
22 ,−x′′(bn) = η

(n)
12 ,−y′′(bn) = η

(n)
22 ,

(2.3.1)
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where the modified functions f∗ and g∗ are defined as follows:

f∗(t, x(t), y(t),−x′′(t)) =





f(t, α1(t), α2(t),−α′′1(t)), if (α1, α2) � (x, y),

f(t, x(t), y(t),−x′′(t)), if (α1, α2) ¹ (x, y) ¹ (β1, β2),

f(t, β1(t), β2(t),−β′′1 (t)), if (x, y) � (β1, β2),
(2.3.2)

g∗(t, x(t), y(t),−y′′(t)) =





g(t, α1(t), α2(t),−α′′2(t)), if (α1, α2) � (x, y),

g(t, x(t), y(t),−y′′(t)), if (α1, α2) ¹ (x, y) ¹ (β1, β2),

g(t, β1(t), β2(t),−β′′2 (t)), if (x, y) � (β1, β2).
(2.3.3)

Employing Lemma 2.2.6, the boundary value problem (2.3.1) becomes

x′′(t) =
bn − t

bn − an
η

(n)
11 +

t− an

bn − an
η

(n)
12 −

∫ bn

an

Hn(t, s)f∗(s, x(s), y(s),−x′′(s))ds, t ∈ [an, bn],

y′′(t) =
bn − t

bn − an
η

(n)
21 +

t− an

bn − an
η

(n)
22 −

∫ bn

an

Hn(t, s)g∗(s, x(s), y(s),−y′′(s))ds, t ∈ [an, bn],

x(an) = ξ
(n)
11 , y(an) = ξ

(n)
21 , x(bn) = ξ

(n)
12 , y(bn) = ξ

(n)
22 ,

(2.3.4)

where

Hn(t, s) =
1

bn − an





(bn − t)(s− an), s ≤ t,

(bn − s)(t− an), t ≤ s.
(2.3.5)

Again employing Lemma 2.2.6, the integro-differential boundary value problem (2.3.4)

becomes

x(t) =
bn − t

bn − an
ξ
(n)
11 +

t− an

bn − an
ξ
(n)
12 −

∫ bn

an

Hn(t, s)
(

bn − s

bn − an
η

(n)
11 +

s− an

bn − an
η

(n)
12

)
ds

+
∫ bn

an

Hn(t, s)
∫ bn

an

Hn(s, τ)f∗(τ, x(τ), y(τ),−x′′(τ))dτds, t ∈ [an, bn],

y(t) =
bn − t

bn − an
ξ
(n)
21 +

t− an

bn − an
ξ
(n)
22 −

∫ bn

an

Hn(t, s)
(

bn − s

bn − an
η

(n)
21 +

s− an

bn − an
η

(n)
22

)
ds

+
∫ bn

an

Hn(t, s)
∫ bn

an

Hn(s, τ)g∗(τ, x(τ), y(τ),−y′′(τ))dτds, t ∈ [an, bn].

(2.3.6)

Define map Tn : C2[an, bn]× C2[an, bn] → C2[an, bn]× C2[an, bn] by

Tn = (An, Bn), (2.3.7)
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where the maps An, Bn : C2[an, bn]× C2[an, bn] → C2[an, bn] are defined as

An(x, y)(t) =
bn − t

bn − an
ξ
(n)
11 +

t− an

bn − an
ξ
(n)
12 −

∫ bn

an

Hn(t, s)
(

bn − s

bn − an
η

(n)
11 +

s− an

bn − an
η

(n)
12

)
ds

+
∫ bn

an

Hn(t, s)
∫ bn

an

Hn(s, τ)f∗(τ, x(τ), y(τ),−x′′(τ))dτds, t ∈ [an, bn],

Bn(x, y)(t) =
bn − t

bn − an
ξ
(n)
21 +

t− an

bn − an
ξ
(n)
22 −

∫ bn

an

Hn(t, s)
(

bn − s

bn − an
η

(n)
21 +

s− an

bn − an
η

(n)
22

)
ds

+
∫ bn

an

Hn(t, s)
∫ bn

an

Hn(s, τ)g∗(τ, x(τ), y(τ),−y′′(τ))dτds, t ∈ [an, bn].

(2.3.8)

Clearly if (xn, yn) is a fixed point of Tn then (xn, yn) is a solution of (2.3.1).

Lemma 2.3.1. Assume that 0 < αi(t) ≤ βi(t) and 0 < −α′′i (t) ≤ −β′′i (t) for t ∈ (0, 1),

i = 1, 2. Further, αi(0) = αi(1) = α′′i (0) = α′′i (1) = 0, i = 1, 2. Then the map Tn defined

by (2.3.7) is completely continuous.

Proof. First we show that Tn(C2[an, bn]×C2[an, bn]) is uniformly bounded. Differentiating

(2.3.8) twice with respect to t, we have

An(x, y)′′(t) =
bn − t

bn − an
η

(n)
11 +

t− an

bn − an
η

(n)
12 −

∫ bn

an

Hn(t, s)f∗(s, x(s), y(s),−x′′(s))ds, (2.3.9)

which implies

|An(x, y)′′(t)| ≤ |η(n)
11 |+ |η(n)

12 |+
∫ bn

an

Hn(t, s)f∗(s, x(s), y(s),−x′′(s))ds, t ∈ [an, bn],

which in view of Lemma (2.2.7) becomes

|An(x, y)′′(t)| ≤ |η(n)
11 |+ |η(n)

12 |+
1

bn − an

∫ bn

an

(s− an)(bn − s)f∗(s, x(s), y(s),−x′′(s))ds,

which can be written as

‖An(x, y)‖1 ≤ |η(n)
11 |+ |η(n)

12 |+
1

bn − an

∫ bn

an

(s− an)(bn − s)f∗(s, x(s), y(s),−x′′(s))ds.

(2.3.10)

Similarly, we can show that

‖Bn(x, y)‖1 ≤ |η(n)
21 |+ |η(n)

22 |+
1

bn − an

∫ bn

an

(s− an)(bn − s)g∗(s, x(s), y(s),−y′′(s))ds.

(2.3.11)

From (2.3.10) and (2.3.11), it follows that Tn(C2[an, bn]×C2[an, bn]) is uniformly bounded.

Now we show that the map Tn is equicontinuous. Differentiating (2.3.9) with respect

to t, we obtain

An(x, y)
′′′

(t) =
η

(n)
12 − η

(n)
11

bn − an
−

∫ bn

an

∂

∂t
Hn(t, s)f∗(s, x(s), y(s),−x

′′
(s))ds.
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But

∂

∂t
Hn(t, s) =

1
bn − an




−(s− an), s ≤ t,

(bn − s), t ≤ s.

So

An(x, y)′′′(t) =
η

(n)
12 − η

(n)
11

bn − an
+

1
bn − an

∫ t

an

(s− an)f∗(s, x(s), y(s),−x′′(s))ds

− 1
bn − an

∫ bn

t
(bn − s)f∗(s, x(s), y(s),−x′′(s))ds, t ∈ [an, bn],

which implies that

|An(x, y)′′′(t)| =
∣∣∣∣∣
η

(n)
12 − η

(n)
11

bn − an
+

1
bn − an

∫ t

an

(s− an)f∗(s, x(s), y(s),−x′′(s))ds

− 1
bn − an

∫ bn

t
(bn − s)f∗(s, x(s), y(s),−x′′(s))ds

∣∣∣∣ ,

≤ |η(n)
12 − η

(n)
11 |

bn − an
+

1
bn − an

∫ t

an

(s− an)f∗(s, x(s), y(s),−x′′(s))ds

+
1

bn − an

∫ bn

t
(bn − s)f∗(s, x(s), y(s),−x′′(s))ds,

≤ |η(n)
12 − η

(n)
11 |

bn − an
+

1
bn − an

∫ bn

an

(s− an)f∗(s, x(s), y(s),−x′′(s))ds

+
1

bn − an

∫ bn

an

(bn − s)f∗(s, x(s), y(s),−x′′(s))ds,

=
|η(n)

12 − η
(n)
11 |

bn − an
+

1
bn − an

∫ bn

an

(bn − an)f∗(s, x(s), y(s),−x′′(s))ds.

Thus

|An(x, y)′′′(t)| ≤ |η(n)
12 − η

(n)
11 |

bn − an
+

∫ bn

an

f∗(s, x(s), y(s),−x′′(s))ds,

which shows that

‖An(x, y)′‖1 ≤ |η(n)
12 − η

(n)
11 |

bn − an
+

∫ bn

an

f∗(s, x(s), y(s),−x′′(s))ds. (2.3.12)

Similarly, we can show that

‖Bn(x, y)′‖1 ≤ |η(n)
22 − η

(n)
21 |

bn − an
+

∫ bn

an

g∗(s, x(s), y(s),−y′′(s))ds. (2.3.13)
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Consequently, from (2.3.12) and (2.3.13), Tn(C2[an, bn]× C2[an, bn]) is equicontinuous.

Next we show that Tn is continuous. Let (xm, ym), (x, y) ∈ C2[an, bn]×C2[an, bn] such

that ‖(xm, ym)− (x, y)‖ → 0 as m →∞. In view of (2.3.8), we have

|An(xm, ym)(t)−An(x, y)(t)| =
∣∣∣∣
∫ bn

an

Hn(t, s)
∫ bn

an

Hn(s, τ)f∗(τ, xm(τ), ym(τ),−x′′m(τ))dτds

−
∫ bn

an

Hn(t, s)
∫ bn

an

Hn(s, τ)f∗(τ, x(τ), y(τ),−x′′(τ))dτds

∣∣∣∣ , t ∈ [an, bn],

which implies that

|An(xm, ym)(t)−An(x, y)(t)| =
∫ bn

an

Hn(t, s)
∫ bn

an

Hn(s, τ)|f∗(τ, xm(τ), ym(τ),−x′′m(τ))

− f∗(τ, x(τ), y(τ),−x′′(τ))|dτds, t ∈ [an, bn].

Now using Lemma 2.2.7, we get

|An(xm, ym)(t)−An(x, y)(t)| ≤ 1
(bn − an)2

∫ bn

an

(s− an)(bn − s)ds

∫ bn

an

(τ − an)(bn − τ)

|f∗(τ, xm(τ), ym(τ),−x′′m(τ))− f∗(τ, x(τ), y(τ),−x′′(τ))|dτ, t ∈ [an, bn].

This yields ‖An(xm, ym) − An(x, y)‖ → 0 as m → ∞. Similarly, we can show that

‖Bn(xm, ym)−Bn(x, y)‖ → 0 as m →∞. Consequently Tn is continuous, which together

with the compactness of Tn, implies that Tn is completely continuous.

2.4 Existence of at least one positive solution

Theorem 2.4.1. Assume that (2.1.1) has a lower solution (α1, α2) and an upper solution

(β1, β2) such that 0 < αi(t) ≤ βi(t) and 0 < −α′′i (t) ≤ −β′′i (t) for t ∈ (0, 1), i = 1, 2.

Further, αi(0) = αi(1) = α′′i (0) = α′′i (1) = 0, i = 1, 2. Then the boundary value problem

(2.1.1) has a positive solution (u, v) ∈ (C2[0, 1]∩C4(0, 1))× (C2[0, 1]∩C4(0, 1)) such that

(α1, α2) ¹ (u, v) ¹ (β1, β2).

Proof. Since Tn is completely continuous and f∗, g∗ are bounded on [an, bn] × R3, by

Schauder’s fixed point theorem 1.1.14, Tn has a fixed point (xn, yn) ∈ C4[an, bn]×C4[an, bn].

We claim that (α1, α2) ¹ (xn, yn) ¹ (β1, β2), that is

α1(t) ≤ xn(t) ≤ β1(t), t ∈ [an, bn],

α2(t) ≤ yn(t) ≤ β2(t), t ∈ [an, bn],

−α
′′
1(t) ≤ −x

′′
n(t) ≤ −β

′′
1 (t), t ∈ [an, bn],

−α
′′
2(t) ≤ −y

′′
n(t) ≤ −β

′′
2 (t), t ∈ [an, bn].

(2.4.1)

26



Suppose (xn, yn) � (β1, β2). By the definition of f∗ and g∗, we have

f∗(t, xn(t), yn(t),−x
′′
n(t)) = f(t, β1(t), β2(t),−β

′′
1 (t)), t ∈ [an, bn],

g∗(t, xn(t), yn(t),−y
′′
n(t)) = g(t, β1(t), β2(t),−β

′′
2 (t)), t ∈ [an, bn].

Therefore

x(4)
n (t) = f(t, β1(t), β2(t),−β

′′
1 (t)), t ∈ [an, bn],

y(4)
n (t) = g(t, β1(t), β2(t),−β

′′
2 (t)), t ∈ [an, bn].

On the other hand, since (β1, β2) is an upper solution of (2.1.1), we also have

β
(4)
1 (t) ≥ f(t, β1(t), β2(t),−β

′′
1 (t)), t ∈ [an, bn],

β
(4)
2 (t) ≥ g(t, β1(t), β2(t),−β

′′
2 (t)), t ∈ [an, bn],

β1(an) ≥ ξ
(n)
11 , β2(an) ≥ ξ

(n)
21 ,−β′′1 (an) ≥ η

(n)
11 ,−β′′2 (an) ≥ η

(n)
21 ,

β1(bn) ≥ η
(n)
12 , β2(bn) ≥ ξ

(n)
22 ,−β′′1 (bn) ≥ η

(n)
12 ,−β′′2 (bn) ≥ η

(n)
22 .

Let

p1(t) = β1(t)− xn(t), t ∈ [an, bn],

p2(t) = β2(t)− yn(t), t ∈ [an, bn].

Now consider

p
(4)
1 (t) = β

(4)
1 (t)− x(4)

n (t) ≥ 0, t ∈ (an, bn),

p
(4)
2 (t) = β

(4)
2 (t)− y(4)

n (t) ≥ 0, t ∈ (an, bn).

Also

p1(an) = β1(an)− xn(an) ≥ ξ
(n)
11 − ξ

(n)
11 = 0,

p2(an) = β2(an)− yn(an) ≥ ξ
(n)
21 − ξ

(n)
21 = 0,

p1(bn) = β1(bn)− xn(bn) ≥ ξ
(n)
12 − ξ

(n)
12 = 0,

p2(bn) = β2(an)− yn(bn) ≥ ξ
(n)
22 − ξ

(n)
22 = 0.

Moreover

−p
′′
1(an) = −β

′′
1 (an) + x

′′
n(an) ≥ η

(n)
11 − η

(n)
11 = 0,

−p
′′
2(an) = −β

′′
2 (an) + y

′′
n(an) ≥ η

(n)
21 − η

(n)
21 = 0,

−p
′′
1(bn) = −β

′′
1 (bn) + x

′′
n(bn) ≥ η

(n)
12 − η

(n)
12 = 0,

−p
′′
2(bn) = −β

′′
2 (bn) + y

′′
n(bn) ≥ η

(n)
22 − η

(n)
22 = 0.

By Lemma 2.2.4, we conclude that

pi(t) ≥ 0, −p′′i (t) ≥ 0, t ∈ [an, bn], i = 1, 2,
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which is a contradiction to our assumption that (xn, yn) � (β1, β2). Therefore, (xn, yn) ¹
(β1, β2).

Similarly we will show that (α1, α2) ¹ (xn, yn). For this again suppose on contrary

that (α1, α2) � (xn, yn). By definition of f∗ and g∗, we have

f∗(t, xn(t), yn(t),−x
′′
n(t)) = f(t, α1(t), α2(t),−α

′′
1(t)), t ∈ [an, bn],

g∗(t, xn(t), yn(t),−y
′′
n(t)) = g(t, α1(t), α2(t),−α

′′
2(t)), t ∈ [an, bn],

therefore

x(4)
n (t) = f(t, α1(t), α2(t),−α

′′
1(t)), t ∈ [an, bn],

y(4)
n (t) = g(t, α1(t), α2(t),−α

′′
2(t)), t ∈ [an, bn].

Since (α1, α2) is a lower solution of (2.1.1), so

α
(4)
1 (t) ≤ f(t, α1(t), α2(t),−α

′′
1(t)), t ∈ [an, bn],

α
(4)
2 (t) ≤ g(t, α1(t), α2(t),−α

′′
2(t)), t ∈ [an, bn],

α1(an) ≤ ξ
(n)
11 , α2(an) ≤ ξ

(n)
21 ,−α′′1(an) ≤ η

(n)
11 ,−α′′2(an) ≤ η

(n)
21 ,

α1(bn) ≤ ξ
(n)
12 , α2(bn) ≤ ξ

(n)
22 ,−α′′1(bn) ≤ η

(n)
12 ,−α′′2(bn) ≤ η

(n)
22 .

Let

q1(t) = xn(t)− α1(t), t ∈ [an, bn],

q2(t) = yn(t)− α2(t), t ∈ [an, bn],

then

q
(4)
1 (t) = x(4)

n (t)− α
(4)
1 (t) ≥ 0, t ∈ (an, bn),

q
(4)
2 (t) = y(4)

n (t)− α
(4)
2 (t) ≥ 0, t ∈ (an, bn).

Also

q1(an) = xn(an)− α1(an) ≥ ξ
(n)
11 − ξ

(n)
11 = 0,

q2(an) = yn(an)− α2(an) ≥ ξ
(n)
21 − ξ

(n)
21 = 0,

q1(bn) = xn(bn)− α1(bn) ≥ ξ
(n)
12 − ξ

(n)
12 = 0,

q2(bn) = yn(bn)− α2(an) ≥ ξ
(n)
22 − ξ

(n)
22 = 0.

Further

−q
′′
1 (an) = −x

′′
n(an) + α

′′
1(an) ≥ η

(n)
11 − η

(n)
11 = 0,

−q
′′
2 (an) = −y

′′
n(an) + α

′′
2(an) ≥ η

(n)
21 − η

(n)
21 = 0,

−q
′′
1 (bn) = −x

′′
n(bn) + α

′′
1(bn) ≥ η

(n)
12 − η

(n)
12 = 0,

−q
′′
2 (bn) = −y

′′
n(bn) + α

′′
2(bn) ≥ η

(n)
22 − η

(n)
22 = 0.
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Again by Lemma 2.2.4, we conclude that

qi(t) ≥ 0, −q′′i (t) ≥ 0, t ∈ [an, bn], i = 1, 2,

which is a contradiction to our assumption (α1, α2) � (xn, yn). Therefore, (α1, α2) ¹
(xn, yn). Hence, we have shown that (2.4.1) hold. Consequently, (xn, yn) ∈ C4[an, bn] ×
C4[an, bn] is a solution of the following boundary value problem

x(4)(t) = f(t, x(t), y(t),−x′′(t)), t ∈ [an, bn],

y(4)(t) = g(t, x(t), y(t),−y′′(t)), t ∈ [an, bn],

x(an) = ξ
(n)
11 , y(an) = ξ

(n)
21 ,−x′′(an) = η

(n)
11 ,−y′′(an) = η

(n)
21 ,

x(bn) = ξ
(n)
12 , y(bn) = ξ

(n)
22 ,−x′′(bn) = η

(n)
12 ,−y′′(bn) = η

(n)
22 .

(2.4.2)

Let

M = max
{

max
t∈[0,1]

β1(t), max
t∈[0,1]

β2(t), max
t∈[0,1]

−β′′1 (t), max
t∈[0,1]

−β′′2 (t)
}

,

γ
(n)
1 = min{α1(an), α1(bn)}, γ

(n)
2 = min{α2(an), α2(bn)},

δ
(n)
1 = min{−α′′1(an),−α′′1(bn)}, δ

(n)
2 = min{−α′′2(an),−α′′2(bn)}.

Then

γ
(n)
1 ≤ xn(t) ≤ M, γ

(n)
2 ≤ yn(t) ≤ M, t ∈ [an, bn],

δ
(n)
1 ≤ −x

′′
n(t) ≤ M, δ

(n)
2 ≤ −y

′′
n(t) ≤ M, t ∈ [an, bn].

(2.4.3)

In view of (2.4.3), the sequence {(xm, ym)}∞m=n satisfies

γ
(n)
1 ≤ xm(t) ≤ M, γ

(n)
2 ≤ ym(t) ≤ M, t ∈ [an, bn],

δ
(n)
1 ≤ −x

′′
m(t) ≤ M, δ

(n)
2 ≤ −y

′′
m(t) ≤ M, t ∈ [an, bn].

(2.4.4)

Moreover, the sequence {(xm, ym)}∞m=n satisfies the integral equations

xm(t) =
bn − t

bn − an
xm(an) +

t− an

bn − an
xm(bn)−

∫ bn

an

Hn(t, s)
(

bn − s

bn − an
x′′m(an) +

s− an

bn − an
x′′m(bn)

)
ds

+
∫ bn

an

Hn(t, s)
∫ bn

an

Hn(s, τ)f∗(τ, xm(τ), ym(τ),−x′′m(τ))dτds, t ∈ [an, bn],

ym(t) =
bn − t

bn − an
ym(an) +

t− an

bn − an
ym(bn)−

∫ bn

an

Hn(t, s)
(

bn − s

bn − an
y′′m(an) +

s− an

bn − an
y′′m(bn)

)
ds

+
∫ bn

an

Hn(t, s)
∫ bn

an

Hn(s, τ)g∗(τ, xm(τ), ym(τ),−y′′m(τ))dτds, t ∈ [an, bn].
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Differentiating three times with respect to t, we have

x′′′m(t) =
x′′m(bn)− x′′m(an)

bn − an
+

1
bn − an

∫ t

an

(s− an)f(s, xm(s), ym(s),−x′′m(s))ds

− 1
bn − an

∫ bn

t
(bn − s)f(s, xm(s), ym(s),−x′′m(s))ds, t ∈ [an, bn],

y′′′m(t) =
y′′m(bn)− y′′m(an)

bn − an
+

1
bn − an

∫ t

an

(s− an)g(s, xm(s), ym(s),−y′′m(s))ds

− 1
bn − an

∫ bn

t
(bn − s)g(s, xm(s), ym(s),−y′′m(s))ds, t ∈ [an, bn],

which implies that

|x′′′m(t)| ≤ |x′′m(bn)− x′′m(an)|
bn − an

+
1

bn − an

∫ t

an

(s− an)f(s, xm(s), ym(s),−x′′m(s))ds

+
1

bn − an

∫ bn

t
(bn − s)f(s, xm(s), ym(s),−x′′m(s))ds, t ∈ [an, bn],

|y′′′m(t)| ≤ |y′′m(bn)− y′′m(an)|
bn − an

+
1

bn − an

∫ t

an

(s− an)g(s, xm(s), ym(s),−y′′m(s))ds

+
1

bn − an

∫ bn

t
(bn − s)g(s, xm(s), ym(s),−y′′m(s))ds, t ∈ [an, bn].

Hence

|x′′′m(t)| ≤ |x′′m(bn)− x′′m(an)|
bn − an

+
∫ bn

an

f(s, xm(s), ym(s),−x′′m(s))ds, t ∈ [an, bn],

|y′′′m(t)| ≤ |y′′m(bn)− y′′m(an)|
bn − an

+
∫ bn

an

g(s, xm(s), ym(s),−y′′m(s))ds, t ∈ [an, bn].

Let

M1 = max
{

f(t, x, y, z) : (t, x, y, z) ∈ [an, bn]× [γ(n)
1 ,M ]× [γ(n)

2 ,M ]× [δ(n)
1 ,M ]

}
,

M2 = max
{

g(t, x, y, z) : (t, x, y, z) ∈ [an, bn]× [γ(n)
1 ,M ]× [γ(n)

2 ,M ]× [δ(n)
2 ,M ]

}
,

with this above inequalities become

|x′′′m(t)| ≤ |x′′m(bn)− x′′m(an)|
bn − an

+ (bn − an)M1, t ∈ [an, bn],

|y′′′m(t)| ≤ |y′′m(bn)− y′′m(an)|
bn − an

+ (bn − an)M2, t ∈ [an, bn],

and

‖x′m‖1 ≤ 2M

bn − an
+ (bn − an)M1,

‖y′m‖1 ≤ 2M

bn − an
+ (bn − an)M2,

(2.4.5)
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Thus in view of (2.4.4) and (2.4.5) the sequence {(xm, ym)}∞m=n is uniformly bounded and

equicontinuous on [an, bn]. Define constant extension {(um, vm)}∞m=n of {(xm, ym)}∞m=n by

um(t) =





xm(an), 0 ≤ t ≤ an,

xm(t), an ≤ t ≤ bn,

xm(bn), bn ≤ t ≤ 1,

vm(t) =





ym(an), 0 ≤ t ≤ an,

ym(t), an ≤ t ≤ bn,

ym(bn), bn ≤ t ≤ 1.

(2.4.6)

Clearly {(um, vm)}∞m=n, being constant extension of {(xm, ym)}∞m=n over the interval [0, 1],

is uniformly bounded and equicontinuous on [0, 1]. Thus, there exists a subsequence

{(umk
, vmk

)} of {(um, vm)} converging uniformly to (u, v) ∈ C2[0, 1] × C2[0, 1]. Further,

the sequence {(umk
, vmk

)} satisfies the integral equations

umk
(t) =

bn − t

bn − an
umk

(an) +
t− an

bn − an
umk

(bn)

−
∫ bn

an

Hn(t, s)
(

bn − s

bn − an
u′′mk

(an) +
s− an

bn − an
u′′mk

(bn)
)

ds

+
∫ bn

an

Hn(t, s)
∫ bn

an

Hn(s, τ)f(τ, umk
(τ), vmk

(τ),−u′′mk
(τ))dτds, t ∈ [an, bn],

vmk
(t) =

bn − t

bn − an
vmk

(an) +
t− an

bn − an
vmk

(bn)

−
∫ bn

an

Hn(t, s)
(

bn − s

bn − an
v′′mk

(an) +
s− an

bn − an
v′′mk

(bn)
)

ds

+
∫ bn

an

Hn(t, s)
∫ bn

an

Hn(s, τ)g(τ, umk
(τ), vmk

(τ),−v′′mk
(τ))dτds, t ∈ [an, bn].

Letting mk →∞, we have

u(t) =
bn − t

bn − an
u(an) +

t− an

bn − an
u(bn)−

∫ bn

an

Hn(t, s)
(

bn − s

bn − an
u′′(an) +

s− an

bn − an
u′′(bn)

)
ds

+
∫ bn

an

Hn(t, s)
∫ bn

an

Hn(s, τ)f(τ, u(τ), v(τ),−u′′(τ))dτds, t ∈ [an, bn],

v(t) =
bn − t

bn − an
v(an) +

t− an

bn − an
v(bn)−

∫ bn

an

Hn(t, s)
(

bn − s

bn − an
v′′(an) +

s− an

bn − an
v′′(bn)

)
ds

+
∫ bn

an

Hn(t, s)
∫ bn

an

Hn(s, τ)g(τ, u(τ), v(τ),−v′′(τ))dτds, t ∈ [an, bn].

Differentiating four times with respect to t, we have

u(4)(t) = f(t, u(t), v(t),−u′′(t)), t ∈ [an, bn],

v(4)(t) = g(t, u(t), v(t),−v′′(t)), t ∈ [an, bn].

Now taking limn→∞, we have

u(4)(t) = f(t, u(t), v(t),−u′′(t)), t ∈ (0, 1),

v(4)(t) = g(t, u(t), v(t),−v′′(t)), t ∈ (0, 1),
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which shows that (u, v) ∈ C4(0, 1) × C4(0, 1). Now, we show that (u, v) also satisfies the

boundary conditions. As

u(0) = lim
mk→∞

u(amk
) = lim

mk→∞
umk

(amk
) = lim

mk→∞
ξ
(mk)
11 = 0,

u(1) = lim
mk→∞

u(bmk
) = lim

mk→∞
umk

(bmk
) = lim

mk→∞
ξ
(mk)
12 = 0,

u′′(0) = lim
mk→∞

u′′(amk
) = lim

mk→∞
u′′mk

(amk
) = lim

mk→∞
−η

(mk)
11 = 0,

u′′(1) = lim
mk→∞

u′′(bmk
) = lim

mk→∞
u′′mk

(bmk
) = lim

mk→∞
−η

(mk)
12 = 0.

Similarly

v(0) = v(1) = v′′(0) = v′′(1) = 0.

Furthermore, the sequence {(umk
, vmk

)} satisfies

α1(t) ≤ umk
(t) ≤ β1(t), t ∈ [an, bn],

α2(t) ≤ vmk
(t) ≤ β2(t), t ∈ [an, bn],

−α
′′
1(t) ≤ −u

′′
mk

(t) ≤ −β
′′
1 (t), t ∈ [an, bn],

−α
′′
2(t) ≤ −v

′′
mk

(t) ≤ −β
′′
2 (t), t ∈ [an, bn].

(2.4.7)

Allowing mk →∞, we have

α1(t) ≤ u(t) ≤ β1(t), t ∈ [an, bn],

α2(t) ≤ v(t) ≤ β2(t), t ∈ [an, bn],

−α
′′
1(t) ≤ −u

′′
(t) ≤ −β

′′
1 (t), t ∈ [an, bn],

−α
′′
2(t) ≤ −v

′′
(t) ≤ −β

′′
2 (t), t ∈ [an, bn],

(2.4.8)

and finally limn→∞, gives

α1(t) ≤ u(t) ≤ β1(t), t ∈ [0, 1],

α2(t) ≤ v(t) ≤ β2(t), t ∈ [0, 1],

−α
′′
1(t) ≤ −u

′′
(t) ≤ −β

′′
1 (t), t ∈ [0, 1],

−α
′′
2(t) ≤ −v

′′
(t) ≤ −β

′′
2 (t), t ∈ [0, 1].

(2.4.9)

Hence, (u, v) ∈ (C2[0, 1] ∩ C4(0, 1)) × (C2[0, 1] ∩ C4(0, 1)) is a positive solution of the

system (2.1.1) and satisfies (α1, α2) ¹ (u, v) ¹ (β1, β2).

32



2.5 An Example: Application of Theorem 2.4.1

Example 2.5.1. Consider the following system of singular BVPs

x(4)(t) =
|6y + 3t2 − 3t− 6|

t(t3 − 2t2 + 1)

[
1

x(t)
+

1
y(t)

− 1
x′′(t)

]
,

y(4)(t) =
|6x + 3t2 − 3t− 6|

t(t3 − 2t2 + 1)

[
1

x(t)
+

1
y(t)

− 1
y′′(t)

]
,

x(0) = y(0) = x′′(0) = y′′(0) = 0,

x(1) = y(1) = x′′(1) = y′′(1) = 0.

(2.5.1)

We choose

α1(t) = α2(t) =
t

6
(t3 − 2t2 + 1),

β1(t) = β2(t) =
1
6
t4 − 1

3
t3 − 1

2
t2 +

2
3
t + 1.

Clearly

αi(0) = αi(1) = α′′i (0) = α′′i (1) = 0, i = 1, 2,

βi(0) = βi(1) = −β′′i (0) = −β′′i (1) = 1, i = 1, 2.

0.5 1
t

0.5

1.

uHtL

ΒiHtL i=1,2

ΑiHtL i=1,2

Figure 2.1:

Moreover, from Figure 2.1 it is clear that 0 < αi(t) ≤ βi(t), i = 1, 2.

0.5 1
t-axis

0.5

1.

uHtL

-Βi ''HtL i=1,2

-Αi ''HtL i=1,2

Figure 2.2:
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Also, from Figure 2.2 it is evident that 0 < −α′′i (t) ≤ −β′′i (t) for i = 1, 2.

Let

ω1(t) =
|6α2(t) + 3t2 − 3t− 6|

t(t3 − 2t2 + 1)

[
1

α1(t)
+

1
α2(t)

− 1
α′′1(t)

]
− α

(4)
1 (t),

ω2(t) =
|6α1(t) + 3t2 − 3t− 6|

t(t3 − 2t2 + 1)

[
1

α1(t)
+

1
α2(t)

− 1
α′′2(t)

]
− α

(4)
2 (t),

ψ1(t) = β
(4)
1 (t)− |6β2(t) + 3t2 − 3t− 6|

t(t3 − 2t2 + 1)

[
1

β1(t)
+

1
β2(t)

− 1
β′′1 (t)

]
,

ψ2(t) = β
(4)
2 (t)− |6β1(t) + 3t2 − 3t− 6|

t(t3 − 2t2 + 1)

[
1

β1(t)
+

1
β2(t)

− 1
β′′2 (t)

]
.

0.5 1
t

5000

10 000

15 000

20 000

ΩiHtL

ΩiHtL i=1,2

Figure 2.3:

0.5 1
t

1.

1.3

1.6

ΨiHtL

ΨiHtL i=1,2

Figure 2.4:

Figures 2.3 and 2.4, respectively, shows that ωi(t) ≥ 0 and ψi(t) ≥ 0 for i = 1, 2.

Which shows that, order pairs (α1, α2) and (β1, β2) are lower and upper solutions of

singular system (2.5.1). Hence by Theorem 2.4.1, the system (2.5.1) has a positive solution

(u, v) ∈ C2[0, 1] ∩ C4(0, 1) such that (α1, α2) ¹ (u, v) ¹ (β1, β2).
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Chapter 3

Conclusion

In this thesis, we have studied some results about the existence of positive solution for the

system of fourth order SBVP

x(4)(t) = f(t, x(t), y(t),−x′′(t)), t ∈ (0, 1),

y(4)(t) = g(t, x(t), y(t),−y′′(t)), t ∈ (0, 1),

x(0) = y(0) = x′′(0) = y′′(0) = 0,

x(1) = y(1) = x′′(1) = y′′(1) = 0,

where f, g : (0, 1) × (0,∞)3 → [0,∞) are continuous and singular at t = 0, t = 1, x = 0,

y = 0, x′′ = 0, y′′ = 0. For this, in Chapter 2, first of all we determine lower solution

(α1, α2) and upper solution (β1, β2) of BVP (2.1.1). Also, we describe some lemmas

relevant to our work. Then, we consider a modified non-singular BVP of SBVP (2.1.1)

over [an, bn], which is of form

x(4)(t) = f∗(t, x(t), y(t),−x′′(t)), t ∈ [an, bn],

y(4)(t) = g∗(t, x(t), y(t),−y′′(t)), t ∈ [an, bn],

x(an) = ξ
(n)
11 , y(an) = ξ

(n)
21 ,−x′′(an) = η

(n)
11 ,−y′′(an) = η

(n)
21 ,

x(bn) = ξ
(n)
12 , y(bn) = ξ

(n)
22 ,−x′′(bn) = η

(n)
12 ,−y′′(bn) = η

(n)
22 ,

where {an}∞n=1 and {bn}∞n=1 are the sequences of real numbers and {ξ(n)
ij }∞n=1 and {η(n)

ij }∞n=1

(i, j = 1, 2) are the sequences of real constants. Moreover, we define a map Tn : C2[an, bn]×
C2[an, bn] → C2[an, bn] × C2[an, bn] and showed that Tn has a fixed point (xn, yn) ∈
C4[an, bn] × C4[an, bn] which is the solution of modified BVP (2.3.1). After this we take

a sequence of functions {(xm, ym)}∞m=n and define a constant extension {(um, vm)}∞m=n

of {(xm, ym)}∞m=n over the interval [0, 1]. Further, we have showed that a subsequence

{(umk
, vmk

)} of {(um, vm)}∞m=n converges uniformally (u, v) ∈ C2[0, 1]×C2[0, 1] and (u, v)

satisfies the boundary conditions as well. In Theorem (2.4.1), we have established that

SBVP (2.1.1) has a positive solution (u, v) ∈ (C2[0, 1]∩C4(0, 1))×(C2[0, 1]∩C4(0, 1)) such
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that (α1, α2) ¹ (u, v) ¹ (β1, β2) and also satisfies, 0 < αi(t) ≤ βi(t) and 0 < −α′′i (t) ≤
−β′′i (t) for t ∈ (0, 1), i = 1, 2 with αi(0) = αi(1) = α′′i (0) = α′′i (1) = 0, i = 1, 2. All of this

is also verified by example given at the end of the Chapter 2.

For the future work, we can extend this work for some other systems of fourth order

BVP. One of those systems is given bellow

x(4)(t) = f(t, x(t), y(t), x′(t),−x′′(t),−x′′′(t)), t ∈ (0, 1),

y(4)(t) = g(t, x(t), y(t), y′(t),−y′′(t),−y′′′(t)), t ∈ (0, 1),

x(0) = y(0) = x′′(0) = y′′(0) = 0,

x′(1) = y′(1) = x′′′(1) = y′′′(1) = 0,

(3.0.1)

where f, g are singular at t = 0, t = 1, x = 0, y = 0, x′ = 0, y′ = 0, x′′ = 0, y′′ = 0, x′′′ = 0,

y′′′ = 0. For the boundary conditions given in BVP (2.1.1), the singularity at x′ and x′′′

is not possible. But if we take singularity at x′ and x′′′ then the boundary conditions will

be in form of boundary conditions that is given in BVP (3.0.1).
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