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Abstract

Inotheosecondohalfoofotheo20thocentury a number of generalizations of convex func-

tions have been made. The basic purpose of these generalizations was to weaken

convexity conditions as much as possible. Among these generalizations one of the

basic interest is invex functions whichowereoinitially studied by Hansonoand named

by Craven. Hanson noticed that the convexity conditions in Kuhn-Tucker conditions

foromathematical programming problems canobe weakened further. The invexity re-

quires the di�erentiability conditions and those nonodi�erentiable are calledoPreinvex

functions introduces by WeiroandoJeyakumar also generalize convex functions. Like

convex functionsothe characterization of these functions in terms of invexity of epigraph

is possible.

Any closedosubsetoofoR isocalledotime scale. The theory of time scales goes back to

German mathematician Stephen Hilger. He introduced time scales inohis PhD thesis.

The main theme of time scales calculus is to unify integral and di�erential calculus

with that of �nite di�erences and provides a formal courtesy to study the di�erences

between discrete and continuous analysis.

Dinu in 2008 investigated convex functions and some related inequalities like Jensen

and Hermite-Hadamard on time scales, latter Abe-i-kpeng in 2016 studied Quasi-

convex functions on time scales, however, a vast class of Preinvex functions on time

scales has not been examined up until now. This proposal tries to incorporate these

capacities on time scales and presents Jensen and Hermite-Hadamard inequalities for

this class.
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Chapter 1

Introduction

In thisochapteroweopresent an introduction and background of the convex functions

and time scales.

Any closedosubsetoofoR isocalled time scale. The theory of time scales goes back to

German mathematician Stephen Hilger. Who introduced time scales in hisoPhD thesis

[24]. The main theme of time scales calculus is to unify integral and di�erential calculus

with that of �nite di�erences and provides a formal courtesy to study the di�erences

between discrete andocontinuous analysis. The utilizations of time scales analysis are

very generous and has gotten a great deal of consideration lately. The far-reaching ones

among others incorporates the dynamic equations, which contains both di�erential and

di�erence equations, which are of curious interest in biology, mathematical modeling

and engineering. Other applications are in the �elds of economics, networks, physics,

optimization which have come lately [26].

Many results concerning continuous analysis are carried over discrete analysis quite

comfortably but some seems to be fully clashing, the study of time scales helps us to

understand why such discrepancies occur between these two cases. For further study

of time scales it is referred to study [25, 11].

The idea of convexity is straightforward and characteristic, and can be followed back

to Archimedes regarding his well known estimation of π. This thought has immediate
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and roundabout e�ects in our regular day to day existence through its various appli-

cationsoin industry,obusiness, medicines,oart etc. Theotheoryoofoconvexofunctions is

a part of general theory ofoconvexityosinceoaoconvexofunction isoone whose epigraph

isoa convexoset.

It isoanoessential theory which contacts pretty much every part of mathematics,

likely out of the blue we experience with this theory in graphical analysis in which we

learnotheosecondoderivative test in recognizing convexity of a graph. We likewise meet

this theory in tracing maxima and minima of a function of several variable. We can also

observe convexity in Mathematical programming, Optimization theory and engineering

etc. A great research work in this �eld has done by J.L.W.V Jensen [27, 28]. Also in

20th century enormous research wasodone by Hardy, Littlewood and Póyla [23] on

publishing �rst book in inequalities.

In theosecondohalfoofotheo20th century a number of generalizationsoofoconvex func-

tions have been made in mathematics and also in professional disciplines such as en-

gineering and economics. These generalizations were usually made from a particular

problem, the basic purpose of these generalizations was to weaken convexity conditions

as much as possible. Among these generalizations one of basic interest is invex func-

tions whichowere initially studied by Hanson [22] and namedoby Craven [13], Hanson

noticed that the convexity conditions in Kuhn-Tucker conditions for mathematical pro-

gramming problems can be weakened further. Some properties of invex functions were

studied by Ben-Israel and Mond [8]. The invexity requires the di�erentiability con-

ditions. In [40, 32, 46], the class of Preinvex functions, not necessarily di�erentiable,

has beenointroduced. This calss contains convex functions as subclass. Like convex

functions the characterization of these functions inoterms of invexityoof epigraph is

possible. Some properties and inequalities like Jensen and Hermite-Hadamrd inequali-

ties were studied by Weir and Mond [43] , Noor [36], Yang and Li [46] and Mohan and

Neogy [32].

Dinu in 2008 [16, 17] investigated convex functions and some related inequalities like

Jensen and Hermite-Hadamard on time scales, latter Abe-i-kpeng in 2016 [1] studied

quasi-convex functions on time scales, however, a vast class of preinvex functions on
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time scales has not been examined up until now, this proposal tries to incorporate these

capacities on time scales and presents Jensen and Hermite-Hadamard inequalities for

this class.

Chapter 2 covers few basic concepts related to the �eld of study. It includes the

study related to concepts of convex sets, convex functions their generalizations. An

introduction to time scales is also discussed here. Chapter 3 is devoted to the study of

Invex functions and their relation with generalizations of convex functions. Also the

detail review of invex sets and preinvex functions is incorporated here. In Chapter 4

di�erent inequalities have beenostudied for convex functions and preinvex functions.

Also therein time scales versions of some inequalities are present. In Chapter 5 we

introduceothe notion of invex set and preinvex functions on time scales and also we

have studied Jensen and Hermite-Hadamard inequalities for these functions. Chapter

6 incorporates the conclusion.
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Chapter 2

Preliminaries

In this chapter, some prerequisite ideas and concepts are discussed that reader should

familiar with. It mainly includes some preliminary de�nitions of convex functions and

their generalizations. Also the relation between these generalizations has been shown

here.

2.1 Convex Functions

De�nition 2.1.1. Aoset X ⊆ Rn is said toobeoconvex if, for every pairoof points

u1, u2 ∈ X, the segment with u1 and u2 as end pointsoliesoentirely inside X, otherwise

called not convex. Geometrically we can represent convex and non convex sets by

�gures 2.1.1 and 2.1.2 respectively.

Figure 2.1.1: Convex set
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Figure 2.1.2: Not Convex set

Formally a convex set can be de�ned in following way:

De�nition 2.1.2. AosetoX ⊆ Rn isoconvexoif u1, u2 ∈ X we have,

αu1 + (1− α)u2 ∈ X for all α ∈ [0, 1] (2.1.1)

Example 2.1.3. Some examplesoof convex sets are givenobelow.

• Emptyoset and singletonosetsoare convex traditionally.

• Rn is convex.

• Theoline through xo and in theodirection ofou : {y ∈ Rn such that y = xo+tu, t ∈
R}.

We want to characterize convex set in terms of convex combination. For this we

need to de�ne convex combination.

A point u = αu1 + (1−α)u2 is called convex combination of u1 and u2. Theosetoofoall

convex combinations of u1 and u2 is calledoasoconvex hull written as:

Conv{u1, u2} = {αu1 + βu2 : α + β = 1}.

with

α =
u− u1

u2 − u1

and β =
u2 − u
u2 − u1

for u ∈ [u1, u2] and u1 6= u2.

De�nition 2.1.4. A convex combinations ofo�nitely manyopoints ui ∈ R with i =
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1, 2, 3, ..., k is a point u of the form,

u = u1λ1 + u2λ2 + . . .+ ukλk, with λ1 + λ2 + . . .+ λk = 1, λi ≥ 0. (2.1.2)

We are also interested in convex function, therefore, de�nition is given as:

De�nition 2.1.5. Let X ⊆ Rn be such that X is convex. A function Φ : X → R is

called toobe convex if foroall s1, s2 ∈ X and λ ∈ [0, 1] we get

Φ(λs1 + (1− λ)s2) ≤ λΦ(s1) + (1− λ)Φ(s2). (2.1.3)

Φ isocalled strictly convex ifothe inequality is strict for λ ∈ (0, 1) and s1 6= s2.

For λ = 1
2

Φ(
s1 + s2

2
) ≤ Φ(s1) + Φ(s2)

2
∀s1, s2 ∈ X (2.1.4)

which is called Jensen convex function. Aofunction Φ is concave if −Φ is convex and

is strictly concave if −Φ is strictly convex.

A convex function can be de�ned geometrically as follows:

A function Φ is convex if the chord connecting anyopair ofopoints in its graph rests on

or above its points. Φ is known as strictly convex if the chord lies above its graph. A

concave function can be de�ned in the similar words but in opposite direction and can

be seen in Figure 2.1.3.

Example. Φ(x) = αx2 + βx+ γ is convex if α > 0 and concave if α < 0.

Epigraph of a function Φ isode�ned as,

epiΦ = {(x, β) ∈ X× R : Φ(x) ≤ β}. (2.1.5)

epiΦ is convex set in Rn+1 ifoandoonlyoif Φ is convex function [45].

In a similar way, hypograph of Φ is de�ned as,

hypoΦ = {(x, β) ∈ X× R : Φ(x) ≥ β}. (2.1.6)
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convex

x y

𝜑(.) concave

x y

𝜑(.)

Figure 2.1.3: Convex and concave function

If hypograph of Φ is convex then Φ is concave, See in [29].

Epigraph

Hypograph

Figure 2.1.4: Epigraph and Hypograph

If a function Φ is di�erentiable on Xo ⊆ Rn(interior ofoconvexoset X) then Φ is
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convex on Xo ifoandoonlyoif,

Φ(s1)− Φ(s2) ≥ (s1 − s2)T∇Φ(s2) for all s1, s2 ∈ X, (2.1.7)

where ∇Φ(s2) calculates gradient of Φ at s2 ∈ Xo.

Some basic characteristics of convex functions follow from [33].

Theorem 2.1.6. If Φ : X → R be aoconvexofunction on X ⊆ Rn(where X is convex),

then,

1) Everyolocal minimumoof Φ is globalominimum.

2) The set C = {u : u is minimum of Φ} is convex set.

3) If Φ is di�erentiable on Xo(Interior of X), then every stationary point s2

is global minimizer, that is, ∇Φ(s2) = 0 =⇒ Φ(s2) ≤ Φ(s1) ∀s1 ∈ Xo.

Theorem 2.1.7. [12] A necessary condition for a convexofunction Φ de�ned on con-

vexoset X ⊆ Rn isothat, theolower level set LΦ(δ) = {u ∈ X : Φ(u) ≤ δ} is convex for

every δ ∈ R.

Note. The condition in Theorem 2.1.7 is not su�cient generally. For example

Φ(x) = log x, x ∈ R

has lower level sets convex but is not convex.

2.2 Quasi-ConvexoandoPseudo-ConvexoFunctions..

Oneowayotoogeneralize the convexity of aofunctionois toorelax convexity conditions,

and consider category of functions wherefore the convexityoof lower level sets is su�-

cient. These types of functions are called quasi-convex functions. Clearly we can see

that this class strictlyocontains theoclass of convexofunctions.
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De�nition 2.2.1. Aofunction Φ : X → R (where X is convex) is calledoquasi-convex

on X if itsolower level sets,

LΦ(δ) = {u ∈ X : Φ(u) ≤ δ} (2.2.1)

areoconvex foroevery δ ∈ R. Φ isoquasi-concave given that −Φ isoquasi-convex, that

is,oits upper level set,

UΦ(δ) = {u ∈ X : Φ(u) ≥ δ} (2.2.2)

are convex for every δ ∈ R.
We can proveothat aofunction Φ : X → R is quasi-convexoon X if andoonlyoif

∀ u1, u2 ∈ X and α ∈ [0, 1]

Φ(αu1 + (1− α)u2) ≤ max{Φ(u1), Φ(u2)}. (2.2.3)

If there is strictness in the above inequality then Φ is saidostrictlyoquasi-convex

function.

We haveopickedoupothe following example from [12].

Example. De�ne Φ(x) =


|u|
u
, u 6= 0;

0, u = 0.

We �nd that Φ is quasi convex but it isonotoconvex.

Quasi-convexofunctions on contradictionoto convexofunctions canohave local mini-

mum pointsothat are notoabsolute and that the stationary points of a (di�erentiable)

quasi-convex functions are not necessarily global minimum points.

We haveotheofollowing theorems from [12].

Theorem 2.2.2. Let K ⊆ Rn is convex set, and Φ : K → R,

i) Φ isoconvex implies that Φ is quasi-convex.
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ii) IfoΦ is quasi-convex onK, then the set {u : u is global minimum point of Φ}
is convex.

The following theorem (Theorem 1.4 [33]) characterizes the quasi-convexity of di�er-

entiable functions.

Theorem 2.2.3. Let Φ : K → R (where K is convex) be di�erentiable function.oThe

necessaryoandosu�cient conditionofor Φ to be quasi-convex on K is

u1, u2 ∈ K, Φ(u1) ≤ Φ(u2) =⇒ (u1 − u2)T∇Φ(u1) ≤ 0. (2.2.4)

holds.

In [39] pseudo-convex functions are also introduced andode�nedoas;

De�nition 2.2.4. Aofunction Φ : X → R (X isoopen) is saidotoobe pseudo-convex

ifoforoall u1, u2 ∈ X and α ∈ (0, 1), then,

Φ(u1) < Φ(u2) =⇒ Φ(αu1 + (1− α)u2) ≤ Φ(u1) + (α− 1)k(u1, u2) (2.2.5)

where k(u1, u2) > 0.

Among the major properties of convex functions of critical point being a global

minimum point does not hold for quasi-convex functions, therefore, a wideroclassoof

di�erentiable functions which contains theoclass of di�erentiable convex functions was

introduced by Mangasarian in [31].

De�nition 2.2.5. A di�erentiable functionoΦ : X → R (X ⊆ Rn isoopen) isocalled

pseudo-convexoif for every u1, u2 ∈ X

(u1 − u2)T∇Φ(u2) ≥ 0 =⇒ Φ(u1) ≥ Φ(u2), (2.2.6)

or, equivalently

Φ(u1) < Φ(u2) =⇒ (u1 − u2)T∇Φ(u2) < 0. (2.2.7)
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For this class the stationary point y′(∇Φ(y′) = 0) is for sure global minimizer.

Theorem 2.2.6. [12] Let Φ : C→ R (where C ⊆ Rn is open convex)obeodi�erentiable

function.

1) If c isocritical point ofoΦ and Φois pseudoconvex, then c is global minimum.

2) In case Φ is pseudoconvex, afterwards Φ is quasi-convex.

3) Ifo∇Φ(u) 6= 0, for all u ∈ C, once Φ is pseudoconvex implies Φ is quasi-

convex and conversely.

2.3 TimeoScales Theory

In thisosection, weodiscuss focal ideas and meanings of the timeoscale analysis started

by Hilger in 1988 under the supervision of Bernd Aulbach. All through this part the

likenesses and contrasts in considering the time scales as in the R and Z setup are

commented. Consideration is given to the ideas, for example, continuity, rd-continuity,

di�erentiability which are relevant in the analysis of hybrid continuous and discrete

systems. Basic concepts of convex analysis are brie�y discussed.

A timeoscales Tois nonovoid subset ofoRowhich is closed (with subspace topology

induced from R). Therefore, the realonumbersoR, integers Z, naturalonumbers N, any
closed interval [a, b], are time scales. Further, the set [1, 3] ∪ [5, 6] ∪ N0(N0 is set of

non-negative integers), the Cantor set are also some examples. In contrary Q (the set

of rationals) is not a time scale.

Operations on time scales [11] :

The forwardojump and backwardojump operators speak to the nearest point in the

time scales on the right and left of a given point x individually.

Formally we de�ne as below.

Forox ∈ T, theoforwardojump operator σ : T→ T isode�ned by

σ(x) = min{p ∈ T : p > x}. (2.3.1)
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and the backwardojumpooperator ρ : T→ Toby

ρ(x) = max{p ∈ T : p < x}. (2.3.2)

We set the convention as,oinf ∅ = supToandosup ∅ = inf T.

Classi�cation of points. LetoT beoaotime scale,oa point x ∈ T is classi�ed as

below,

i) x is termed as rightoscattered,oifoσ(x) > x.

ii) x is cited to be leftoscattered,oifoρ(x) < x.

iii) x isoisolated, ifoρ(x) < x < σ(x).

iv) x is rightodense,oifox < maxT and σ(x) = x.

v) Ifox > minT andoρ(x) = x, then,ox is leftodense.

vi) If x is both leftoandoright dense, then x isosaid toobeodense.

The Figure 2.3.1 is taken from [11] which classi�es the points of time scales.

The functions µ, ν : T→ [0,∞) de�ned by

oµ(x) = σ(x)− x and ν(x) = x− ρ(x)

oareocalled the forwardoand backwardograininessofunctions respectively.

Example 2.3.1. For T = R. Weohave σ(x) = xoandoρ(x) = x, that is, every x ∈ T is

denseoand µ(x) = 0oand for T = Z, σ(x) = x+1o ρ(t) = x−1 with µ(x) = x+1−x = 1.

We see that every x ∈ T isodense andox ∈ Z is scattered.

The Table 2.3.1 gives forward and backward jumps for di�erent time scales.
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Figure 2.3.1: Classi�cation of points.

T σ(x) ρ(x)

R x, ∀x x, ∀x

Z x+ 1, ∀x x− 1, ∀x

hZ, h > 0 x+ h, ∀x x− h, ∀x

hZ, h < 0 x− h∀x x+ h∀x

Nk, k ∈ N
(

1 + k
√
x
)k (

k
√
x− 1

)
for x 6= 1 and 1 for x = 1

qZ ∪ {0}, q > 1 qx∀x x
q
for x 6= 1 and 1 for x = 1

pN0 ∪ {0}, p ∈ (0, 1) x
p
for x 6= 1 and 1 for x = 1 px for x 6= 0 and 0 for x = 0

Table 2.3.1: Jump operators.

The next table shows forward and backward graininess for time scales in above

table.
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T µ(x) ν(x)

R 0 0
Z 1 -1

hZ, h > 0 h h
hZ, h < 0 −h −h

Nk, k ∈ N
(

1 + k
√
x
)k
− 1

x−
(

k
√
x− 1

)
for x 6= 1,

and x− 1 for x = 1

qZ ∪ {0}, q > 1 x(q − 1)
x(1− 1

q
) for x 6= 1

x− 1 for x = 1

pN0 ∪ {0}, p ∈ (0, 1) 1−x
p for x 6= 1 and 0 for x = 1.

x(1− p) for x 6= 0
x for x = 0

Table 2.3.2: Graininess functions

Let I = [x, y] ⊆ R with x, y ∈ T, then the time scale interval is de�ned as,

IT = [x, y]T = [x, y] ∩ T = {u ∈ T : x ≤ u ≤ y} (2.3.3)

We de�neotheosets:

Tk =


T− (ρ(maxT), maxT], if maxT <∞;

T, otherwise.

(2.3.4)

Tk =


T− [minT, σ(minT)), if minT > −∞;

T, otherwise.

(2.3.5)

Example 2.3.2. LetoT = { 1
n

: n ∈ N}∪{0}. Then supT = 1 and ρ(1) = 1
2
. Therefore

Tk = T−
(

1
2
, 1
]

=
{

1
n

: n ∈ N\{1}
}
∪ {0}.

If [r, s]T be a time scale interval then,

[r, s]
k

T =


[r, s], when s is left-dense in T;

[r, s), when s is left-scattered inT.
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2.3.1 Time ScalesoCalculus

In this section we discuss delta and nabla calculus on time scales, we can also �nd

diamond-alpha calculus in various books on time scales for instance we refer interested

readers to [11].

De�nition 2.3.3. The number Φ∆(x0) (ifoexists) having theopropertyothat foroevery

ε > 0, thereois aoneighborhood OT of x0 so that

∣∣Φ(σ(x0))− Φ(s)− Φ∆(x0)[σ(x0)− s]
∣∣ ≤ ε|σ(x0)− s| for all s ∈ OT. (2.3.6)

is calledotheodelta\Hilger derivative of Φ : T→ R on the point x0.

The number Φ∇(x0) (ifoitosurvives) having theopropertyothat foroevery ε > 0, there

is aoneighborhood UT of x0 so that

∣∣Φ(ρ(x0))− Φ(s)− Φ∇(x0)[ρ(x0)− s]
∣∣ ≤ ε|ρ(x0)− s| for all s ∈ UT. (2.3.7)

is calledotheonabla derivative of Φ : T→ R on the point x0.

We say that Φ is delta di�erentiable on Tk if Φ∆(x)oexistsoforoallox ∈ Tk and nabla

di�rentiable accordingly.

For T = R the delta and nabla derivatives are classical derivative.

Theorem 2.3.4. If delta (nabla) derivative of a function Φ exists, then it is unique.

The following theorem can be seen in [11].

Theorem 2.3.5. A function Φ is delta di�erentiable at point x0 with

Φ∆(x0) =
Φ(σ(x0))− Φ(x0)

σ(x0)− x0

, (2.3.8)

if Φ is continuous at right-scattered point x0.
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If x0 is rightodense, then Φ is di�erentiable at x0 ifoandoonly if the limit

lim
s→x0

Φ(x0)− Φ(s)

x0 − s
(2.3.9)

existsoas ao�nite number. In thisocase,

Φ∆(x0) = lim
s→x0

Φ(x0)− Φ(s)

x0 − s
. (2.3.10)

A simple useful formula for delta di�rentiable Φ is

Φ(σ(x)) = Φ(x) + µ(x)Φ∆(x). (2.3.11)

Similarly, for nabla derivative

Φ∇(x0) =
Φ(x0)− Φ(ρ(x0))

x0 − ρ((x0))
, (2.3.12)

for continuous Φ at left-scattered point x0 and

Φ∇(x0) = lim
s→x0

Φ(x0)− Φ(s)

x0 − s
, (2.3.13)

for left-dense point x0. Here the useful formula becomes

Φ(ρ(x)) = Φ(x)− ν(x)Φ∇(x). (2.3.14)

AotimeoscaleoT is saidoto beoregularoif

• σ(ρ(x)) = x, foroallx ∈ T.

• ρ(σ(x)) = x, foroallx ∈ T.

We move toward theoproduct andoquotient rule of delta derivative. All these results

also hold for nabla derivative.
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Theorem 2.3.6. Suppose Φ, φ : T→ T are delta di�erentiable on Tk. Then

(Φφ)∆ = Φ∆φ+ Φσφ∆ = Φφ∆ + Φ∆φσ.(Φ
φ

)∆

=
Φ∆φ− Φφ∆

φφσ
.

By using product rule we can have,

(Φn)∆ = Φ∆

n∑
p=0

Φp(Φσ)n−1−p.

Let Φ(x) = (x − a)m for a ∈ R and m ∈ R. then Φ∆(x) =
∑m−1

k=0 (x − a)k(σ(x) −
a)m−1−k and ( 1

Φ
)∆(x) = −

∑m−1
k=0

1
(x−a)m−k

1
(σ(x)−a)k+1 .

T σ(x) µ(x) Φ∆

R x, ∀x 0 Φ′(x)

T x+ 1, ∀x 1 ∆Φ(x)

hδZ, δ > 0 x+ δ, ∀x δ Φ(x+δ)−Φ(x)
δ

pZ ∪ {0}, p > 1 px ∀x x(p− 1) Φ(px)−Φ(x)
x(p−1)

hδZ, δ < 0 x− δ ∀x −δ Φ(x−δ)−Φ(x)
−δ

Nc, c ∈ N
(

1 + c
√
x
)c (

1 + c
√
x
)c
− 1 Φ((1+ c√x)c)−Φ(x)

(1+ c√x)c−1

N2
0

(√
x+ 1

)2
1 +
√

2 Φ((1+
√
x)2)−Φ(x)

1+
√
x

Table 2.3.3: Delta derivatives

De�nition 2.3.7. The function Φ : T→ R is called regulatedoifoitsoright-limit exists

�nitely atoright dense points whileoleft limit exists andois �nite at left-dense points.

De�nition 2.3.8. AofunctionoΦ : T −→ R isosaid toobe rd-continuous ifoitois con-

tinuous at rightodenseopointsoin Toand atoleftodenseopoints in Toits leftolimit ex-

ists (�nite). The setoof allord-continuous functionsois denoted by Crd = Crd(T) =
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Crd(T,R).

De�nition 2.3.9. AofunctionoΦ : T −→ R isosaid toobe ld-continuous ifoitois contin-

uous at leftodenseopointsoin Toand atorightodenseopoints in Toits rightolimit exists

(�nite). The setoof allord-continuous functionsois denoted by Cld = Cld(T) = Cld(T,R).

We only shall discuss delta integrals on time scales with keeping in mind that all

these results hold for nabla integrals also.

De�nition 2.3.10. LetoΦ : T→ Robeoaocontinuous function, itoisocalledo pre di�er-
entiable witho(region of di�erentiation) D if,

• D ⊂ Tk,

• Tk\D isocountableoand hasono right scattered memberoofoT,

• and Φ is di�erentiable atoeachot ∈ D.

For delta di�erentiable function Φ and a, b ∈ T, we de�ne the Cauchyointegral by

∫ b

a

Φ∆(t)∆t = Φ(a)− Φ(b). (2.3.15)

Theorem 2.3.11. (Existence of anti derivatives). Tooeveryord-continuousofunction

there is anoantioderivative, in particularoifot0 ∈ T,othen Fotakenoby

F (x) :=

∫ x

x0

Φ(s)∆s for all t ∈ T.

is antioderivative of Φ.

Theorem 2.3.12. If a, b, c ∈ T, α ∈ R and Φ, φ ∈ Crd, then

1.
∫ b
a
(Φ(x) + φ(x))∆x =

∫ b
a
Φ(x)∆x+

∫ b
a
φ(x)∆x,

2.
∫ b
a
αΦ(x)∆x = α

∫ b
a
Φ(x)∆x,

3.
∫ b
a
Φ(x)∆x = −

∫ a
b
Φ(x)∆x,
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4.
∫ a
a
Φ(x)∆x = 0,

5.
∫ b
a
Φ(x)∆x =

∫ c
a
Φ(x)∆x+

∫ b
c
Φ(x)∆x, a < c < b.

6.
∣∣∣ ∫ ba Φ(x)∆x

∣∣∣ ≤ ∫ ba |Φ(x)|∆x.

7. If Φ(x) ≥ 0 ∀ x, then
∫ b
a
Φ(x)∆x ≥ 0.

Theorem 2.3.13. If Φ ∈ Crd and x ∈ Tk, then

∫ σ(x)

x

Φ(s)∆s = µ(x)Φ(x).

Integration by parts is given by

∫ b

a

Φ(x)φ∆(x)∆x = Φ(x)φ(x)|ba −
∫ b

a

Φ∆(x)φσ(x)∆x. (2.3.16)

We can also read in�nite integrals as,

∫ ∞

a

Φ(x)∆x = lim
b→∞

∫ b

a

Φ(x)∆x. (2.3.17)

If T = R,othen ∫ b

a

Φ(x)∆x =

∫ b

a

Φ(x)dx.

If T =Z, then ∫ b

a

Φ(x)∆x =
b−a∑
x=a

Φ(x).

Generally integration on discrete time scales can be seen by

∫ b

a

Φ(x)∆x =
∑

x=∈(a,b)

Φ(x)µ(x). (2.3.18)

Now we focus our attention toward exponential and logarithmic functions on time

scales.
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2.4 Exponential, Logarithmic and Convex Functions

on Time Scales.

In this section we discuss the exponential function, natural logarithm and convex func-

tions over time scales.

Letoγ : T → R beosuch thatofor all x ∈ T, 1 + µ(x)γ(x) 6= 0 then, γ is called

regressive. We de�ne R to be the setoofoalloregressive andord-continuousofunctions.

The set R+ = {γ ∈ R : 1 +µ(x)γ(x) > 0, foroallx ∈ T} denotes all positive regressive
and rd-continuous functions. It can be easily seen that R formsoanoabelianogroup

under the operation � de�ned by γ � δ := γ + δ+ µγδ. If γ ∈ R, then the exponential

function can be de�ned by

eγ(x, u) = exp
(∫ x

u

ζµ(r)(γ(r))∆r
)
, for x ∈ T,u ∈ Tk, (2.4.1)

where ζµ(w) is cylindrical transformation, which is de�ned by

ζµ(w) =


log(1+µw)

µ
, µ 6= 0;

z, µ = 0.

(2.4.2)

The additiveoinverse inothis groupois givenoby

�γ := − γ

1 + µγ
. (2.4.3)

Here � de�nes the subtraction onothe setoof regressive functionsode�ned by

γ � δ := γ � (�δ). (2.4.4)

The following properties can be seen in [11].

Theorem 2.4.1. Ifoγ, δ ∈ Roand to ∈ T,othen
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1 eγ(x, x) = 1 and eo(x, y) = 1;o

2 eγ(σ(x), y) = (1 + µ(x)γ(x))eγ(x, y);

3 1
eγ(x,y)

= e�γ(x, y) = eγ(y, x);

4 eγ(x,y)

eδ(x,y)
= eγ�δ(x, y);

5 eγ(x, y)eδ(x, y) = eγ�δ(x, y);

6 if γ ∈ R+, then eγ(x, xo) > 0 for all x ∈ T;

7 e∆
γ (x, xo) = γ(x)eγ(x, xo);

8
(

1
eγ(.,y)

)∆

= − γ(x)
eσγ (.,y)

.

The following table taken from [9] represents exponential function in di�erent time

scales.

T eα(x, xo) xo γ(x) eγ(x, xo)

T eα(x−xo) 0 1 ex

Z (1 + α)x−xo 0 1 2x

pZ (1 + αp)(x−xo)/p 0 1 (1 + p)x/p

1
n
Z (1 + α

n
)n(x−xo) 0 1

[(
1 + 1

n

)n]x
qNo · · · 1 1−x

(q−1)x2

√
xe−

ln2(x)
2ln(2)

2No · · · 1 1−x
x2

√
xe−

ln2(x)
ln(4)

N2
o · · · 0 1 2

√
x(
√
x)!

{
∑n

k=1
1
k

: n ∈ N}
(
n+α−xo
n−xo

)
, x =

∑n
k=1

1
k

0 1 n+ 1, x =
∑n

k=1
1
k

Table 2.4.1: Exponential functions

The following result is referred as substitution rule and can be found in [11].
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Theorem 2.4.2. Letov : T→ Robeostrictlyoincreasing andoT̃ := v(T) beoa timeoscale.

If Φ : T → R beoan rd-continuousofunctionoand voisodi�erentiable withord-continous

derivative,othenofor a, b ∈ T

∫ b

a

Φ(x)v∆(x)∆x =

∫ v(b)

v(a)

(Φ ◦ v−1)(y)∆̃y, (2.4.5)

or, ∫ b

a

Φ(x)v∇(x)∇x =

∫ v(b)

v(a)

(Φ ◦ v−1)(y)∇̃y. (2.4.6)

Substitution rule for decreasing fnction v : T → R is given and proved in [4]. The

result stated as follows:

Theorem 2.4.3. Let v : T→ R beostrictly decreasingoand T̃ := v(T) be a timeoscale.

If Φ : T → R be aocontinuous functionoand v isodi�erentiableowitord-continuous

derivative,othen for a, b ∈ T

∫ b

a

Φ(x)(−v∆)(x)∆x =

∫ v(b)

v(a)

(Φ ◦ v−1)(y)∇̃y, (2.4.7)

or, ∫ b

a

Φ(x)(−v∇)(x)∇x =

∫ v(b)

v(a)

(Φ ◦ v−1)(y)∆̃y. (2.4.8)

We referothe readeroto consult [11] foo more andodetailed calculus of time scales.

Moving toward logarithmic function on time scales we must refer to an open ques-

tion asked by Martin Bohner in [10].

Define a ”nice” logarithmic function on time scales.

To answer this open problem Dorota Mozyrska and Delfm F.M. Torres in [34]

discussed natural logarithm and its properties.

De�nition 2.4.4. Let T beoa time scale witho1 ∈ T, there is atleast one x ∈ T such
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that 0 < x 6= 1. The natural logarithm is de�ned as

LT =

∫ x

1

1

s
∆s, x ∈ T ∩ (0,+∞). (2.4.9)

The properties and examples of de�ned natural logarithm can be seen in [34].

Now we pay our attention to convex functions and some related inequalities on time

scales. Convex functions on time scales are discussed in [34, 16]

De�nition 2.4.5. [16] AofunctionoΦ : T→ R is calledoconvexoon IT, if forot, s ∈ IT =

I ∩T (with I be anointervaloin R) and α ∈ [0, 1] such that αt+ (1−α)s ∈ IT weohave,

Φ(αt+ (1− α)s) ≤ αΦ(t) + (1− α)Φ(s). (2.4.10)

Φ isocalledostrictlyoconvex ifotheoinequality isostrictoand α ∈ (0, 1). Φ isoconcave

if −Φ isoconvex.

In [16] (Remark 3.2) Dinu showed that (2.4.10) is equivalent to de�nition of con-

vexity given by Mozyrska and Torres in [34], that is

Aocontinuous function Φ : T → R isosaidotoobe convex on IT (where IT isotime

scale interval) if for all t1, t2 ∈ IT

(t2 − t)Φ(t1) + (t1 − t2)Φ(t) + (t− t1)Φ(t2) ≥ 0, t ∈ IT. (2.4.11)

Φ is called concave if the inequality reverses. The following theorem can beoseenoin

[16].

Theorem 2.4.6. A di�erentiable function Φ : IT → R is convexo(concave) on IT, if

Φ∆ is non decreasing (non increasing) on IkT.

More propertiesoand examples of convex functionsoon time scales can be studied

in [34, 16].
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Chapter 3

Invex and Preinvex Functions

3.1 Invex Functions

Hanson in [22] pointed out that the su�ciency of Krush-kuhn-Tuckeroconditionsoand

weakoduality could be obtained byosubstituting theolinear term (u1 − u2), appearing

inoconvexityofor di�erentiable convexofunctions, by an arbitrary vectorovalued func-

tions, usually denotedoby $(u1, u2) and also called �kernel� and Craven in [13] named

these functions invex functions abbreviation for �Invariant Convex�.

De�nition 3.1.1. A di�rentiable functionof : C→ R (with C ⊆ Rn be an openoset)ois

called invex if thereoexistsoa vector function $ : C× C→ Rn such that,

f(u1)− f(u2) ≥ $(u1, u2)T∇f(u2), ∀u1, u2 ∈ K. (3.1.1)

It can be observed that the speci�c classoof (di�erentiable) convex functions is obtained

from this group by making $(u1, u2) = u1 − u2.

In [49], functions withostationaryopoints as globalominimizers are observed and

their applications in mathematical programming. In [14] Craven and Glover proved

that theoclass of invex functionsois equivalentoto the class ofofunctionsowhose sta-
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tionary pointsoareoglobalominima. The following theorem was �rst stated Crave and

Glover.

Theorem 3.1.2. Th necessaryoandosu�cientocondition for a function f toobeoinvex

is thatoevery stationaryopointois global minimum.

The proofoof thisotheorem can be directly seenoin [14, 33].

Corollary 3.1.3. Aofunction f with noostationary points isoinvex.

De�nition 3.1.4. If for a functionof : Rn → R

$(u, v)T∇f(v) ≥ 0 =⇒ f(u)− f(v) ≥ 0. (3.1.2)

holds, then it is calledopseudoinvex, whereas, f isoquasiinvex withorespectoto $ if,

f(u)− f(v) ≤ 0 =⇒ $(u, v)T∇f(v) ≤ 0, (3.1.3)

holds.

3.1.1 Invexity with other Generalizations of Convexity

Here the relationship of invexity with other generalizations of convexity is discussed.

The counterpart of convexity and generalized convexity is, concavity and generalized

concavity receptively, same for invexity is incavity.

Firstly,onote that:

1. A functionois di�erentiable andoconvex then, itois invex by taking ($(x, y) =

x − y) but not converse. Here we take, foroexample,oΦ(x) = log(x), x ∈ R,
which isoinvex, because of no stationary points but it is not convex.

2. A di�erentiableopseudo-convexofunction on Rn is alsooinvex, butonot inoopposite

direction if n > 1. Foron = 1 the two classesocoincide. (Remark 2.3 [41]).
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3. There exist invex functionsowhichoareonotoquasi-convex and thereoare also func-

tions which are quasi-convex but not invex. In other words, the intersection of

the classes of invex functions and quasi-convex functions is non empty (Remark

2.4 [41]).

4. In light of theorem of stationary points the groups of pseudoinvex and invex

functions is one and only one.

This relationship can be understand by diagram given in [8].

Figure 3.1.1: Invexity and generalized convexity

3.2 Preinvex Functions

Sinceoinvexityorequires the di�rentiability conditions, in [8, 44] a classoofopreinvex

functions, notonecessarily di�erentiable wasointroduced.

De�nition 3.2.1. (Mohan and Neogy [32]) A subset S ⊆ Rn is called invexowith to
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$ : Rn × Rn → Rn if

v + α$(u, v) ∈ S u, v ∈ S, α ∈ [0, 1]. (3.2.1)

From de�nition we can conclude that S has a path originating from u and is limited

to S. It would not be necessary that v shouldobeooneoof theoend points of thisopath.

However,oifoweorequire that u should be end point then we de�ne $(u, v) = u − v,

which reduces theode�nition to convexity.

We pick up the following example of invex set from [32].

Example 3.2.2. S = [−7,−2] ∪ [2, 10] is invex set in R respecting $ : R × R → R
de�ned by,

$(u, v) =


u− v, uv ≥ 0 : o

−7− v, u ≥ 0, v ≤ 0 : o

2− v, u ≤ 0, v ≥ 0.o

(3.2.2)

More examples of invex sets can be found in [43].

The following proposition from [32] enables us to construct invex sets in Rn, starting

from invex set in R. However, the general problem of recognizing the classes of invex

sets in Rn which is useful in optimization theory remains open.

Proposition 3.2.3. Suppose K1 ⊆ R, K2 ⊆ R such that they are invex with respect to

$1 and $2 respectively. Then K1 ×K2 ⊆ R2 is invexorespecting $ de�ned by

$
( u1, ov1

u2, ov2

)
=
( $1(u1, v1)

$2(u2, v2)

)
. (3.2.3)

Example 3.2.4. Suppose we are given with two invex sets K1 = [−6,−3] ∪ [1, 6] and
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K2 = [−7,−1] ∪ [2, 13] respecting $1 and $2 respectively de�ned by

$1 =


u1 − v1, u1v1 ≥ 0;

−6− v1, u1 ≥ 0, v1 ≤ 0;

1− v1, u1 ≤ 0, v1 ≥ 0.

and $2 =


u2 − v2, u2v2 ≥ 0;

−7− v2, u2 ≥ 0, v2 ≤ 0;

2− v2, u2 ≤ 0, v2 ≥ 0.

then we canoeasily prove that K1 ×K2ois invex withorespectoto $ =
( $1

$2

)
.

The following de�nition is adopted from [43].

De�nition 3.2.5. Let Φ be a function de�ned in invex set K respecting $. Φois said

to be preinvex withorespect too$ if,

Φ(v + λ$(u, v)) ≤ λΦ(u) + (1− λ)Φ(v), ∀u, v ∈ K, ∀λ ∈ [0, 1]. (3.2.4)

We can see that, theoclass ofoconvexofunctions oisostrictlyocontainedoinopreinvex

functions by taking $(u, v) = u− v.

Example 3.2.6. [40]. LetoΦ :R → Robe given asoΦ(u) = −|u|, then Φ is preinvex

respecting

$(u, v) =


v − u, uv ≥ 0;

u− v, uv < 0.

Like pseudo-convex and quasi-convex functions we also have prepseudoinvex and

prequasiinvex functions. Let us look at them one by one with relation with preinvexity.

De�nition 3.2.7. LetoKobeoan invexoset respecting some $. Aofunction Φ isosaid

toobe prepseudoinvex respecting $ if,o

Φ(u) < Φ(v) =⇒ Φ(v + α$(u, v)) ≤ Φ(v) + α(α− 1)b(u, v) with α ∈ (0, 1), (3.2.5)
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where b is positive function.

The following result can be seen in [41].

Theorem 3.2.8. A function Φ is preinvex withorespect to $ on some invex set K only

if Φ is prepseudoinvex respecting the same $.

De�nition 3.2.9. LetoK be an invexoset with respect to $. Aofunction Φois said to

be prequasiinvexoon K if weohave,

Φ(v + α$(u, v)) ≤ max{Φ(u), Φ(v)}, (3.2.6)

for all u, v ∈ K and α ∈ (0, 1).

It can be seen in ([6], p.60) that a prequasiinvex function on K possesses the

minimum property on every segment [v, v +$(u, v)]oforoall u, v ∈ K.
Like quasiconvex functions prequsiinvex functions can also be characterized by it's

lower level sets. We have the next propositions from[41].

Proposition 3.2.10. A function Φ : K → R (where K is invex respecting $) is

prequasiinvex respecting $only if it's lower sets are invex respecting $.

Proposition 3.2.11. Let Φ : K → R (whereK is invex respecting $(u, v) 6= 0whenever

u 6= v) is prequasiinvex respecting $. Then everyolocalominimumoofoΦoisoabsolute

minimum and the set of all these points in invex respecting $.

The followingotheoremoisoprovedoin [8].

Theorem 3.2.12. If Φ is di�erentiable and is preinvex with respectoto some $ then,

Φ is invex with respectotootheosame $.

The converseoofotheoaboveotheoremoisonototrue in general. It seems that prein-

vexity is stronger condition, as shown by Pini [41] by theofollowingoexample.
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Example 3.2.13. TheofunctionoΦ(u) = u2 is invex respecting $ de�ned by

$ =


u2−v2

2v
, v 6= 0;

0, v = 0.

but not preinvex.

In [32], Mohan and Neogy imposed a condition called �Condition C� on $ with

which a di�erentiable function which is invex on K, respecting $, is also preinvex on

K.

Let $ : Rn × Rn → Rn; we sayotheofunctiono$ satis�esocondition Coif for any

u, v ∈ K
$(v, v + λ$(u, v)) = −λ$(u, v), (3.2.7)

and

$(u, v + λ$(u, v)) = (1− λ)$(u, v), (3.2.8)

for all λ ∈ [0, 1].

An important consequence of Condition C is,

$(v + α1$(u, v), v + α2$(u, v)) = (α1 − α2)$(u, v)α1, α2 ∈ [0, 1]. (3.2.9)

The following results are takenofrom [32].

Theorem 3.2.14. LetoK beoanoinvexoset respecting $,owith $osatisfyingoCondition

C and O be anoopenoset suchothatoK ⊆ O.oLet Φ : O → R be di�erentiable function,

then we have the following,

• Φois invex on K respecting $ only if Φ is preinvex on K respecting $.

• Φ is quasiinvex on K respecting $ then Φ is prequasiinvex on K respecting $.

The following results show us the relation of prepseudoinvex functions with quasi-

invex and prequasiinvex functions.
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Theorem 3.2.15. LetoK ⊆ Rn be an invexosetowith respect to some $ and Φ : Rn →
R be di�erentiable and prepseudoinvex on K, then Φ is quasiinvex on K.

Theorem 3.2.16. If Φ : Rn → R be prepseudoinvex then Φ is prequasiinvex respecting

the same $.
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Chapter 4

Inequalities

This chapter presents discrete and integral versions of some inequalitiesofor convex

functions and same inequalities for preinvex functions and after that we discuss uni�ed

version of inequalities for convex functions on timeoscales.

4.1 Inequalities for Convex Functions

Let us �rst start with Jensen'soinequality taken from [30].

Theorem 4.1.1. LetoΦ : I = [x, y] → R is convex function, suppose uk ∈ I, k =

1, 2, 3, ..., n and αk ∈ R+, k ∈ {1, 2, .., n} thenotheofollowingoholds

Φ
(∑n

k=1 αkuk∑n
k=1 αk

)
≤
∑n

k=1 αkΦ(uk)∑n
k=1 αk

. (4.1.1)

If
∑n

k=1 αk = 1 then

Φ
( n∑
i=1

αkuk

)
≤

n∑
k=1

αkΦ(uk). (4.1.2)

In literatureothis isocalled Jensen's Inequality.oIt wasoproved byoJ.L.W.V Jensen

in [27, 28].
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Heoappliedothe well-known inductiveoapproachoused via Cauchyo(1821) within the

prooforespecting theoarithmetic-geometric meanoinequality. However,oinequality ap-

pears, under speci�c assumptions,oplentyoearlier. Jensenohimself pointed out inotheo

appendix in accordance with hisopaperothat O. Hölderoprovedoinequalityoino1889,

supposing toothatoamount Φ is aodoubly di�erentiable functionoon I suchoasoΦ′′(u) ≥
0oonothatointerval. This assumption is of theocase about double di�erentiable func-

tionsoequivalent togetherowithothe consideration that Φoisoconvex.The above inequal-

ity was onceoproved,oafteroHölder, the usage of the identicaloassumptions byoR. Hen-

derson ino1895. However,onamelyoaolongowayoagainoasomucho1875 a speci�cocasoof

theoabove inequality, the caseowhen αk = 1, ∀k = 1, 2, .., nowasoproved byoJ.oGrolous

by using an utility of theocentroid method. This is, soofaroso weomay want to �nd, the

�rst inequality foroconvexofunctionsoto show up within the mathematicaloliterature.

J. Grolousoalsoointroducedotheoassumptionothat Φ′′(u) ≥ 0, butothat mayobeoviewed

from theotextual contentoitselfoas itoisoenough according to expect as Φ is a convex

function, in theogeometricosenseo(see [37]).

It is also known that the assumption αk > 0 canobeorelaxedoatotheoexpenseoof

restrictingouk, k = 1, 2, 3, ..., n more severely [42]. Namely, if α = (α1, α2, ..., αn) is

aorealon-tupleosuchothatofor every j ∈ {1, 2, 3, ..., n},

0 <

j∑
k=1

αk ≤
n∑
k=1

αk, (4.1.3)

then for any monotonic n-tuple u = (u1, u2, ..., un) ∈ In (increasing or decreasing)

we get ū =
∑n

k=1 αkxk ∈ I, and for any function Φ convex on I still (4.1.1) holds.

Under such assumptions this inequality is called the Jensen�Ste�ensen inequality for

convex functions and (4.1.3) are called Ste�ensen's conditions due to J. F. Ste�ensen.

The Jensen inequality for integrals takes the form as follows, see [27].

Theorem 4.1.2. LetoΦ ∈ C(I,R)oisoconvexoon I ⊆ R and g ∈ C([x, y],R), witho
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x, y ∈ R andox < y,o then,

Φ
(∫ y

x
g(u)du

y − x

)
≤
∫ y
x
Φ(g(u))du

y − x
. (4.1.4)

Now we present an inequality that is sharply related in accordance with Jensen in-

equality. It is Hermite-Hadamard inequality(also called the �rst fundamental inequal-

ity) foroconvexofunction. Itowas once �rst establishedobyoHermiteoino1881. But, it

was additionally proved by Hadamard of 1893 whoever was no longer aware of Hermit's

work. Therefore, in general, this inequality is called Hermite-Hadamard inequality and

o�ers to usoanoestimateoforotheointegraloarithmeticomean:

Φ
(x1 + x2

2

)
≤ 1

x2 − x1

∫ x2

x1

Φ(u)du ≤ Φ(x1) + Φ(x2)

2
. (4.1.5)

with x1, x2 ∈ R with x1 < x2 and Φ is convexofunctionoono[x1, x2].

Hadamard'soinequalityoforoconvexofunctionsohasoreceivedorenewed attention in re-

cent years andoaoremarkableovarietyoofore�nements and generalizations have been

found, see [19, 20, 18, 21].

Theorem 4.1.3. A function Φoisoconvexoonoconvex set K = [x1, x2] ifoandoonlyoif it

satis�es the Hermite-Hadamard Inequality (4.1.5).

Now we move toward two useful inequalities with enormous usage: Hölder'soand

Minkowski'soInequality. We shall also present some of their variants. For this purpose

we �rstly introduce Young's Inequality [47, 48].

In 1912,oYoungopresentedotheofollowingoinequalityocalled Young's inequality

xy ≤
∫ x

0

Φ(u)du+

∫ y

0

(Φ−1)(v)dv, (4.1.6)

foroanyorealovaluedocontinuousofunction, Φ : [0,∞)→ [0,∞) satisfying Φ(0) = 0 with

Φ is strictly increasing on [0,∞) and x, y ∈ [0,∞). The equalityoholdsoifoandoonlyoif

y = f(x). The classical Young's inequality is a useful consequence and can be obtained
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by setting Φ(u) = up−1with 1
p

+ 1
q

= 1 and is given as ,

xy ≤ xp

p
+
yq

q
. (4.1.7)

Equality holds ifoandoonlyoif xp = yq.

The Hölder's inequality can be found in [15], which is states as follow:

Theorem 4.1.4. Let u1, u2, ..., un and v1, v2, ..., vn be anyopositiveorealonumbers and

p, q > 1 such thato1
p

+ 1
q

= 1.oThen,

n∑
k=1

ukvk ≤
( n∑
k=1

upk

) 1
p
( n∑
i=1

vqk

)q
. (4.1.8)

Equality occursoifoandoonlyoifo

up1
vq1

=
up2
vq2

= ... =
upn
vqn
.

The inequality holds in reverse if p < 1 and p 6= 0.

In integrals Hölder's inequality takes the form

∫ y

x

|Φ(u)φ(u)|du ≤
[ ∫ y

x

|Φ(u)|pdu
] 1
p
[ ∫ y

x

|φ(u)|qdu
] 1
q
, (4.1.9)

where x, y ∈ R andoΦ, φ ∈ C([x, y],R).o

In the above theorem if we letop = q = 2, thenotheoinequality isocalledoCauchy'so

inequality. The Minkowski's inequality can be seen in [15], which states that,

Theorem 4.1.5. Let u1, u2, u3, ..., unand v1, v2, v3, ..., vn be positive real numbers and

p > 1. Then ( n∑
k=1

(uk + vk)
p
) 1
p ≤

( n∑
k=1

upk

) 1
p

+
( n∑
k=1

vpk

) 1
p
. (4.1.10)
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Equality holds if and only if

u1

v1

=
u2

v2

= ... =
un
vn
.

The integral version of Minkowski'soinequality can be seen in [23], which is given

as,

(∫ y

x

|Φ(u) + φ(u)|pdu
) 1
p ≤

(∫ y

x

|Φ(u)|pdu
) 1
p

+
(∫ y

x

|φ(u)|du
) 1
p
. (4.1.11)

4.2 Inequalities for Preinvex Functions

Now we want to see some inequalities of convex functions for preinvex functions. We

shall discuss Jensen and Hermite-Hadamard inequalities with some re�nements for

preinvex functions but before that we give a theorem under validity of Condition C

which shows us where preinvexity coincides with convexity. Theoresultsoinothisosection

are adopted from [40, 36].

Theorem 4.2.1. Let Φ be a preinvexofunction onoinvex setoK with respect to $ sat-

isfying condition C. Then the function Φ is convexoonotheosegmento[u, u + $(v, u)]

foroeveryopairoofopoints u, v ∈ K.

Corollary 4.2.2. Let 0 ≤ α1, α2, α3, ...αn ≤ 1 be such that

n∑
k=1

αk = 1.

Let

{tk}nk=1 ⊂ [0, 1],

and

t =
n∑
k=1

αktk.
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Then under the hypothesis of the theorem( 4.1.1) Φ satis�es the inequalities,

Φ(u+ t$(v, u)) ≤
n∑
k=1

αkΦ(u+ tk$(v, u)) ≤ (1− t)Φ(u) + tΦ(u+$(v, u)), (4.2.1)

and

Φ
(
u+

n∑
k=1

αk(1− tk)$(v, u)
)
≤ tΦ(u) + (1− t)Φ(u+ Φ(v, u))

≤ Φ(u) + Φ(u+$(v, u))−
n∑
k=1

αkΦ(u+ tk$(v, u)) (4.2.2)

for every pair of points u, v ∈ K.

The �rst inequality in (4.2.1) provides Jensen inequality for preinvex functions, we

can write it as

Φ
( n∑
k=1

αk(u+ tk$(v, u)) ≤
n∑
k=1

αkΦ(u+ tk$(v, u)).

Theorem 4.2.3. LetoS ⊆ Robeoinvexoset regarding some $ that satis�es condition

C. Assume Φ : S → R be a preinvexofunction onoSowithoregards to the same $.oThen

the following holds

Φ
(
u1 +

$(u2, u1)

2

)
≤ 1

||$(u2, u1)||

∫ u1+$(u2,u1)

u1

Φ(u)du ≤ Φ(u1) + Φ(u1 +$(u2, u1))

2
,

(4.2.3)

for every pair u1u2 ∈ S with $(u2, u1) 6= 0.

New we look at a re�nement of this inequality and with that we shall close this

section.

Theorem 4.2.4. LetoS ⊆ Robe invexoset regarding some $ that satis�es condition

C. Assume Φ : S → R be aopreinvexofunctionoonoS with regards to the same $.
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Then the following holds

Φ
(
u+

$(v, u)

2

)
≤ tΦ

(
u+

t

2
$(v, u)

)
+ (1− t)Φ

(
u+

1 + t

2
$(v, u)

)

≤ 1

||$(v, u)||

∫ u+$(v,u)

u

Φ(u)du (4.2.4)

≤ tΦ(a) + (1− t)Φ(u+$(v, u)) + Φ(u+ t$(v, u))

2

≤ Φ(u) + Φ(u+$(v, u))

2

for every pair u, v ∈ S with $(v, u) 6= 0, and t ∈ [0, 1].

4.3 Inequalities on Time Scales

The purposeoofothisosectionoisotoopresent extension ofoinequalities onotimeoscales that

are discussed inopreviousosection.

The following are uni�ed versions of Young's inequality and are adopted from [45, 3]

Theorem 4.3.1. Let Φ be rd-continuous on [0, c]T = [0, c] ∩ T for c > 0, strictly

increasing, with Φ(0) = 0. Then for x ∈ [0, c]T and y ∈ [0, Φ(c)] the inequality

xy ≤
∫ x

0

Φσ(u)∆u+

∫ y

0

(Φ−1)σ(v)∆v. (4.3.1)

For T = R this yields classical young's inequality.

and for T = Z and Φ(u) = u, this theorem says that

xy ≤
x−1∑
u=0

(u+ 1) +

y−1∑
v=0

(v + 1) =
1

2
x(x+ 1) +

1

2
y(y + 1). (4.3.2)

Theorem 4.3.2. LetoTobeoanyotimeoscaleso(unbounded above)owitho0 ∈ T.oFurther,o
supposeothatoΦ : [0,∞)T → R is a real-valued function satisfying
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• Φ(0) = 0;o

• Φoisocontinuousoono[0,∞)T,ord-continuousoato0;

• Φoisostrictlyoincreasingoono[0,∞)TosuchothatoΦ(T)oisoalsooaotimeoscales.

Then foroanyox ∈ [0,∞)Toandoy ∈ [0,∞)Φ(T), weohave

2xy ≤
∫ x

0

[Φ(u) + Φσ(u)]∆u+

∫ y

0

[Φ−1(v) + Φ−1(σ(v))]∆v (4.3.3)

withoequalityoifoandoonlyoifoy = Φ(x).

Many more versions of Young's inequality can be found in literature. Now let us

look at Hölder'soinequalityowhichocanobeofoundoin [2].

Theorem 4.3.3. Let x, y ∈ T.oForord-continuous Φ, φ : [x, y]→ R weohave

∫ y

x

|Φ(u)φ(u)|∆u ≤
[ ∫ y

x

|Φ(u)|p∆u
] 1
p
[ ∫ y

x

|φ(u)|q∆u
] 1
q
. (4.3.4)

where p > 1 and 1
p

+ 1
q

= 1.

The proof of this is similar as that of classical Hölder's Inequality.

For p = q = 2 this inequality yields Cauchy inequality for time scales.

Next we present uni�ed version of Minkowski's Inequality which can be seen in [2]

and it's proof is similar to that of Minkowski inequality in classical version.

Theorem 4.3.4. Let x, y ∈ T. For rd-continuous functions Φ, φ : [x, y]→ R we have

(∫ y

x

|Φ(u) + φ(u)|p∆u
) 1
p ≤

(∫ y

x

|Φ(u)|p∆u
) 1
p

+
(∫ y

x

|φ(u)|∆u
) 1
p
.

There seems no big di�erence between these inequalities on time scales and that in

classical inequalities.

Let us move toward other inequalities for convex function to see that there is dif-

ference or not and after that we are closing this chapter.

Firstly we see Jensen Inequality from [2].
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Theorem 4.3.5. Let φ ∈ Crd([x, y], (r, s)) whereox, y ∈ T andor, s ∈ R. If Φ ∈
C((r, s),R) isoconvexothen,

Φ

(∫ y
x
φ(u)∆u

y − x

)
≤
∫ y
x
Φ(φ(u))∆u

y − x
. (4.3.5)

Hermite-Hadamard inequality for time scales is discussed in [5] for Z and for arbi-

trary time scale it can be seen in [4].

Theorem 4.3.6. Suppose Φ : Z → R is a convex function on [a, b]Z with a, b ∈ Z,
a < b, and a+ b is even number. Then

Φ
(a+ b

2

)
≤ 1

2(b− a)

[ ∫ b

a

Φ(x)∆x+

∫ b

a

Φ(x)∇x
]
≤ Φ(a) + Φ(b)

2
(4.3.6)

holds.

Theorem 4.3.7. Supposeo Φ : T→ R be aoconvexofunction on [a, b]T. Then

Φ
(
m[a, b]

)
≤ 1

b− a

[ ∫
[a,b]T

k(x)Φ(x)∆x−
∫

[a,b]T

k(x)φ∇(x)Φ(x)∇x
]

≤ m[0,1]Φ(a) + (1−m[0,1])Φ(b),

where φ : [a, b]T → [a, b]T and k : [a, b]T → R+ de�ned by

φ(λa+ (1− λ)b) = (1− λ)a+ λb,

with λ ∈ [0, 1], and

k(x) =


φ(x)−m
φ(x)−x , x 6= m[a, b];

1
2
, x = m[a, b].

where m[a,b] is midpoint of [a, b]T and m[0,1] is midpoint of [0, 1].

.
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Chapter 5

Preinvex Functions on Time Scales

Theotheoryoof time scales developed by Hilger was actually the theory of uni�cation

of discrete and continuous analysis. Many people worked in this theory and developed

the concepts of calculus and analysis in this theory. Like other people C. Dinu in 2008

introduced the concept of convex functions on time scales. After C. Dinu, Abe-i-kpeng

in 2016 put quasi-convex functions in the context of time scales. However, a vast class

of preinvex functions has not been examined up until now on time scales. So, the

basic thing in this chapter is that we discuss preinvex functions in time scales and also

discuss Hermite-Hadamard inequality for these functions.

5.1 Preinvex Functions

De�nition 5.1.1. Let R be the set of reals and T be aotimeoscale. A subset KT ⊆
ToisoT− invex or simply invex respecting ηT ifoandoonlyoif thereoexists an invex set

K ⊆ R respectingoηosuchothat,oKT = K ∩ T where ηT is restriction of η to time scale

T that is ηT = η for all (x, y) ∈ T× T.

Formally the de�nition becomes as under.

De�nition 5.1.2. Let T beoaotimeoscales , a subset KT ⊆ T is called anoinvexoset
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with respectotooηT : KT×KT → R if ∀a, b ∈ KT andoλ ∈ [0, 1] theogeneratedosegment

[a, a+ ληT(b, a)] isocontainedoin KT .

Example 5.1.3. Let T = R, then KT = [−3,−1] ∪ [0, 5] is invex respecting

η(a, b) =


a− b, ab ≥ 0;

−3− y, a ≥ 0, b ≤ 0;

−y, a ≤ 0, b ≥ 0;

De�nition 5.1.4. Let KT ⊆ T beoanoinvexosetorespecting ηT . Aofunction Φ : KT −→
R is saidotoobeopreinvexorespecting ηT , if

Φ(a+ ληT(b, a)) ≤ λΦ(b) + (1− λ)Φ(a), (5.1.1)

holds foroalloa, b ∈ KT and λ ∈ [0, 1].

Theorem 5.1.5. A function f : KT → R isopreinvexowithorespectoto ηT ifoandoonly

ifotheoepigraph ofof is invex set in T× R.

Proof. Leto epif =
{

(x, y) ∈ T× R : f(x) ≤ y
}
oisoanoinvexosetorespecting

ή
(

(x1, y1), (x2, y2)
)

=
(
ηT(x2, x1), y2 − y1

)
, then for (x1, y1), (x2, y2) ∈ epif andoλ ∈

[0, 1]

(x1, y1) + λή
(

(x1, y1), (x2, y2)
)

= (x1, y1) + λ
(
ηT(x2, x1), y2 − y1

)
=
(
x1 + ληT(x2, x1), λy2 + (1− λ)y1

)
∈ epif.

Then by invexity of epif , we have

f(x1 + ληT(x2, x1)) ≤ λy2 + (1− λ)y1.
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We alsoohave

λf(x2) + (1− λ)f(x1) ≤ λy2 + (1− λ)y1.

From these two inequalities we deduce that,

f(x1 + ληT(x2, x1)) ≤ λf(x2) + (1− λ)f(x1).

This prove preinvexity of f.

Conversely, we prove invexity of epif respecting ή, when f isogiven toobe preinvex.

For this, since (x1, y1), (x2, y2) ∈ epif and λ ∈ [0, 1] we have,

(x1, y1) + λή
(

(x1, y1), (x2, y2)
)

= (x1, y1) + λ
(
ηT(x2, x1), y2 − y1

)
=
(
x1 + ληT(x2, x1), λy2 + (1− λ)y1

)
.

By preinvexity of f ,

f(x1 + ληT(x2, x1)) ≤ λf(x2) + (1− λ)f(x1)

≤ λy2 + (1− λ)y1. (5.1.2)

Hence we are done with the proof.

Theorem 5.1.6. Let KT = K ∩ T be an invex set respecting ηT in T whereoK is

invexowithorespect toosome η in R. A functionof : KT → R is preinvexorespecting

ηT if and onlyoifothereoexistsoa preinvexofunction f̃ : R→ R respecting some η and

suchothat f̃(t) = f(t) foroall t ∈ KT .

Proof. Su�ciency followsofrom preinvexity of f̃ .

To see necessary part letous assume thatof is invex set withorespect to ηTon KT .
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Weode�ne f̃ : K → R by

f̃(x) =



f(x), if x ∈ KT ;

f(y) + f(t)−f(y)
ηT(y,t)

(x− y), x ∈ (y, t) with x ∈ K\KT and t, y ∈ KT;

f(y), x ∈ (t, y) with x ∈ K\KT and y ∈ KT;

f(t), x ∈ (t, y) with x ∈ K\KT and t ∈ KT.

The proof of f̃ is preinvex is divided into three cases:

Case 1: x, y ∈ KTthen we are done.

Case 2: x ∈ KTand y ∈ K\KT then we argument as follows, Weohave either x+λη(y, x) ∈
KT or in K\KT. In �rst subcase we are done. But, if x+ λη(y, x) ∈ K\KT then

we can �nd t ∈ KT such that t > y and x+ λη(y, x) ∈ (x, t), and so

f̃(x+ λη(y, x)) = f(x) +
f(t)− f(x)

ηT(x, t)
(x+ λη(y, x)− x)

By using the factothat η(y, x) ≤ ηT(x, t), we obtain

f̃(x+ λη(y, x)) ≤ f(x) +
f(t)− f(x)

ηT(x, t)
ληT(x, t)

f̃(x+ λη(y, x)) ≤ (1− λ)f(x) + λf(t)

And

f̃(x+ λη(y, x)) ≤ (1− λ)f(x) + λf(y).

Case 3: x, y ∈ K\KTthen preinvexity of f̃ follows from previous two cases.
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Remark 5.1.7. In the above result if ηT(a, b) = b− a we get Theorem (3.4) of [16].

We can de�ne Condition C for time scales as follows.

De�nition 5.1.8. Let KT ⊆ T beoan invex set respecting a function ηT . Weosay

that ηT satis�es condition C if the following equalities holds

ηT(x, x+ tηT(y, x)) = −tηT(y, x). (5.1.3)

ηT(y, x+ tη
T
(y, x)) = (1− t)ηT(y, x). (5.1.4)

Theorem 5.1.9. Letoa, b ∈ T be aopair ofopoints,olet [a, b] = I ∩ T be an invex

set respectingoaomapping ηT . Then ηT(y, x)oisocollinearowithob − aoforoevery pairoof

points in [a, b].

Proof. Let x, y ∈ [a, b] , x = a+ t1(b− a) , t1 ∈ [0, 1].oSince

x+ tηT(y, x) ∈ [a, b]

then,

x+ tηT(y, x) = a+ t2(b− a),

a+ t1(b− a) + tηT(y, x) = a+ t2(b− a),

ηT(y, x) =
t2 − t1
t

(b− a).

This proves the collinearity .

Corollary 5.1.10. Let KT ⊆ T beoan invex set with respect to aomapping ηT.oLet

a, b ∈ KT beoa pairoof pointsosuch thatothe generated time scale interval [a, a+ηT(b, a)]

is invex respectingoηT.oThen ηT(y, x) isocollinear with ηT(b, a) foroevery pairoof points

xoandoy.

Proof. Let x , y ∈ [a, a + ηT(b, a)] then x = a + t1ηT(b, a), where t1 ∈ [0, 1]oand since
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[a, a+ ηT(b, a)] is invex respecting ηT(y, x), then

x+ tηT(y, x) ∈ [a, a+ ηT(b, a)]with t ∈ [0, 1].

Therefore,

x+ tηT(y, x) = a+ t2ηT(b, a).

Inserting value of x and simplifying results in,

ηT(b, a) =
t

t2 − t1
ηT(y, x).

This shows that the two are collinear.

Theorem 5.1.11. Let KT ⊆ T beoan invex set respectingoηTothat satis�es conditionoC,

andoletof : KT −→ R beoa preinvex function with respect to ηT. Thenothe functionof

is convex onothe generatedotime scale interval [a, a+ ηT(b, a)]ofor every pairoof points

a, b ∈ KT.

Proof. Letox, y ∈ [a, a+ ηT(b, a)] then x = a+ t1ηT(b, a) and y = a+ t2ηT(b, a) we have,

x+ ληT(y, x) = a+ t1ηT(b, a) + ληT(a+ t1ηT(b, a), a+ t2ηT(b, a))

= a+ ηT(b, a) + λ(t2 − t1)ηT(b, a)

= a+ ηT(b, a)− λ[(t1 − t2)ηT(b, a) + a− a]

= (1− λ)(a+ t1ηT(b, a)) + λ(a+ t2ηT(b, a))

= (1− λ)x+ λy.

Now consider,

f((1− λ)x+ λy) = f(x+ ληT(y, x)) ≤ (1− λ)f(x) + λf(y).

whichoprovesoconvexity ofof .
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5.2 Hermite-Hadamard Inequality

Inothisosection we discuss time scales version of Hermite-Hadamard inequality for

preinvex functions and compare that with that given for reals.

First we present some notations adopted from [4].

LetoT beoa time scale withoall points as right scattered and a, b ∈ T then by [a, b]T

we mean time scaleointerval, let us de�ne T[a,b] = { b−t
b−a ; t ∈ [a, b]T}. Clearly it can be

seen that T[a,b] ⊂ [0, 1] and T[a,b] = [0, 1] if T is continuous, also we can see there is

bijection betweeno[a, b]T and T[a,b].

We �rst establish the inequality for Z and then for general time scales.

Theorem 5.2.1. Supposeothat Φ : KZ → R be aopreinvexofunction respecting $Z

which satisfy condition C and Φ is rd-continuous with KZoan invex set respecting the

same $Z, and let a, b ∈ KZ be such that I = [a, a + $Z(b, a)] has an odd number of

points then, prove that

Φ
(
a+

$Z(b, a)

2

)
≤ 1

2$Z(b, a)

[ ∫ a+$Z(b,a)

a

Φ(x)∆x+

∫ a+$Z(b,a)

a

Φ(x)∇x
]

(5.2.1)

≤ Φ(a) + Φ(a+$Z(b, a))

2

holds.

Proof. Let

I[0,1] = Z[a,a+$Z(b,a)]

then, foro�x λ ∈ I[0,1] de�ne

x = a+ λ$Z(b, a), y = a+ (1− λ)$Z(b, a).

then, it canobe easily seenothat x, y ∈ I and we can write

a+
$Z(b, a)

2
=
x+ y

2
=
a+ λ$Z(b, a) + a+ (1− λ)$Z(b, a)

2
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and by Theorem (5.1.11) Φ is convex on I. We have,

Φ
(
a+

$Z(b, a)

2

)
≤ 1

2

(
Φ(a+ λ$Z(b, a)) + Φ(a+ (1− λ)$Z(b, a))

)
.

Integrating both sides over I[0,1] we have,

∫
I[0,1]

Φ
(
a+

$Z(b, a)

2

)
∆λ ≤ 1

2

[ ∫
I[0,1]

Φ(a+λ$Z(b, a))∆λ+

∫
I[0,1]

Φ(a+(1−λ)$Z(b, a))∆λ
]
.

Now let us look closely at both integrals on right side.

First we conside ∫
I[0,1]

Φ(a+ λ$Z(b, a))∆λ.

Let us de�ne v : I → I[0,1]by v(x) = x−a
$Z(b,a)

= λ, v is increasing clearly and we have

x = v−1(λ), by using substitution rule (2.4.5) we have

∫
I[0,1]

Φ(a+ λ$Z(b, a)∆λ =

∫ v(a+$Z(b,a))

v(a)

(Φ ◦ v−1)(λ)∆λ

=

∫ a+$Z(b,a)

a

Φ(x)v∆(x) =
1

$Z(b, a)

∫ a+$Z(b,a)

a

Φ(x)∆x,

where v∆(x) = 1
$Z(b,a)

.

Next let us observe the second integral

∫
I[0,1]

Φ(a+ (1− λ)$Z(b, a))∆λ.

De�ne,

u(x) =
a+$Z(b, a)− x

$Z(b, a)
= 1− λ,

it can be seen that v−1(1− λ) = u−1(λ) is decreasing and we have by substitution rule

(2.4.7), it can be obtain that,
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∫
I[0,1]

Φ(a+ (1− λ)$Z(b, a))∆λ = −
∫ u(a+$Z(b,a))

u(a)

(Φ ◦ u−1)(λ)∆λ

= −
∫ a+$Z(b,a)

a

Φ(x)u∇(x)∇x =
1

$Z(b, a)

∫ a+$Z(b,a)

a

Φ(x)∇x,

where

u∇(x) = − 1

$Z(b, a)
.

This proves left side of (5.2.1), that is,

Φ
(
a+

$Z(b, a)

2

)
≤ 1

2$Z(b, a)

[ ∫ a+$Z(b,a)

a

Φ(x)∆x+

∫ a+$Z(b,a)

a

Φ(x)∇x
]
. (5.2.2)

Now we moveoto the proof of right side,

Since Φ isoconvexoon I, weohave,

Φ(a+ λ$Z(b, a)) = Φ((1− λ)a+ λ(a+$Z(b, a)))

≤ (1− λ)Φ(a) + λΦ(a+$Z(b, a))

that is

Φ(a+ λ$Z(b, a)) ≤ (1− λ)Φa+ λΦ(a+$Z(b, a)).

and

Φ(a+ (1− λ)$Z(b, a)) ≤ λΦa+ (1− λ)Φ(a+$Z(b, a)).

adding these two and integrating over I[0,1], we get

1

$Z(b, a)

[ ∫ a+$Z(b,a)

a

Φ(x)∆x+

∫ a+$Z(b,a)

a

Φ(x)∇x
]
≤ Φ(a) + Φ(a+$Z(b, a)). (5.2.3)

Combining (5.2.2) and (5.2.3) we have the required result.
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Now we discuss the described iequality for general discrete time scales and show

that the continous case follows from here.

Theorem 5.2.2. Supposeothat Φ : KT → R be aopreinvexofunction respecting $T

which satisfy condition C and Φ is rd-continuous with KTan invex set respecting the

same $T, and let a, b ∈ KT be such that I = [a, a + $T(b, a)] has an odd number of

points and there exists functions φ : I → I and k : I → R+ de�ned by

φ(a+ λ$T(b, a)) = a+ (1− λ)$T(b, a)

with λ ∈ T[a,a+$T(b,a)], and

k(x) =


φ(x)−m
φ(x)−x , x 6= m;

1
2
, x = m,

where m is midpoint of I. Then

Φ
(
m
)
≤ 1

$T(b, a)

[ ∫ a+$T (b,a)

a

k(x)Φ(x)∆x−
∫ a+$T(b,a)

a

k(x)φ∇(x)Φ(x)∇x
]

(5.2.4)

≤ m[0,1]Φ(a) + (1−m[0,1])Φ(a+$T(b, a)).

holds, where m[0,1] is midpoint of T[a,a+$T(b,a)].

Proof. Let

I[0,1] = T[a,a+$T(b,a)]

then, foro�x λ ∈ I[0,1] de�ne

x = a+ λ$T(b, a), y = a+ (1− λ)$T(b, a).

then, it canobe easily seen thatox, y ∈ I and we have m[x,y] = m where m[x,y] is

midpoint of the segment [x, y] and m is midpoint of I,
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we have for x 6= m

m[x,y] =
y −m[x,y]

y − x
x+

m[x,y] − x
y − x

y.

m =
y −m
y − x

x+
m− x
y − x

y,

with m = m[x,y].

By using convexity on the segment I we have

Φ(m) ≤ y −m
y − x

Φ(x) +
m− x
y − x

Φ(y),

Φ
(
m
)
≤ k(x)Φ(x) + k(y)Φ(y).

Integrating both sides over I[0,1] we have

∫
I[0,1]

Φ(m)∆λ ≤
∫
I[0,1]

k(x)Φ(x)∆λ+

∫
I[0,1]

k(y)Φ(y)∆λ,

Now let us look closely at both integralsoonorightoside.

First we consider ∫
I[0,1]

k(x)Φ(x)∆λ.

Let us de�ne

v : I → I[0,1]

by

v(x) =
x− a
$T(b, a)

= λ,

v is increasing clearly and we have x = v−1(λ). By setting G := k · Φ. Then we

have k(x)Φ(x) = G(v−1(λ)). And using substitution rule (2.4.5) we have

∫
I[0,1]

G(v−1(λ))∆λ =

∫ v(a+$T(b,a))

v(a)

(G ◦ v−1)(λ)∆λ
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=

∫ a+$T(b,a)

a

G(x)v∆(x) =
1

$T(b, a)

∫ a+$T(b,a)

a

G(x)∆x

=
1

$T(b, a)

∫ a+$T(b,a)

a

k(x)Φ(x)∆x.

whereov∆(x) = 1
$T(b,a)

.

Next let us observe the second integral

∫
I[0,1]

k(x)Φ(x)∆λ.

De�ne u(x) = a+$Z(b,a)−x
$Z(b,a)

= 1−λ,it can be seen that v−1(1−λ) = u−1(λ) is decreasing

and we have by substitution rule 2.4.7, it can be obtained that,

∫
I[0,1]

G(v−1(λ))∆λ = −
∫ u(a+$T(b,a))

u(a)

(G ◦ u−1)(λ)∆λ

= −
∫ a+$T(b,a)

a

G(x)u∇(x)∇x =
−1

$T(b, a)

∫ a+$T(b,a)

a

k(x)φ∇(x)Φ(x)∇x,

where u∇(x) = u(x)−u(ρ(x))
x−ρ(x)

= v(y)−v(ρ(y))
x−ρ(x)

=
y−a

$T(b,a)
− ρ(y)−a
$T(b,a)

x−ρ(x)

= 1
$T(b,a)

y−ρ(y)
x−ρ(x)

= 1
$T(b,a)

φ(x)−φ(ρ(x))
x−ρ(x)

= φ∇(x)
$T(b,a)

.

This proves left side of (5.2.4) , that is,

Φ(m) ≤ 1

$T(b, a)

[ ∫ a+$Z(b,a)

a

k(x)Φ(x)∆x−
∫ a+$Z(b,a)

a

k(x)φ∇(x)Φ(x)∇x
]
. (5.2.5)

Now we move to the proof of right side,
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Since Φ isoconvexoon I, weohave,

Φ(x) = Φ((1− λ)a+ λ(a+$T(b, a)))

≤ (1− λ)Φ(a) + λΦ(a+$T(b, a))

that is

Φ(x) ≤ u(x)Φ(a) + v(x)Φ(a+$T(b, a))

=⇒ k(x)Φ(x) ≤ k(x)u(x)Φ(a) + k(x)v(x)Φ(a+$T(b, a)).

and

k(y)Φ(y) ≤ k(y)u(y)Φ(a) + k(y)v(y)Φ(a+$T(b, a)).

Adding these two inequalities we have,

k(x)Φ(x)+k(y)Φ(y) ≤ [k(x)u(x)+k(y)u(y)]Φ(a)+[k(x)v(x)+k(y)v(y)]Φ(a+$T(b, a)),

(5.2.6)

by simple calculation

u(x)k(x) + u(y)k(y) =
a+$T(b, a)− x

$T(b, a)
· y −m
y − x

+
a+$T(b, a)− y

$T(b, a)
· x−m
x− y

we have

=
a+$T(b, a)−m

$T(b, a)
= u(m) = m[0,1],

and

v(x)k(x) + v(y)k(y) =
m− a
$T(b, a)

= v(m) = 1−m[0,1].
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Integrating both sides of (5.2.6) over I[0,1], we get

1

$T(b, a)

[ ∫ a+$T(b,a)

a

k(x)Φ(x)∆x−
∫ a+$T(b,a)

a

k(x)φ∇(x)Φ(x)∇x
]

≤ m[0,1]Φ(a) + (1−m[0,1])Φ(a+$T(b, a)). (5.2.7)

Corollary 5.2.3. For T = Z. Prove that the above inequality becomes the inequality

given in (5.2.3).

Proof. Here φ(x) = 2a + $Z(b, a) − x and k(x) = 1
2
with φ∇(x) = −1. Inserting this

data weohave the desired inequality.

Corollary 5.2.4. Let T = R then prove that (5.2.7) becomes Hermite-Hadamard in-

equality for preinvex functions given by

Φ
(
a+

$(b, a)

2

)
≤ 1

$(b, a)

∫ a+$(b,a)

a

Φ(x)dx ≤ Φ(a) + Φ(a+$(b, a))

2
.

Proof. Since Φ : K → R is actually an extension of θ : KZ → R, and we know that θ

satis�es (5.2.5), so as Φ, and also we have,

lim
µ(t)→0

∑
t∈[a,a+$(b,a))

µ(t)Φ(t) =

∫ a+$(b,a)

a

Φ(x)dx,

and

lim
µ(t)→0

∑
t∈(a,a+$(b,a)]

µ(t)Φ(t) =

∫ a+$(b,a)

a

Φ(x)dx.

Hence it follows the result.

Theorem 5.2.5. (Jensen Inequality). Let Tbe time scales and KT be an invex set

respecting $T. Also, let a, b ∈ KT we have [a, a+$T(b, a)] ⊆ KT. Let

g : [a, a+$T(b, a)]→ K
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be and rd-continuous function. Then prove that every preinvex function

Φ : [a, a+$(b, a)]→ R

satisfy the following inequality

Φ
(∫ a+$T(b,a)

a
g(x)∆x

$T(b, a)

)
≤
∫ a+$T(b,a)

a
Φ(g(x))∆x

$T(b, a)
.

Proof. By using convexity of Φ on [a, a + $(b, a)] and Jensen inequality for convexo

functions weoarriveoatotheodesiredoresult.
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Chapter 6

Conclusion

This chapter �nishes up the thesis by expressing and summarizing the inferences and

�ndings. The knowledge assists the reader to understand the essence of the study and

parting ways for future undertakings identi�ed with this territory of research.

We have given Jensen and Hermite-Hadamard inequalities in this settings of time

scale which were previously proved for real numbers. We have observed that our

�ndings are consistent with mentioned inequalities in the case preinvex functions on

reals and for convex functions on time scales. In future, we can carry out re�nements of

Hermite-Hadamard inequality for preinvex functions on time scales. Also, we can de�ne

an analogue of invex functions, named as delta invex functions and study applications

of these functions in optimization, engineering and computer science.
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