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Preface

The main source of the existence of metric fixed point theory is because of
the Mathematician Stefan Banach who established a remarkable fixed point theo-
rem known as Banach Fixed Point Theorem in 1922. Banach fixed point theorem
provides a sufficient condition under which there exists a unique fixed point for a
contraction mapping from a complete metric space to itself. There are very few fixed
point theorems i.e Banach fixed point theorem, which actually have the practical
importance i.e those theorems which provide a constructive method to find fixed
points. These constructive methods provide information about the convergence rate
with the error estimates. A lot of work has been done in the area of generalizing
Banach fixed point theorem. Proinov [25] extended/generalized Banach fixed point
theorem by generalizing the contractive condition which involves a gauge function
of order r > 1. Later, his work was generalized/extended by Maria et al [28]. The
authors proved that Proinov’s results [25] results also hold when the underlying
structure is replaced by a b-metric space.

After generalizing the Banach fixed point theorem in so many ways using single
valued mapping, the research then moved forward when Nadler [21] generalize this
result for multivalued mappings. He investigated the existence of fixed points for
multivalued contraction mappings and succeeded in getting multivalued version of
Banach fixed point theorem. Quanita et al [17] continue in the same direction and
generalized Nadlers [21] results by introducing new contractive condition similar
to the condition used by Proinov [25]. This dissertation is an extension of the
generalized work of Proinov [25] done by Maria et al in [28] and generalized work of
Nadler done by Quanita et al in [17] & [16] in which we use multivalued mappings
with contractive condition involving gauge function in b-metric space.

The dissertation is organized as follow: In Chapter 1 we define the basic ter-
minologies and definitions which we use in our subsequent work. In Chapter 2, we
review the work done by Boriceanu et al in [5] in detail and also try to give answer
to an open question. Chapter 3 contains generalization of some results of [28], [17]
& [16] which is generalized for two different mappings.The extension of the results is
first done for multivalued mappings from a nonempty set X into nonempty proxim-
inal closed subsets of X and secondly, for multivalued mappings from a nonempty
set X into nonempty closed bounded subsets of X.
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Chapter 1

Introduction and preliminaries

We start with defining the fundamental concepts that we used for the development
of our results.

Let X be a nonempty set, throughout the thesis, J denotes an interval on RT
containing 0, i.e, an interval of the form [0, R], [0, R) or [0,00) and (]0,0] = {0})
whereas P,(t) denotes a polynomial of the form P,(t) =1+t + ... +t"71.

1.1 Fixed point

Definition 1.1.1. [18§]
Let (X, d) be a metric space and let f: X — X be a mapping. Then

1. A point z € X is called a fixed point of f if x = f(z).

2. f is called contraction if there exists a fixed constant o < 1 such that
d(f(x), f(y)) < ad(z,y) (1.1.1)

for all z,y € X.

1.2 Banach fixed point theorem

Banach fixed point theorem which is also known as the contraction mapping theorem
is the one of the most important results of analysis. In fact, it is considered to be
the building block of metric fixed point theory. The statement of Banach fixed point
theorem states

Theorem 1.2.1. [18]
Let (X, d) be a complete metric space, then each contraction map f : X — X has
a unique fixed point.



1.2.1 Some extensions of Banach fixed point theorem

Many authors succeed in trying to generalize and extend this theorem in different
ways e.g, Rakotch [26] generalized Banach fixed point theorem by using a gauge
function in the following way

Theorem 1.2.2. [26] Let X be a complete metric space and suppose that T : X —
X satisfies

d(Tz,Ty) < (d(z,y))d(z,y),

for each z,y € X where ¢ : R, — [0,1) is monotonically non decreasing. Then T
has a unique fixed point, A, and (7™(x)) converges to A for each x € X.

Boyd and Wong [7] generalize Banach fixed point theorem in the following way:

Theorem 1.2.3. [7] Let X be a complete metric space and suppose that T : X — X
satisfies

d(Tz, Ty) < p(d(z,y)),

for each x,y € X where ¢ : R, — [0, 400), is upper semicontinuous from the right
and satisfies 0 < ¢(t) < t for ¢ > 0. Then T" has a unique fixed point A, and (7" (z))
converges to A for each x € X.

Banach fixed point theorem is among those few theorems in mathematics which
gives us a constructive method for finding the fixed point. By using these construc-
tive methods one is able to find the error estimates and convergence rates. In this
direction, Proinov [25] extended Banach fixed point theorem for single valued map-
ping by introducing a new function called gauge function of order r» > 1 and also
obtained error estimates. Let us start with the definition of gauge function which is
used in Proinov’s work and is also fundamental for our work.

1.3 Gauge function

Definition 1.3.1. [25]
A function ¢ : J — J is said to be a gauge function of order r > 1 on J if it satisfies
the following conditions:

L. o(At) < A"p(t) for all A€ (0,1) and t € J;
2. o(t) <t for all te J—{0};

Let ¢™ denote the nth iterate of a function ¢ : J — J.
From condition (1) of the definition we have that ¢(0) = 0 and ¢(t)/t" is non-
decreasing on J — {0}.



Bianchini-Grandolfi gauge function

Definition 1.3.2. [25]
A nondecreasing gauge function ¢ : J — J is said to be a Bianchini-Grandolfi gauge
function if
o(t) = Xale@"(t) < oo
for all t € J.

Using this definition of gauge function Proinov generalized the Banach contrac-
tion principle in following way (see[25] for detail proof).

Theorem 1.3.3. [25]

Let (X, d) be a complete metric space and let D be a nonempty subset of X, ¢ is a
Bianchini-Grandolfi gauge function on an interval J and let 7': D C X — X be an
operator such that

d(Tx, T?x) < @(d(x, Tx))
for all x € D,Tx € D with d(z,Tx) € J. Suppose that zy € D such that

d(xg,Tzg) € J and all the iterate z,,41 = Tz, € D. Then the iterative sequence
ZTni1 = Tz, converges to a fixed point & of T'.

After generalizing the BCP for single valued mappings the research took a new
turn when Nadler [21] investigated that whether fixed points exist when the single
valued mappings are replaced by multivalued contraction mappings. He succeeded
in developing a multivalued version of BCP by using the definition of Hausdorff
metric.

Definition 1.3.4. [10]
The generalized Housdorff metric on C'B(X) generated by metric d is

H(A,B) = max{supd(x, B), supd(y, A)}

z€A yeB

for every A, B € CB(X).

Theorem 1.3.5. [21]

Let (X,d) be a complete metric space. Then, each contraction mapping 7' from
nonempty set X into CB(X) the class of all nonempty bounded and closed subsets
of X, has a fixed point.

The authors in [16] and [17] generalize and extend the fixed point theorems
proved by Nadler and Proinov. The work done by the authors in [16] and [17] is
the combination of the concepts used in [18] and [25]. In [17] the authors extend
the results for multivalued contraction mappings from a nonempty set X to set of
all nonempty closed and bounded C'B(X) subsets of X , and in [16] to the set of all
nonempty proximinal closed PC'(X) subset of X satisfying the contractive condition
involving gauge function. Consider the following basic definitions
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Definition 1.3.6. [28§]
Let f: D C X — X and there exist some x € D such that the set O(z) =
{x, fz, f>z,..} C D. The set O(z) is known as an orbit of x € D.

Definition 1.3.7. [17]
A mapping f : X — R is said to be T-orbitally lower semi continuous if {z,} is a
sequence in O(T, zo) and z,, — £ implies f(&) < limyinf f(z,).

Theorem 1.3.8. [17]
Let (X, d) be a complete metric space, D be a closed subset of X, ¢ is Bianchini

Grandolfi gauge function on interval J and T be a mapping from D into C'B(X)
such that Tz N D # () and

H(TxzND,TynD) < o(d(z,y)) (1.3.1)

for all z € D and y € T N D with d(z,y) € J. Moreover,the strict inequality holds
when d(x,y) # 0. Suppose zo € D is such that d(z,z) € J for some z € Txo N D
Then:

1. there exists an orbit {z,} of T in D and £ € D such that lim,z, = &;

2. ¢ is a fixed point of T in D if and only if function f(z) = d(z,Tz N D) is
T-orbitally lower semi-continuous at &.

Definition 1.3.9. [11]
A subset A of X is called proximinal if, for each = € X, there is an element a € A
such that d(z,a) = d(z, A), where d(x, A) = inf{d(z,y) : y € A}.

Definition 1.3.10. [16]
Let (X, d) be a metric space and T : X — PC(X) and xy € X. Then there exists a
proximinal orbit {z,} C X of T" at the point x, i.e.,

Tpt1 €Tz, n=0,1,2 ..

with d(x,, ny1) = d(z, Txy,).

Theorem 1.3.11. [16]
Let T : D ¢ X — PC(X) be an operator on a complete metric space (X,d)
satisfying

H(Tz,Ty) < p(d(z,y))

with a Bianchini-Grandolfi gauge function ¢ on an interval J. Then, starting from an
initial point xy of T the iterative sequence {x,} remains in B(xg, pg) and converges
to a point & which belongs to each of the closed ball B(x,, p,); n=0,1,...,with center
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z, and radius p, = o(d(z,, Tx,)), where o : J — R;. Moreover, for each n > 1 we
have

d(xn’ xn-&-l) < gp(d(xn—b xn))

If £ € D and T is continuous at &, then ¢ is a fixed point of T'.

Alot of research has been done and many different extended versions of BCP has
been obtained dealing with the generalized mappings and contractive inequalities.
In the last few decades, the fixed point theory has evolved in different generalized
spaces as well i.e., the worked done by authors in [22] for convex metric space,
in [9] for ordered metric spaces. In 1933 a new metric known as b-metric has been
introduced in some works of Czerwik, Heinonen, Bakhtin. After that, several authors
have published their work on fixed point results in b-metric spaces i.e., [[14]-[19]].

In [28] the authors extend the work of Proinov[25] by replacing the usual metric
with b-metric space.

1.4 b-metric space

Definition 1.4.1. [1, 7]

Let X be a nonempty set, R™ set of all non negative real numbers and s > 1 be a
given real number. A function d : X x X — R is said to be a b-metric space if and
only if for all x,y € X the following conditions are satisfied:

(d1) d(z,y) =0 if and only if z = y;

(d2) d(z,y) = d(y,z);

(d3) d(z,z) < s[d(z,y) +d(y, 2)].

The pair (X, d) is called a b-metric space with the coefficient s.
Next we consider few examples for b-metric space.

Example 1.4.2. [?, 12]

(1) Let X :=[,(R) with 0 < p < 1 where [,(R) := {{z,} C R: X2 |z, [P < oo}.
Define d: X x X — R* as

s 1/p
d(CL’, y) = <Z |xn - yn|p)
n=1

where © = {z,,}, y = {yn}. Then (X,d) is a b-metric space with coefficient
s =2/,



(2) Let X = L,[0,1] be the space of all real functions z(t),t € [0, 1] such that
fol |z(t)|Pdt < oco. Define d : X x X — R* as

)= ( | () - o) "

Then (X, d) is a b-metric space with coefficient s = 21/7.

1.4.1 Convergence in b-metric space

Definition 1.4.3. [2§]

A sequence {z,} in a b-metric space X is

Convergent: if and only if there exists x € X such that d(z,,z) — 0 as n — oo and
we write nh_)nolo Ty = T

Cauchy: if and only if d(x,, x,,) — 0 as m,n — oc.
A b-metric space (X, d) is complete if every Cauchy sequence in X converges in X.

Remark 1.4.4. [10]

Let (X, d) be a b-metric space, then a convergent sequence has a unique limit; every
convergent sequence is Cauchy; and in general the b-metric d is not continuous
functional.

Definition 1.4.5. [28, 5] Let (X, d) be a b-metric space. Then a nonempty subset
A C X is called:

1. Closure: A of A is the set consisting of all points of A and its limit points.
2. Closed: A is closed if and only if A = A.

Let (X, d) be a b-metric space with a coefficient s > 1. We assume that f : D C
X — X be an operator and there exist some xy € D such that O(xy) C D. Let the
operator f satisfy the following iterated contractive condition:

d(fz, f*r) < p(d(x, fr)) for all # € O(xg) such that d(z, fz) € J,  (1.4.1)

where ¢ is a gauge function of order » > 1 on an interval J. The iterative processes
consider is of the following type

Tpi1 = fxn, n=01,2,.., (1.4.2)

where f satisfies 1.4.1.



Proinov [25] proved his main results by assuming Bianchini-Grandolfi gauge
functions and the mapping T satisfying the contractive condition d(Tz,T?z) <
@(d(z, Tx)) with usual metric. But in case of b-metric space we consider the gauge
functions satisfying 30° (s"¢"(t) < oo for all t € J where s is the coefficient of
b-metric space. To calculate prior and posterior estimates we consider the gauge

functions of the form o)
p(t) = tT

where s > 1 is the coefficient of b-metric d and ¢ is nonnegative nondecreasing
function on J such that.

for allt e J. (1.4.3)

0<¢(t)<1 for allteJ (1.4.4)

Lemma 1.4.6. [28]
Let ¢ be a Gauge function of order » > 1 on J. If ¢ is a nonnegative and nonde-
creasing function on J satisfying (1.4.3), (1.4.4) then;

()

1. 0<—= <1 forallt e J;
s

2. ¢(ut) < pte(t) for all we (0,1) and t € J.

Lemma 1.4.7. [28]

Let ¢ be a gauge function of order » > 1 on J. If ¢ is a nonnegative and non-
decreasing function on J satisfying (1.4.3) and (1.4.4), then for every n > 0 we
have:

Lo (t) < t[@]f%(’“) for all t € J;
2. ¢(pn(t)) < s[@]’”n for all ¢ € J.

S

Proof. 1 Set p = @ and let ¢t € J. Then from Lemma (1.4.6) we obtain 0 < p <
1. For g = 0 the case is trivial. we shall prove (1) by using mathematical
induction. For n = 0,1 the property (1) is trivially satisfied as it reduces to
an equality. Let it also hold for any integer n > 1,1.e.,

PU(t) <t

Since ¢ is nondecreasing on .J, we obtain (as tuf*") € J and pu < 1)

< gt ] (1.4.5)
t

< P20 (1.4.6)
S

tpr P = gy P (), (1.4.7)



2 By making use of Lemma 1.4.6 and monotonicity of ¢,(1) leads to the following;

o' 0) < otZ)r0) < Pje-nmog)
— S[@]H(T—I)Pn(r)_

Which completes the proof. O]

Definition 1.4.8. [28§]
Let ¢ > 1 be a fixed real number. A nondecreasing function ¢ : J — J is said to be
b-Bianchini-Grandolfi gauge function with a coefficient ¢ on J if

o(t) =30

n=0

" (t) < o0 (1.4.8)

for all t € J. We note that a b-Bianchini-Grandolfi gauge function also satisfies the
following functional equation:

a(t) = qo(p(t)) +t. (1.4.9)

Every b-Bianchini-Grandolfi gauge function is also a Bianchini-Grandolfi gauge func-
tion but the converse may not hold. A b-Bianchini-Grandolfi gauge function having
coefficient ¢; > 1 is also a b-Bianchini-Grandolfi gauge function having coefficient
q2 > 1 for every ¢z < q1.

Lemma 1.4.9. [2§]
Every gauge function of order » > 1 defined by (1.4.3) and (1.4.4) is a b-Bianchini-
Grandolfi gauge function with coefficient s > 1.

Theorem 1.4.10. [28]

Let f: D C X — X be an operator on a complete b-metric space (X, d) such that
the b-metric is continuous and f satisfies (1.4.1) with a b-Bianchini-Grandolfi gauge
function of order r > lon an interval J with coefficient s > 1. then starting from an
initial orbital point zo of f the iterative sequence (1.4.2) remains in B(z¢, pg) and
converges to a point ¢ belongs to each of the closed balls B(x,,p,),n = 0,1,2, ...,
where p, = so(d(x,,,+1)), and s > 1 is a coefficient of b-metric space. Further-
more, for each n > 1 we have

d(Tni1,e,) < @(d(Tn, Tno1)).

If £ € D and the function E(z) = d(z, fx) is f-lower semi continuous at &, then & is
a fixed point of f.



The concept used to prove the results in this thesis is the combination of all the
work that is mentioned above. This thesis deals with multivalued mappings used by
Quanita et al in [16] & [17] in b-metric space with contractive condition involving
gauge function ¢ of order » > 1. My work will generalize the work done by Maria
et all in [28] and Quanita et al in [16] & [17] and thus extend the work of Nadler
[21] and Proinov [25] as well. In addition to that we have also reviewed the work
done in [5] and try to give answer to an open question.



Chapter 2

Multivalued fractals in b-metric
space

The purpose of this chapter is to analyze the concept and techniques used to prove
important fixed points results. We reviewed some results given in [5] in which the
authors extended the fractal operator theory for multivalued operators on complete
b-metric space. We also try to give the answer to an open question [given in [5]] and
prove the result in detail.

We start this chapter by considering the following definition.

Definition 2.0.11. [5] The b-metric space is complete if every Cauchy sequence in
X converges.
Next few families of subsets of a b-metric space are defined

P(X) = {Y|Y CcX}; P(X):={Y e P(X)|Y #0};
Py(X) = {Y € P(X)|Y is bounded }; P.,(X):={Y € P(X)|Y is compact }
Py(X) = {Y € P(X)|Y is closed }; CB(X) := P,(X) N Py(X).

2.1 Fractal operator theory

Let us start with considering the basic concept of fractal and multi-fractal operator.

Definition 2.1.1. [5]

Let (X, d) be a metric space, P,,(X) denotes the family of all nonempty and compact
subsets of X and F},...F,, : X — P.,(X) be a finite family of upper semicontinuous
(see [29], for example) multivalued operators. We define the multi-fractal operator
Tr generated by the iterated multi-functions system F = (Fy, Fy, ..., F),) (finite
collection of contraction mappings) by the following relation

Tp(Y) = | JFi(Y), for each Y € Py(X).
=1
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Then, by the upper semicontinuity of the operators F; we have that Tr : P.,(X) —
P.,(X). A nonempty compact subset A* of X is said to be a multivalued fractal
with respect to the iterated multi-functions system set of contraction mappings
F = (Fy, ..., F,,) if and only if it is a fixed point for the associated multi-fractal
operator, i.e. Tp(A*) = A*.

In particular, if Fi := f; are continuous single-valued operators, then a fixed point
for the fractal operator

Ty : Pol(X) = Po(X), Tr(Y) = fi(Y)
i=1
generated by the iterated functions system f = (f1, fa, ..., fm) is said to be a self-

similar set or a fractal.

Let us consider the example of Sierpinski triangle to understand the concept of
the definition given above.

Example 2.1.2. We will start with a solid equilateral triangle Sy. To create sier-
pinski triangle we will use three transformation Fi, F3, F3. All three transformations
Fi, Fy, F3 map the plane R? — R? [where R? is two dimensional Euclidean space].

1. The first transformation is a uniform rescaling by a factor of 1/2. which is

A= [+ ]

2. The second transformation is a uniform rescaling by a factor of 1/2 followed
by a translation to the right by 1/2.

A =[5l [

3. The third transformation is a uniform rescaling by a factor of 1/2 followed by
a translation to the right by 1/4 and up 1/2. which is

- L4

11



Uniform rescaling by a Translation to the right by

factor of 1/2 1/2.

A

Translation to the up by 1/2.

We can observe the working of these three transformation in the following figure.

The pictures of first few iterations while creating Sierpinski triangle are:

A

AAAA

Since the transformation is contractive that is, the transformation brings points
closer together, then the image will begin to converge. After infinitely many itera-
tions, the image will converge to what is called an attractor. F' = Fy U F, U ... F,.
That is F = J_, Fi.

12



Definition 2.1.3. [5] Let (X, d) be b-metric space and A be a nonempty subset of
X then:

1. Compact: if and only if for every sequence of elements of A there exists a
subsequence that converges to an element of A.

2. Bounded: if and only if 6(A) := sup{d(a,b)|a,b € A} < 0.
Definition 2.1.4. [5]
(1) D:P(X) x P(X) = Ry U{+o0}
inf{d(a,b)la € A,be B}, A#0+#B
D(A,B) =140 A=0=B
+o0 otherwise
In particular, if zp € X then D(xy, B) = D({xo}, B).

Definition 2.1.5 ([5]). Let (X,d) be a b-metric space. If F' : X — P(X) is
a multivalued operator, then we denote by Fiz(F') the fixed point set of F, i.e
Fiz(F) := {z € X|x € F(z)} and by SFix(F) the strict fixed point set of F, i.e.
SFix(F)= {z € X|x = F(z)}.

Lemma 2.1.6. [5]
Let (X, d) be a b-metric space and let A, B € P(X). We suppose that there exists
1 > 0 such that:

1 for each a € A there is b € B such that d(a,b) < n;

2 for each b € B there is a a € A such that d(a,b) <.
Then, H(A, B) <.

Lemma 2.1.7. [5]
Let (X, d) be a b-metric space. Then

D(xz,A) < s[D(z,B) + H(A, B)], for all x € X and A, B € P(X)

Lemma 2.1.8. [5] Let (X, d) be a b-metric space. Then for all A, B,C' € P(X) we
have
H(A,C)<s[H(A,B)+ H(B,C)].

Lemma 2.1.9. ([10])

1 Let (X,d) be a b-metric space and A, B € P,,(X). Then for each a € A there
exists b € B such that
d(a,b) < sH(A, B).

2 Let (X, d) be a b-metric space with d : X x X — R, a continuous b-metric and
let A,B € P.,(X). Then for each a € A there exists b € B such that

d(a,b) < H(A, B).

13



2.2 Comparison function

Definition 2.2.1. [8, 27]

¢ : Ry — Ry is said to be a comparison function(see [8],[27]) if it is increasing and
©*(t) — 0 as k — +oo.

As a consequence, we also have ¢(t) < t, for each t > 0, p(0) = 0 and ¢ is continuous
in 0.

Definition 2.2.2. [5]

A comparison function ¢ : Ry — R, is said to be a strict comparison function
if limy o0 (t — @(t)) = 400. A function ¢ : R, — R, is said to be a strong
comparison function if it is strictly increasing and Y~ ¢"™(t) < 400, for each ¢t > 0
(see [27] for details).

Definition 2.2.3. [5]
Let (X,d),(Y,p) be b-metric spaces. An operator f : X — Y is said to be a
p-contraction if ¢ : Ry — Ry and p(f(x), f(y)) < p(d(z,y)), for all z,y € X.

Definition 2.2.4. [5]

2.2.1 b-comparison function

[5] A function ¢ : R, — R, is called a b-comparison function (with s > 1) if ¢ is
increasing and there exist ky € N, a €]0,1[ and a convergent series of non-negative
terms Y -, vy, such that

sFHLORL() < astF(t) + vy, for k > kg, and any ¢t € R,

Moreover, any b-comparison function is a comparison function.

For example, if(X, d) is a b-metric with constant s > 1, then (t) := at, for each t €
R, ( with a €]0, %[) is a b-comparison function. For other examples and properties
of the b-comparison functions see [3],[23].

Definition 2.2.5. [5]
let (X, d) be a b-metric space. An operator f : X — X is, by definition, a Picard
operator if:

1 Fix(f)={z"};
2 (f"(x))nen — ¥ as n — oo, for all x € X.

Theorem 2.2.6. [23]

Let (X, d) be a complete b-metric space (with constant s > 1) such that the b-metric
is a continuous functional on X x X. Let ¢ : R, — R, be a b-comparison function
and f: X — X be a p-contraction. Then f is a Picard operator (denote by x* the
unique fixed point of f).

14



Proof. We want to show that for any xy € X the iterates z, = fx, 1 forn > 1
converges to a fixed point of f.
For any n > 1 we have

d(mnv xn—&-l) = d(fxn—lv f$n) < @d($n> l‘)
Therefore

Spd(xnfla ajn)
SOQd(xn—la mn—l)

d(xna anrl)

VANRVANVAN

< @"d(zg,x1).

Using triangular inequality we have

(X, Tp) < 8"d(2p, Tpi1) + 8" (g1, dTpys) + o+ 8" (T 1, )
< s"p"d(zo, x1) + 8" " d( (o, dxy) + ..+ ST ™ (g, 1)
< ) spld(mg, m).

=0

¢ is a b-comparison function {z,} is cauchy sequence in (X, d). As (X, d) is complete
so there exists x* € X such that z,, — z*.
Now we will show that z* is a fixed point of f. we have

d(z*, fx*) sld(z”, x,) + d(x,, f¥)]
sld(z”, ) + d(fzn, fz")]
(I*vxn) + pd(z*, 1,)]

s(d(x”, xn))[1 — sy].

Taking limn — oo we have d(z*, fz*) = 0

VAN VAN VAN VAN
»
=

x* is a fixed point.
For uniqueness let x and y be two fixed points.

z = f(x) y=f(y)
Then

d(z,y) = d(fz, fy) < ed(x,y)

which is a contradiction. O
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Lemma 2.2.7. [5]

Let (X,d) be a b-metric space and F' : X — P.,(X) be a multivalued contractive
operator (i.e., H(F(z), F(y)) < d(x,y), for each z,y € X with x # y). Then, for
any Y € P, (X) we have that FI(Y) € P.,(X).

Proof. If we choose (yn)nen C F(Y), then there exists (x,)neny C Y such that
Yn € F(z,),n € N. We may assume that (z,)ney — 2 in Y and x,, # z, for each
n € N. Then, in view of Lemma 2.1.9(1), for y, € F(x,) there exists u,, € F(x)
such that d(y,,u,) < sH(F(z,),(F(x))) < sd(x,,z) — 0 as n — +oo. Hence
d(Yn, uy) — 400 as n — 400. Since F(X) is a compact set, we obtain that there
exists a subsequence of (u,)neny Which converges to a certain element u € F(z). We
denote this subsequence by (u,)nen too. Then, we have

Ad(Yn,y) < $[d(Yn,un) + d(un,y)] = 0 as n — +oo

Thus (Yn)neny — y € F(z) C F(Y). This completes the proof. O

The system F' = (F7, ..., F,) is called an iterated multifunction system(IMS), see
[2],[13]. We called Tr the multi-fractal operator generated by the IMS F. A fixed
point of T is by, definition, a multivalued fractal. In this setting, a set A} € P, (X)
is called an attractor of the IMS F if, for each A € P,.,(X), the sequence (T%(A))nen
converges to Ay in (P.,(X), H) as n — +o0.

Theorem 2.2.8. [5]

Let (X, d) be a complete b-metric space (with constant s > 1) such that the b-metric
is a continuous functional on X x X. Let F;, : X — P.,(X) be a multivalued -
contractions for each ¢ € {1,2,...,m} such that ¢ : R, — R, be a b-comparison

function.
Then:

a Tp: (Py(X), Hy) = (Pyp(X), Ha);
b TF is a ¢-contraction;

¢ Tr is a Picard operator having a unique fixed point A} € P.,(X) which is a
multivalued fractal and an attractor of the IMS F = (Fy, Fy, ..., F,,)

Proof. a Since ¢ : R, — R, is a b-comparison function. Thus, F; is contractive for
each i € {1,2,...m}, since p(t) < t for t > 0. Hence, by Lemma 2.2.7, we get
that Tp : (Pp(X), Ha) = (Pyp(X), Hy).

b We are proving that H(Tr(A),Tr(B)) < @(H(A, B)), for each A, B € P.,(X).
For this purpose, let A, B € P.,(X) and let w € Tp(A). Then, there exists
i € {1,...,m} such that u € F;(A). Moreover, there exists a € A such that
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u € Fj(a). For a € A, by the compactness of the sets A and B there exists
b € B such that there exists a € A such that

d(a,b) < H(A, B). (2.2.1)

Then, for u € Fj(a), by Lemma 2.1.9, there exists v € F;(b) such that
d(u,v) < H(F;(a), F;(b)). (2.2.2)

Thus, by (2.2.1) and (2.2.2) we get that for each u € Tx(B) such that
d(u,v) < H(Fia), F(b) < ¢d(a,b) < p(H(A,B).  (223)

By a similar procedure, we obtain that for each v € Tr(B) there exists u €
Tr(A) such that

d(u,v) < p(H(A, B)). (2.2.4)
Thus,Lemma2.1.6, (2.2.3) and (2.2.4) together imply that
H(Tr(A), Tr(B)) < ¢(H(A, B)).

Thus, we obtain that Tx is a self p-contraction on the complete metric space
(FPep(X), Ha).

¢ Proof follows immediately from Theorem 2.2.6.

]

Theorem 2.2.9. [5]

Let (X, d) be a complete b-metric space(with constant s > 1 such that the b-metric
is a continuous functional on X x X. Let ¢ : Ry — R, be a b-comparison function
and f: X — X be a p-contraction. Then

(i) (Abstract Collage Theorem)

If the function ¢ : Ry — Ry, ¥(t) :=t — s¢(t) is strictly increasing and onto,
then

d(z,2") < ¥~ (sd(z, f(2))),

for each x € X. where z* denotes the unique fixed point for f.

(ii) (Abstract Anti-Collage Theorem)

If the function n: Ry — Ry, n =1+ ¢(t) is onto, then
. 4.1
for each z € X.
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Proof. (i) For arbitrary x € X we have
d(z,z%) < sld(z, f(x)) + d(f(z),2")]
< sld(z, f(x)) +d(f(z), f(a)] = fla") =27
< sld(z, f(z)) + ed(z, 27)]
d(xz,x") — spd(x,z*) < sd(z, f(x)).
Since
b(t) =t — so(t).
Hence
Yd(z, %) < sd(z, f(x))
and thus,since 1 is an increasing bijection, we obtain that
d(z,2") < 7' (sd(, f(2))),

for each z € X.

(ii) For arbitrary x € X we have
d(z, f(x)) < sld(z, 27) + d(2", f(2))]

< sld(r,a) + d(f(@), f@)] - fla) =
< sld(z, ) + gz, 2°)
“d(z, f(2)) < sfd(z,a°) + gz, 7°)]
Since
() =1+ 6(0)
Hence

(e, a*) > ~d(x, f(x)

and thus, since ¢ is increasing we infer that 7 is a strictly increasing bijection,

so we obtain that 1

d(z,x*) > nfl(gd@, f(2))),

for each z € X.
O]

Next we give the detailed proof for Collage and Anti-Collage theorem for multi-
valued mappings.
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Theorem 2.2.10. [5]

Let (X,d) be a complete b-metric space such that the b-metric is a continuous
functional on X x X. Let F;: X — P, (X) be multivalued g-contraction such that
¢: Ry — R, is b-comparison function Then:

(i) Collage Theorem: If the function ¢: Ry, — Ry, ¥(t): =t — sp(t) is strictly
increasing and onto, then

for each A € P,,(X), where A}, denotes the unique fixed point for Tp.

(ii) Anti-Collage Theorem: If the function n: R, — R, n(t): = t+¢(t) is onto,
then

H(AAp) < 0 (SH(A Tr(A)

Proof. (i)
H(A, A) < s[H(A,Tp(A)) + H(Tp(A), Ar)]
< s[H(A, Tr(A)) + H(Tp(A), Tr(A")]
" (Tr(A%)) = (AR)
< s[H(A, Tp(A)) + ¢(H(A, A%))]

< sH(A,Tp(A)) + sp(H(A, Ap))
H(A, A%) — spH (A, A%) < sH(A, Tr(A)).

h(t) =t — sp(t)

Hence,

(H(A, Af) < s(H(A, Tr(A))))

and thus, since v is an increasing bijection we obtain that
(H(A, Af) <97 's(H(A, Tp(A))))

(ii) We have
H(A, Tr(A)) < s[H (A, Ap) + H(AE, Tp(A))]

< s[H(A, A}) + H((Tr(A"), Tr(A)))]
< s[H(A, A}) + oH(Ap, A)]

19



%H(A,TF(A)) < H(A, Af) + pH(AR, A)

Since n(t) =t + ¢(t) Hence we obtain
. 1
nH((A,Af)) =2 H(A, Tr(4)).

Since ¢ is increasing we infer that 7 is strictly increasing bijection,so we obtain
that

H((A, A2) 2 0™ (LH(A, Tr(4))

]

Next the definition and some results are discussed related to well-posedness in
b-metric space.

Definition 2.2.11. [5]
Let (X, d) be a b-metric space and f : X — X be an operator. Then, the fixed point
problem for f is well-posed if and only if Fiz(f) = x* and if (z,)nen IS a sequence

in X such that d(z,, f(x,)) — 0 as n — oo, then z, 9 2% as n — oo.

Definition 2.2.12. [5]
Let (X, d) be a b-metric space F': X — P(z) be a multivalued operator. Then, for
F we have:

a the well-posedness property of the fixed point problem with respect to D if and
only if Fliz(F) = z* and if (x,,)nen is a sequence in X such that D(z,, F(z,)) —

d
0 as n — oo then x,, — z* as n — oo;

b the well-posedness property of the fixed point problem with respect to H if and
only if Fiz(F) = x* and if (x,,),en is a sequence in X such that H(x,, F(z,)) —

d
0 as n — oo then x, — x* as n — o0;

With respect to the well-posedness of the fixed point problem for a multivalued
p-contraction in a b-metric space we have the following result.

Theorem 2.2.13. [5]

Let (X,d) be a complete b-metric space such that the b-metric is a continuous
functional on X x X.Let F' : X — P, (X) be a multivalued p-contraction, such
that ¢ : R, — R, is a b-comparison function. Suppose that SFiz(F) # @ and
the function ¥ (t) :=t — sp(t) is strictly increasing and onto. Then the fixed point
problem for F is well-posed with respect to D and H too.
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Proof. Let * € SFix(F). We will prove that Fixz(F) = SFix(F) = x*. Let
y € Fiz(F). Then we have

d((z*),y) = D(F(z%),y) < H(F(z"), F(y")) < pd(z",y)

Since ¢ is a comparison function (being a b-comparison function) we have that
@(t) <t for each t > 0. Hence d(y,z*) = 0 and thus y = z*

Let (z,) € N be a sequence in X such that D(z,, F(z,)) — 0 as n — oo.
We will prove that z, — (2*) as n — o0o. We have from Lemma 2.1.7 that
d(zp,2*) = D(xp, F(2*)) < s[D(xp, F(z,))+H(F(x,), F(z")))] < s[D(zp, F(x,))+
o(d(xp, z*))].Thus ¥(d(z,,z*)) < sD(xp, F(z,), for n € N.Hence, d(z,,z*) <
Y sD(xy, F(z,))) = 0 as n — +o0.

With resect to H

d(xn, (2%)) < s[H(zn, F(2n)) + D(F(2n),27,)]
< s[H(2n, F(zn)) + H(F(zn), F(27))]
< s[H (zp, F(zn)) + pd(2n, 27)]
< d(xp, 2") — sed(xy, 2*) < s(H(xp, F(x,)))
< d(wn, ") < sH(xy, F(2,))
< d(zn,z*) <Y (sH(xpn, F(x,))) = 0

as n — +oo
O

Theorem 2.2.14. [5]

Let (X,d) be a complete b-metric space such that the b-metric is a continuous
functional on X x X. Let F': X — X be a y-contraction, such that ¢ : R, — R,
is a b-comparison function. Suppose that SFiz(F') the function ¢ : R, — Ry,
P(t) :=t — sp(t) is strictly increasing and onto. Then the fixed point problem for f
is well-posed.

Proof. By Theorem 2.2.6 we have that Fiz(f) = z*. Next, we will prove that if
(Zn)nen is a sequence in X such that d(z,, f(x,)) — 0 as n — oo, then x, —
x* as n — oo. Notice that ¢ : Ry — Ry(t) = t — sp(t) is a bijection and
Y~Yn) — 0 as n — 0. Then we have d(z,,x*) < s[d(z,, f(z,)) + d(f(z,), (z*))] <
sld(zn, f(xn)) + d(f(zn), f(27))] < sld(zn, f(zn)) + ed(zn, 27)]. Hence d(ry,z7) <
Y (sd(xp, f(2,))) — 0 as n — +oo O
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2.3 Open question solution

Next an open question is given to investigate whether the fixed point problem for
the multi-fractal operator T is well posed or not.

Open Question|5]

Let (X, d) be a b-metric space and F' := F, ..., F,, is an IMS such that the well-
posedness property of the fixed point problem for each F;, 7 € 1,2, ..., m with respect
to D or H takes place, then is the fixed point problem for the multi-fractal oper-
ator Tr well-posed? We try to give the affirmative answer to the question which
guarantees that the well-posed property holds for the multifractal operator.

Theorem 2.3.1. Let (X, d) be a b-metric space and F' := F}, ..., F,, is an I M S such
that the well-posedness property of the fixed point problem for each F;,7 € 1,2,...,m
with respect to D or H takes place, then is the fixed point problem for the multi-
fractal operator T well-posed?

Proof. From Theorem 2.2.6 for gauge function, we have that Fiz[Tp| = A* where
Ai € P.,(X). Next, we will prove that if (4,), € N is a sequence in P, (X)
such that H(A,),Tr(A,) — 0 as n — oo, then A, — A} as n — o00,.Notice that
Y =t — sp(t) is a bijection and ¥~ (n) — 0 as n — 0.

H(An, A%) < s[An, Tp(An) + Tr(An), A7
< s[4, Tp(An) + Tp(A,), TrA”]
< s[An, Tr(An) + 0 H (Ap, A7)
[H(An, A7) = spH(An, A)] < s[H (A, Tr(An))]
P(H(An, A7) < s[H(Ap, Tr(An))]
(H(A,, A)) < ¢ Y s(H(A,, Tr(A)))] — 0as n — oo
That is lim,, H(A,, A*) =0 O
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Chapter 3

Fixed point theorems for
multi-valued mappings involving
gauge function in b-metric space

In this chapter, we investigate some results [[28], [16] and [17]] for multivalued map-
pings. This chapter is further divided into two sections. First we prove the fixed
point and convergence theorem by replacing the single valued mapping with multi-
valued mapping from a nonempty set X into nonempty proximinal closed subsets of
X. In section 2, we extend the results from a nonempty set X into nonempty closed
bounded subsets of X.

3.1 Multivalued ¢p-contraction in proximal closed
sets

We will start this section by considering the following definition;

Definition 3.1.1. [1] Let (X,d) be a b-metric space with a coeflicient s > 1, T":
X — PC(X) and xy € X. Then there exists a proximal orbit {z,,} C X of T" at the
point x, i.e,

Tpy1 € Tx,, n=0,1,2,..., (3.1.1)
with
d(xp, Tpi1) = d(xy,, Txy,)
Let T: X — PC(X) is an operator from D C X into PC(X) satisfying

H(Tx,Ty) < o(d(z,Tx)) (3.1.2)
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for all z € O(T, zp) and y € Tz such that d(z,Tz) € J.

where ¢ is a gauge function of order » > 1 on an interval J.

where T satisfies (3.1.2). For convenience we define a function £ : D — R* by
E(x) = d(x,Tx) and assume that there exist some xy € D such that O(xy) C D,so
that we can write condition 3.1.2 in the form

E(Ty) < p(E(z)) for all x € X and y € Tz such that E(x) € J. (3.1.3)

Lemma 3.1.2. Suppose xy € X is such that O(zy) C D. Assume that E(zg) € J;
then E(z,) € J for all n > 0.

Proof. Note that for zg,x1 € O(T, zo) and x; € Txy we have

E(l’l) d(ZEhTIl)
H(Txy, Txq)
p(d((xo, To)))

d(.ro, Tl’()) = E(l’o)

ANVAN VAN

Thus we have E(z;) € J. Continuing in the same way for each z,,_1,x, € O(T, z0)
with x,, € Tx,_1 we have

E(z,) < @(E(zn-1))
< E(ZEn_l)
< @(E(xnfﬁ)
< @(E(x0)) < E(wo)
which implies that E(z,) € J for all n € N. O

Definition 3.1.3. [28§]
Suppose zg € D is such that O(T,x¢) C D and E(zg) € J. Then for every iterate

T, € D,n > 0, we define the closed ball B(x,,p,) with center at z,, and radius
pn = so(E(xy,)), where o : J — R is defined by 1.4.8.

Theorem 3.1.4. [6]Cantor’s Theorem Let (X,d) be a complete b-metric space,
then every nested sequence of closed balls has a nonempty intersection.

The proof of the theorem runs along the same line as done for the metric space.

Lemma 3.1.5. Suppose xg € D is such that O(T,z9) C D and E(zo) € J. Assume
that B(x,,p,) C D for some n > 0; then z,,,1 € D and B(z41, pni1) C B(Zn, pn)-

Proof. Since E(x¢) € J. Lemma 3.1.2 implies that F(z,) € J for all n > 0. The
condition 1.4.9 implies o(t) >t for all t € J. We have

d(xp, Tpg1) = d(zp, Tx,) = E(x,) < 0E(x,) < so(E(x,)) = pn (3.1.4)
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Thus 7,11 € B(Zn, pn) C D. Now let @ € B(Zpy1, pny1). As E(z,) € J so that
from 3.1.3 and triangular inequality we have E(x,.1) < ¢(E(z,)). By making use
of 1.4.9 we get

d(x,x,)

(VAN VAN VAN VAR VAN VAN

Hence, © € B(x,, py)- O

Definition 3.1.6. [28§]
We say that a point xy € D is an initial orbital point of 7" if E(xy) € J and
O(T, Io) C D.

Lemma 3.1.7. For every initial orbital point xqg € D of T" and every n > 0 we have
E(rn) <@(E(z,))  and  E(z,) < ¢"(E(2)).

Furthermore, if ¢ is a gauge function of order r > 1 defined by (1.4.3) and (1.4.4),
then

E(zy) < (E(wo))u™®  and  ¢(B(xn)) < s’ = ¢(E(zo)) "~
E
where p = M and ¢ is a nonnegative and nondecreasing on J satisfying

(1.4.3)and (1.4.4).

Proof. By making use of Lemma (3.1) we obtain F(z,41) < ¢(E(x,)). Since ¢ is
nondecreasing, it easily follows that E(x,) < ¢(E(zo)). Now from Lemma 1.4.7(1)
we have

B(r.) < " (B(a0)) < Blao) 2o

By using Lemma 1.4.7(2) we obtain
¢(E(Io))]rn o

S

P(E(zn)) < o(¢"(E(x0))) < s
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We will use the following facts in the next lemma:
0<ot)<l,  Pr)zj 0= <1,

¢(E(xo))

where r > 1, u = and 7 =0,1,2, ...

Lemma 3.1.8. Suppose xy € D is an initial orbital point of T" and ¢ is a gauge
function of order » > 1. Let ¢ be a nonnegative and nondecreasing on J defined by
1.4.3 and 1.4.4.Then for radii p, = so(E(z,)),n =0,1,2,..., the following estimates
hold:

0 Pj r SE(J;TL) .
L py < sE(w) 372 [0(E(x))]7 ) < T o(B(z)
00 r"—11P;(r SE(ZEn) :
2. pn < sE(xy,) Ej:0[¢(E($O))M ] < 1 — ¢(E(zo)) "t
P (r) §00 1Py (r p :
3. o0 < S0 T3 ol Ban) 10 < sBlan) b
o) Pj(r SSOE(:L‘TL)
4. ppy1 < S@E<xn) Z]:O[Qb(@(E(xn)))] ™ < 1— qb((p(E(xn)))’
0o P11 Py (r spE(zn) )
5. pnt1 < spE(xn) 322 o[9(E(x0)) 1 [Pt < 1= (B
where = w.
Proof. (1)

From definition of p,,, we have
pn = 50(B(@a)) = 552057 (E(22))
< SZjZOSjE(xn)[W]PJ'(T) using Lemma 1.4.7
= Bz 220

sE(zy,)

< sE(wa) S50 [(E ()] = 1= ¢(E(r,))

(3.1.5)

(2) From 3.1.5 we have

26



A
V)
&
8
N
]
=
&
8
I
S

Pn

IA
»
g
8
<

()¢
o
=
3
X
S
—~
=
=.
=
a2
n
@
(@]
]
=
o
o
&
=
—+
]
—
=
@]
=
=
®
w
—_
-

A
V)
=
8
N
i
=
8
S
=
3
3
L
s

sE(x,)
1= @(E(xo))p™ "

(3) By making use of first part of Lemma 3.1.7 above we have

pn < 5B(ra) D [0(B(wo))p” PO

< sE(xo)uP"(”ZM(E(%))M’"Ll]j

sE(xq)p ()
= T OB

(4) Now by making use of Lemma 1.4.7 we have

prs1 = SU(E (Zn+1))

= SE s] E(xn41))

< sE(znn ZSJ <Z5 In+1)) P 0)
7=0
< Pi(r)

[en]

]:
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As E(zp41) < ¢(E(x,)) and ¢ is nondecreasing.

o0

< sp(B(ra)) Y [8((E(z))Y

J=0

pri1 < sso(E(xn»Z[qﬁ(E(m))}Pﬂ”

< sgo(E(xn))Z[gb(E(xo)) mNEC) (using Lemma 3.1.7)
sp(E(xn))

= T (B
[l

Theorem 3.1.9. Let T : D € X — PC(X) be a multivalued operator on a
complete b-metric space (X, d) such that the b-metric is continuous and 7" satisfies
(3.1.2) with a b-Bianchini-Grandolfi gauge function ¢ of order » > 1 on an interval J
with coefficient s > 1. Then starting from an initial orbital point x( of T" the iterative
sequence 3.1.1 remains in B(zg, py) and converges to a point £ which belongs to each
of the closed balls B(x,, p,),n = 0,1,2, ..., where p,, = s0(d(xp, Tny1)), 0 defined in
1.4.9 and s > 1 is a coefficient of b-metric space. Furthermore, for each n > 1 we
have
(w11, 70) < @(d(Tn, Tp-1)).

If £ € D and the function E(x) = d(z,T(z)) on D is T-orbitally lower semi-
continuous at &, then ¢ is a fixed point of T'.

Proof. Since xy € D is an initial orbital point of 7', from Lemma 3.3 we have
B(Tpi1, pny1) C B(xy, pn) for all n > 0.

Thus z,, € B(xg, p,) for all n > 0. According to the definition of p and using Lemma
3.5 we have

pn = s0(E(r,)) < so(e"(E(x0))

= —— ) (" (E(x0))) for alln >0 (3.1.6)
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Since ¢ is a b-Bianchini-Grandolfi gauge function, from (3.1.6) we obtain
pn — 0 as n — 0o

which implies that B(z,,p,) is a nested sequence of closed balls. By Cantor’s
theorem (for complete b-metric spaces), we deduce that there exists a unique point
¢ such that & € B(z,, p,) for alln > 0 and x,, — £ or equivalently, lim,, o d(z,, &) =
0. From Lemma 3.5 we obtain following:

d(Tn, Tpi1) = d(wn, Txy) = E(zn) < 0(E(75-1))

= @(d(mnfla xn))
Thus we conclude that

(T, Tny1) = d(zn, Tzn) < 9" (d(w0, T71))

By applying n — oo, we have d(z,,, T'x,) = 0 Since z,, — 0o and lim,,_,, d(z,, Tx,,) =
0. Then by T-lower semi continuity of E(x) = d(z,Tx) at &, we have E(§) =
d(&,T¢) < lim,, o inf E(z,) = lim,_, inf d(z,, Tx,) =0 O

Theorem 3.1.10. Let T': D € X — PC(X) be an operator on a complete b-
metric space (X, d) such that the b-metric is continuous and let T" satisfy 3.1.2 with
a b-Bianchini-Grandolfi gauge function ¢ of order » > 1 and a coefficient s on an
interval J. Further, suppose that xq € D is an initial orbital point of 7', then the
following statements hold true.

1 The iterative sequence (3.1.1) remains in B(xo, p,) and converges at least r > 1
to a point £ which belongs to each of the closed balls B(x,,p,),n = 0,1, ...,
and

0o
Pn = xnyxn+1 g $n>$n+1 )]
Jj=0

SA(Tp, Tpi1)
— 1= ¢<d(l‘n, xn+1))
where ¢ is nonnegative and nondecreasing function on J satisfying (1.4.3) and
(1.4.4).

2 For all n > 0 the following prior estimates holds:
E ()

Sn—l

d(an,§) <

qu (20)) ") = d(zo, fx0)




3 For all n > 1 the following posterior estimates holds:

d(xn,&) < sp(d(en, zn-1) Z (d(z, 2nr)))]
sp(d(xy, xn_l))
= 1= gle(d(n n1))]
so(d(zy, Tp_1))
1 — ¢(d(xy, IL‘n_1))[—¢(d($n7$n—1))]r—1'

S

IN

4 We have

d(anrla xn) < @(d(xm xnfl)) < ﬂpn(r)d(xoa fxO)
for all n > 1.

5 If £ € D and the function G(x) = d(xz,Tz) on D is T-orbitally lower semi-
continuous at &, then ¢ is a fixed point of T

Proof. 1 From Theorem (3.1.9) it follows that the iterative sequence (3.1.1) remains
in B (20, po) and converges to a point & which belongs to each of the closed
balls B(zy, p,),n=0,1,... and from Lemma 3.1.8 estimate (1) we have

= . Sd(xrm $n+1>
Pn < 8d(T, Tt (2, Tny1))]7 ) < :
]20 - (b(d(l’n, anrl))

2 For m > n,

A2, Ty) < 8d(Tp, Tpg1) + 2d(Tpg1, Tras) + oo + 8™ A(Tr_1, Ti))

IN

e s’ (E(x;)). ( from Lemma 3.1.7)

E(zn) < " (E(20)))

IA
VA
.
=
s
(=)
~—

—]Pf(’") ( using Lemma (1.4.7)
s

IN




Where A = ¢(FE(z)).Keeping n fixed and letting m — oo we get

Pi( 350 fxo Pi(
Sn - Z)\ — Z)\ (3.1.7)

d(zy, &) S

Since
P4t > opn P4t Tt > g

we have

n n+1 n n n+1 n+2 n
)\r +r S )\27" ’ )\r +r +r S )\37“ ,

Thus it implies

— )\Pn(r)[l + )\,rn + )\T’n+7'"+1 + )\T”+T"+1+T‘"+2 + ]
< APOLE X" 4 X" 4 X )
)\Pn(r)

_ 1.
— (3.1.8)

Hence from (3.1.7) we obtain

(B (o)™
s 1 = @(E (o)) ]

e &) < 2 S 6B (w00 = d(ao, f20)

3 From (3.1.7) we have for n > 0

A€ < 20 S (.m0,

Setting n = 0,yy = x¢ and y; = x; we have

o0

d(yo,&) < sd(yo,vn) Y _[b(d(yo, 1))
7=0
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Setting again yo = x,, and y; = x,41 gives

oo
d(gjn,g) S {lfn,xn_H Z $n>$n+1 PJ(’I“)
7=0

[D(p(d(2n, 21)))] D

'M8

Il
o

so(d(xp, vp-1))

[p(e(d(@n, 2n-1))))

IN

590<d(xm xn—l))

NE

[en]

 spld( )
T ol (d(zn, 01)))

From Lemma 1.4.7(2) we obtain

.

¢<90<d<xn,xn71>)) < 8[¢(d<$n;xn—1))

= ¢(d(@n, Tn-1))]

]'I"
¢<d(xm xn—1>>

S

]rfl

which implies

1 1
<

L R ) T gt AT Tt

Thus from 3.1.9and 3.1.11 we deduce for n > 1,

sp(d(@n, Tn1))

A@n ) S T oA )
o eldlrnasn) 0 0)
= 1= o(e(d(@n, Tn1))) S

]r—l

4 We have
d(xn+17xn) = F

I
s>

( using Lemma (1.4.6))

T ) +T.n—1

xoup”(’” = 1 d(o, fo).

A
S
—~ Y~~~
8
S/
§°
“2:
3

I
&

5 Its proof follows from Theorem 3.1.9.
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Remark 3.1.11. When s = 1 the b-metric space reduce to the classic metric on X.
Thus Theorem 3.1.9 and 3.1.10 extend and generalize [[16], Theorem 2.11 & 2.15] to
the case of b-metric space.

3.2 Multivalued ¢-contractions in closed bounded
sets

We start with the following intuitive lemmas.

Lemma 3.2.1. Let (X, d, s) be a b-metric space and B € CB(X) and = € X. Then
for € > 0 there exists b € B such that

d(z,b) < d(z,B) +¢

Lemma 3.2.2. Let A, B € CB(X) and let a € A. If € > 0 ,then there exists b € B
such that

d(a,b) < H(A,B) + ¢

To establish a fixed point theorem it is important to mention that we do not
necessarily need the gauge functions ¢ satisfying 1.4.3 and 1.4.4. we consider the
gauge function such that ) >  s"¢™(t) < oo for all t € J where s is a coefficient of
b-metric space.

Theorem 3.2.3. Let (X, d, s) be a complete and continuous b-metric space and D
is a closed subset of X with s > 1, ¢ is b-Bianchini Grandolfi gauge function on

interval J and T : D — C'B(X) be a mapping such that Tz N D # () and
H(TxzND,TyNnD) < ¢(d(z,y)) (3.2.1)

forallz € D and y € TxND with strict inequality holds when x # y and d(z,y) € J.
Suppose xg € D is such that d(zg, z) € J for some z € TxogN D. Then the following
assertion holds:

1. there exists a sequence {x,} of T in D such that z,,; € Tz, for all n =
0,1,2,... and £ € D such that lim,x, = ¢&;

2. ¢ is a fixed point of T in D if and only if function f(z) = d(x,, Tz N D) is
T-orbitally lower semi-continuous at &.

Proof. Setting z1 = z € TxgN D we have d(zg, x1) # 0, otherwise z is a fixed point
of T. Let py = od(xo,z1) where o is defined by 1.4.3. Since from 1.4.4,0(t) >t so
we have

d(IL‘(),ZL'l) S £o (322)
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Thus x, € B(xg, po). Since d(xg,x1) € J , so from 3.2.1 it follows that

H(TxoND,TxyND) < @(d(zg, 1))

Choose an €; > 0 such that
H(TzoN D, Txy N D)+ e < p(d(zo, 1)) (3.2.3)
It follows from lemma 3.2.2 that there exists x5 € Tx; N D such that
d(zy,29) < HTxoN D, Txy N D)+ €, (3.2.4)

Since D is closed and T'x; is closed and bounded. We assume that d(z1,z5) # 0, for
otherwise x; is fixed point of T". From inequalities (3.2.4) and (3.2.3) we have

d(x1,29) < o(d(zg,11)). (3.2.5)
Also since d(z1,xs) < p(d(xg,21)) < d(xo, 1) which implies
d(xy,x9) € J
By using triangular inequality. We have

d(xo, x2) s(d(xg, z1) + sd(x1,x2))

sd(zg, 21) + s°d(x1, T2)

sd(xg, 21) + s*p(d(wg, 71)) using 3.2.5
sld(@o, z1) + sp(d(xo, 1))]
sold(zg,x1)] ( by using 1.4.9 )
so(d(zg,x1)) + d(xo, 1)

= o(d(zg, 1)) = po by using 1.4.9 .

IA N IA

IAINA

Thus 5 € B(xg, po). Since, d(x1,z2) € J so that from 3.2.1 it follows that
H(Tx1 N D, TxoN D) < p(d(xq,x2))
Choose €3 > 0 such that
H(Tx1 N D, Txo N D) + €3 < p(d(z1,x2)). (3.2.6)
It again follows from lemma 3.2.2 that there exists x3 € Tz N D such that

d(l’g,l‘g) S H(Tl’l ﬂD,TZEQ ﬂD) + € (327)
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We assume that d(zq, x3) # 0, for otherwise x5 is fixed point of 7. From inequalities
(3.2.5),(3.2.6) and (3.2.7) we have

d(x9, 23) < @*(d(z0,21)). (3.2.8)
Also we have d(xq,x3) < @d(z1, ) which implies
d(xe,x3) € J
By using triangular inequality

sd(xg, 11) + s*d(x1, 12) + s°d(79, 3)

s[d(xg, 21) + sd(x1, 29) + s%d(12, 3)]

sld(zg, z1) + so(d(z1, 22)) + s*0*(d(x9, 23))] using 3.2.8
so(d(zg,x1))

so(d(xg,z1)) + d(zg, 1)

o(d(xg,x1)) = po by using 1.4.9

d(l‘g, ZE3)

VAN VAN VAN VAR VAN

x3 € B(xo, po) Continuing in the same way we get a seq {x,} in B(z, pg) such that
x, € Txr, 1N D, x, 1 # x, and

d(xp, Tpe1) = d(xy, Txy) < " (d(x0, 1)) (3.2.9)
Using triangular inequality for any p > 1 we have,

d(l’n, wn-{—p) S Snd(xna mn—i—l) + 3n+1d(xn+1a :L‘n+2)
+ ...+ Sn+p71d(‘rn+p_1, xn+p)
< " d(mo, 1) + " " (20, 21)

o PP (1 1) (3.2.10)

Since, ¢ is a b-Bianchini Grandolfi gauge function so we assume that
Sy = Z s'o'(d(xg, 1)) and lim S, = S. (3.2.11)
So that from 3.2.10 we obtain
d(zp, Tpyp) < [Sntp—1 — Snl (3.2.12)

It can be seen from (3.2.11), relation (3.2.12) implies d(zy, Tpnip) — 0 as n — o0.
Which shows that {z,} is a Cauchy sequence in a B(z, po). Since B(zo, po) is a
closed ball in X. Then it contain a point £ € B(zy, pg) such that x,, — £. Note that
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¢ € D, as well. Since x,, € Tx,_1 N D and d(z,_1,z,) € J for n=1,2,... it follows
from (3.2.1) that

d(xzp, Tx,ND) < H(Tz,1ND,Tx,ND)
S (P(d(mn—17$n)
< d(xp_1,T,) (3.2.13)
Letting n — oo from (3.2.13) we get

lim d(z,, Tz, N D) =0. (3.2.14)

n—oo
Suppose f(x) = d(§,T¢N D) is T-orbitally lower continuous at &, then
A&, T¢N D) = f(¢) <liminf f(z,) = liminf d(z,, Tz, N D) =0
Hence, £ € T¢, since T¢ is closed. Conversely, if £ is fixed point of T then f(§) =
0 < liminf f(z,), since £ € D. O

Theorem 3.2.4. Let (X,d,s) be a complete b-metric space such that b-metric d
is continuous functional. Let D be closed subset of X, ¢ a b-Bianchini Grandolfi
gauge function on an interval J satisfyingl.4.3 and 1.4.4. Assume T': D — CB(X)
be a mapping such that T2 N D # () and

H(TxnD,TynD) < p(d(x,vy)) (3.2.15)

forallz € D and y € TxND with strict inequality holds when x # y and d(z,y) € J.
Suppose xg € D is such that d(zg, z) € J for some z € TxqgN D. Then the following
assertion holds:

1 There exist a sequence {z,} with z,.1 € Tx,;n = 0,1,... in B(xzg,p,) that
converges with the rate of convergence at least r to a point £ € B(xo, pn)

2 For all n > 0 the following prior estimates holds:

A8 < WIS aay, )P0
j=n
B ¢(d(xo, 1))
= d(mO,Txo)Sn_l[l — o(d(mo. )]’ (3.2.16)
3 For all n > 1 the following posterior estimates holds:
d(20,6) < 50(d(@n, Tn1)) Y _0(p(d(2n, 0-1)))) 7"
j=

< s@(d(n, Tn-1))
~ 1= dlp(d(zn, 2n-1))]
< 50 (d(n; Tn-1)) (3.2.17)

1 — ¢(d(, 2py))[LLEnLn ) |1

S
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4 for all n > 1 we have
A(Tng1, T0) < @(d(20, Tnor)) < pOd(zg, Txo) (3.2.18)
for all n > 1.

5 ¢ is a fixed point of T if and only if the function f(x) = d(xz, TxN D) is T-orbitally
lower semi continuous at &.

Proof. 1 The proof follows from Theorem 3.2.3

2 Form > n,
AT, ) < 8d(@p, Tpi1) + 82d(T0i1, Tpio) + oo+ 8" (T 1, T))
< 390<d($m Tnt1)) + o+ 87T (d( @01, T)
< g Z 57 (d(zg, 21)).( from Lemma(3.1.7))
d(xn, Tng1) < ©"(d(w0, 1))
< mz_:lsjd(xo,xl)[w]ﬂm(using Lemma (1.4.7)
j=n

.CU(), xl P;(
S sh— T an—1 Z A
Where A = ¢(d(zo, 21)).Keeping n fixed and letting m — oo we get

d(zo, 1) - P;(r) d(zo, Txo) - P;(r)
dlan, §) £ =572 D N = =05 ) AR,
Jj=n j=n
Since
P4t > opm Pttt et > g

we have

n n+1 n n n+1 n+2 n
)\7‘ +r S )\27" 7 )\r +r +r S )\37’ ,

Thus it implies

Z)\PJ(T’) — )\Pj(r) + )\Pjﬂ(”) + ...

n+1 n+2

— )\Pn('f’)[l + )\rn + )\Tn+T + )\T’n+Tn+1+7‘ + ”.]
AP A" 4 X2 42" ]

NG

T

IN
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Hence from (3.1.7) we obtain

d(x y L (r)
d(l’n, S 3'2 11 Z¢ Io,.’lfl :d(.T(),T.’II(]>Sn_1[

3 From (3.1.7) we have for n > 0

Az €) < DS oo, 7)) 0.

Setting n = 0,y9 = z¢ and y; = x1 we have

o0

d(yo, &) < sd(yo,y1) Y _[d(d(yo, 1))
=0
Setting again yg = xz,, and y; = x,41 gives

d(x,, &) < sd(x,,Tpi1) [¢(d(xn’$n+l))]Pj(T)

< sp(d(zn, Tp-1)) Z[QS(SO(CZ(ZEM xn—l)»]j

so(d(n, 1))
1— d)(g}(d(‘rm In—l))) ‘

From Lemma 1.4.7(2) we obtain

o(p(d(zn, Tn-1)))

IA
2

I
=
QL
—
8
S
8
3
—

which implies

1 1
<

1— Qb((p(d(xmxnfl))) 1— gb(go(d(xmxn_l)))[gb(d(xnvxn—l))]r_

Thus from 3.1.9and 3.1.11 we deduce for n > 1,

so(d(2p, Tp-1))

W) = T e dam an)
< so(d(@n, Tn1)) P(d(zn, T 1))
— 1= é(p(d(Tn, 2n-1))) s

]7"—1
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4 We have

d($n+17xn) = d Tn, anrl) S (;D(d<xnfla xn))
(

P(d(Tn—1,7n))

(
= d(Tp_1,Tn
(Tn-1,2n) p
d(xg, 1)1 (using Lemma (3.1.2))
(
(

Pr_qi(r)+rnt

|
.

wOaxl)
= d(xg, x)p") =y d(xg, Txg).

5 Its proof runs along the same lines as the proof of Theorem 3.2.3.
O

Remark 3.2.5. For s = 1 the b-metric space reduces to the classic metric on X. Thus
Theorem 3.2.3 and Theorem 3.2.4 extend and generalize [[17],Theorem 2.1 & 2.8] to
the case of b-metric space. Theorem 3.2.3 and 3.2.4 also includes [[16], Theorem 2.11
& 2.15] as a special case when range of T is taken as C' B(X) instead of the space of
all nonempty proximinial closed subsets of X. Moreover when 7" is a single valued
mapping then Theorem 3.2.3 and 3.2.4 reduce to [[25], Theorem 4.1 & 4.2].
Theorem 3.2.3 and 3.2.4 extends [[28], Theorem 3.7 & 3.10] to the case of multivalued
mappings.

Corollary 3.2.6. Let (X,d) be a complete b-metric space such that b-metric d is
a continuous functional. Let ¢ a Bianchini Grandolfi gauge function of order r > 1
on interval J and assume 7" be a mapping from D into C'B(X) such that

H(Tz,Ty) < ¢(d(z,y)) (3.2.19)

for all z,y € X and y € T N D with d(z,y) € J. Suppose that xy € X such that
d(xg, z) € J for some z € Txo N D. Then the following assertions hold.

1. there exists a sequence {z,} with z,, € Tx,_1;n = 1,2, ... that converges to a
fixed point € € S ={z € X : d(x,&) € J} of T}

2. The estimates [3.2.16-3.2.18] are valid.

Proof. From 3.2.19 we have
H(Tz,Ty) < p(d(x,y)) < d(z,y) for all z,y e X,z #y.

Thus T is continuous. Hence the conclusions (1) & (2) follows from Theorem 3.2.4.
[l
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3.3 Conclusion

We establish some fixed point theorems for multivalued mappings satisfying con-
tractive condition involving gauge function when the underlying primary structure
is b-metric space. Our proposed iterative scheme converges to the the fixed point
with higher order. Moreover, we also calculate priori and posteriori estimates for
the fixed point.Our main results generalize/extend many per-existing results in lit-
erature.

Furthermore, we also did detailed analysis of the paper ”Multivalued fractals in
b-metric space” [5] and give an affirmative answer to the question whether the fixed
point problem for multi-fractal operator Tr is well posed or not.
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