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Preface

Perhaps the most well known result in the theory of fixed points is
Banach’s contraction mapping principle. It is therefore fitting that we
commence this book with a discussion of contractions and a proof of this
result. In addition in Chapter 1, a local version and a generalisation of
Banach’s contraction theorem are presented. We choose the problem of
existence and uniqueness of solutions of certain first order initial value
problems to demonstrate the results detailed in the chapter.

It is inevitable that any discussion on contractive maps will lead nat-
urally to another on nonexpansive maps, which is why we choose this
as the topic of Chapter 2. Schauder’s theorem for nonexpansive maps
is presented but the main theorem discussed is a result proved inde-
pendently in 1965 by Browder, Göhde and Kirk which shows that each
nonexpansive map F : C → C, where C is a particular set in a Hilbert
space, has at least one fixed point. As a natural lead in to the next chap-
ter, we close Chapter 2 with a nonlinear alternative of Leray–Schauder
type for nonexpansive maps.

Chapter 3 is concerned with continuation methods for contractive and
nonexpansive maps. We show initially that the property of having a fixed
point is invariant by homotopy for contractions. Using this result a non-
linear alternative of Leray–Schauder type is presented for contractive
maps and subsequently generalised for nonexpansive maps. An applica-
tion of the nonlinear alternative for contractions is demonstrated with a
second order homogeneous Dirichlet problem.

Fixed point theory for continuous, single valued maps in finite and
infinite dimensional Banach spaces is discussed in Chapter 4 with the
theorems of Brouwer, Schauder and Mönch presented. The first half of
the chapter is devoted to proving and generalising the result of Brouwer
which states that every continuous map F : Bn → Bn, where Bn is the
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viii Preface

closed unit ball in Rn, has a fixed point. An extension of Brouwer’s
theorem to compact maps in normed linear spaces is presented in the
well known fixed point theorem of Schauder, the proof of which relies on
Schauder projections. A further generalisation of this theorem due to
Mönch in 1980 is also presented. Applications of theorems in Chapter 4
are illustrated with a discrete boundary value problem.

The problem with the results presented in Chapter 4 – from an appli-
cations viewpoint – is that they require the map under investigation to
take a closed convex set back into itself. As a result, in Chapter 5 we
turn our attention to establishing a fixed point theory for nonself maps.
However, Schauder’s fixed point theorem from Chapter 4 enables us to
obtain a nonlinear alternative for continuous, compact (nonself) maps,
which we immediately apply to establish an existence principle for a
nonlinear Fredholm integral equation. Two existence results are subse-
quently presented, each ensuring the existence of at least one continuous
solution of the equation. In a similar fashion, using Mönch’s fixed point
theorem from Chapter 4, we obtain a nonlinear alternative for contin-
uous, Mönch type maps which further leads to a variety of nonlinear
alternatives for condensing maps, k-set contractive maps, and maps of
the form F := F1 + F2 where F1 and F2 satisfy certain conditions. The
chapter closes by discussing maps F : X → E where (unlike the other
theorems presented in the chapter) the interior of X may be empty.

Having discussed condensing maps in Chapter 4 it is now natural
to consider continuation principles for these maps. There are three
main approaches in the literature. The first approach uses degree the-
ory (Chapter 12), the second is the essential map approach of Granas
and the third is the 0-epi map approach of Furi, Martelli and Vignoli
(Chapter 8). In Chapter 6 we discuss the second approach. The chap-
ter is devoted to showing that the property of having a fixed point (or
more generally, being essential) is invariant by homotopy for compact (or
more generally, condensing) maps. Using the theory of essential maps, a
nonlinear alternative is presented firstly for continuous, compact maps,
with an analogous result for continuous, condensing maps appearing to-
wards the end of the chapter. In addition, using results obtained for the
completely continuous field, f(x) = x−F (x), the equation y = x−F (x)
is discussed, with the Fredholm alternative making a guest appearance
as an immediate consequence.

Fixed point theorems in conical shells are discussed in Chapter 7. We
consider continuous, compact maps F : B → C, where C is a cone.
Specifically we present Krasnoselskii’s compression and expansion of a
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cone theorems, the proofs of which rely on the essential map theory of
the previous chapter. Krasnoselskii’s theorems are of particular impor-
tance when it comes to establishing the existence of multiple solutions of
operator equations. A large portion of the chapter is therefore assigned
to using these results to prove the existence of multiple solutions of a
nonlinear Fredholm integral equation, similar to that discussed already
in Chapter 5. In fact, in certain instances we combine the nonlinear al-
ternative for compact maps presented in Chapter 5 and the fixed point
theorems of this chapter, to obtain stronger results.

In Chapter 8 we present fixed point results for maps defined on
Hausdorff locally convex linear topological spaces. The extension of
Schauder’s fixed point theorem to such spaces is known as the Schauder–
Tychonoff theorem and this is the first main result of the chapter.
With this established we then present a nonlinear alternative of Leray–
Schauder type for maps defined on the spaces in question. This in turn is
used to prove a fixed point theorem of Furi–Pera type which we require
to obtain existence principles and results for two types of second order
boundary value problems on the half-line. The chapter is concluded
with a continuation principle for continuous, compact maps defined on
Fréchet spaces. In particular, the 0-epi map approach of Furi, Martelli
and Vignoli is presented.

Contractive and nonexpansive multivalued mappings are discussed in
Chapter 9. We first concentrate on contractive multivalued mappings.
The result due to Nadler of the Banach contraction principle for con-
tractive mappings with closed values is first presented. Once we have
shown that the property of having a fixed point is invariant by homotopy
for contractive multivalued mappings, a nonlinear alternative of Leray–
Schauder type for such maps is then discussed. Finally we extend this
result to nonexpansive multivalued mappings.

Chapter 10 deals with multivalued maps which have continuous selec-
tion. For the convenience of the reader we restrict our attention to one
particular class of maps, namely the Φ� maps. A nonlinear alternative
of Leray–Schauder type, a Furi–Pera type result and some coincidence
type results are just some of the fixed point theory presented for Φ�

maps. An application to abstract economies concludes the discussion.
The objective of Chapter 11 is to extend the Schauder–Tychonoff the-

orem to multivalued maps with closed graph. The basic results in this
chapter are due to S. Kakutani, I. L. Glicksberg and K. Fan. Much of
the chapter is spent working towards the proof of Ky Fan’s minimax
theorem which is the crucial result needed to prove the analogue of the
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Schauder–Tychonoff theorem for these maps. The chapter closes with a
nonlinear alternative for multivalued maps with closed graph.

A chapter on degree theory concludes the book. The concept of the
degree of a map is introduced and is used to provide another approach
to presenting fixed point theory and continuation principles. The first
half of the chapter deals with the degree of a map defined on subsets
of Rn and a proof of Brouwer’s fixed point theorem using the degree
theory established is just one of the results presented. The second half
of the chapter looks at the degree of a map defined on a normed linear
space and here an alternative proof of Schauder’s fixed point theorem
using degree theory is illustrated.



1

Contractions

Let (X, d) be a metric space. A map F : X → X is said to be Lip-
schitzian if there exists a constant α ≥ 0 with

(1.1) d(F (x), F (y)) ≤ αd(x, y) for all x, y ∈ X.

Notice that a Lipschitzian map is necessarily continuous. The smallest
α for which (1.1) holds is said to be the Lipschitz constant for F and is
denoted by L. If L < 1 we say that F is a contraction, whereas if L = 1,
we say that F is nonexpansive.

For notational purposes we define Fn(x), x ∈ X and n ∈ {0, 1, 2, . . .},
inductively by F 0(x) = x and Fn+1(x) = F (Fn(x)).

The first result in this chapter is known as Banach’s contraction prin-
ciple.

Theorem 1.1 Let (X, d) be a complete metric space and let F : X → X

be a contraction with Lipschitzian constant L. Then F has a unique fixed
point u ∈ X. Furthermore, for any x ∈ X we have

lim
n→∞Fn(x) = u

with

d(Fn(x), u) ≤ Ln

1 − L
d(x, F (x)).

Proof We first show uniqueness. Suppose there exist x, y ∈ X with
x = F (x) and y = F (y). Then

d(x, y) = d(F (x), F (y)) ≤ Ld(x, y),

therefore d(x, y) = 0.

1



2 Contractions

To show existence select x ∈ X. We first show that {Fn(x)} is a
Cauchy sequence. Notice for n ∈ {0, 1, . . .} that

d(Fn(x), Fn+1(x)) ≤ Ld(Fn−1(x), Fn(x)) ≤ · · · ≤ Ln d(x, F (x)).

Thus for m > n where n ∈ {0, 1, . . .},

d(Fn(x), Fm(x)) ≤ d(Fn(x), Fn+1(x)) + d(Fn+1(x), Fn+2(x))

+ · · · + d(Fm−1(x), Fm(x))

≤ Ln d(x, F (x)) + · · · + Lm−1 d(x, F (x))

≤ Ln d(x, F (x))
[
1 + L + L2 + · · ·]

=
Ln

1 − L
d(x, F (x)).

That is for m > n, n ∈ {0, 1, . . .},

(1.2) d(Fn(x), Fm(x)) ≤ Ln

1 − L
d(x, F (x)).

This shows that {Fn(x)} is a Cauchy sequence and since X is complete
there exists u ∈ X with lim

n→∞Fn(x) = u. Moreover the continuity of F
yields

u = lim
n→∞Fn+1(x) = lim

n→∞F (Fn(x)) = F (u),

therefore u is a fixed point of F . Finally letting m → ∞ in (1.2) yields

d(Fn(x), u) ≤ Ln

1 − L
d(x, F (x)).

Remark 1.1 Theorem 1.1 requires that L < 1. If L = 1 then F need
not have a fixed point as the example F (x) = x + 1 for x ∈ R shows.
We will discuss the case when L = 1 in more detail in Chapter 2.

Another natural attempt to extend Theorem 1.1 would be to suppose
that d(F (x), F (y)) < d(x, y) for x, y ∈ X with x 
= y. Again F need not
have a fixed point as the example F (x) = ln(1 + ex) for x ∈ R shows.
However there is a positive result along these lines in the following the-
orem of Edelstein.

Theorem 1.2 Let (X, d) be a compact metric space with F : X → X

satisfying

d(F (x), F (y)) < d(x, y) for x, y ∈ X and x 
= y.

Then F has a unique fixed point in X.



Chapter 1 3

Proof The uniqueness part is easy. To show existence, notice the map
x �→ d(x, F (x)) attains its minimum, say at x0 ∈ X. We have x0 =
F (x0) since otherwise

d(F (F (x0)), F (x0)) < d(F (x0), x0)

– a contradiction.

We next present a local version of Banach’s contraction principle. This
result will be needed in Chapter 3.

Theorem 1.3 Let (X, d) be a complete metric space and let

B(x0, r) = {x ∈ X : d(x, x0) < r}, where x0 ∈ X and r > 0.

Suppose F : B(x0, r) → X is a contraction (that is, d(F (x), F (y)) ≤
Ld(x, y) for all x, y ∈ B(x0, r) with 0 ≤ L < 1) with

d(F (x0), x0) < (1 − L) r.

Then F has a unique fixed point in B(x0, r).

Proof There exists r0 with 0 ≤ r0 < r with d(F (x0), x0) ≤ (1 − L)r0.
We will show that F : B(x0, r0) → B(x0, r0). To see this note that if
x ∈ B(x0, r0) then

d(F (x), x0) ≤ d(F (x), F (x0)) + d(F (x0), x0)

≤ Ld(x, x0) + (1 − L)r0 ≤ r0.

We can now apply Theorem 1.1 to deduce that F has a unique fixed
point in B(x0, r0) ⊂ B(x0, r). Again it is easy to see that F has only
one fixed point in B(x0, r).

Next we examine briefly the behaviour of a contractive map defined
on Br = B(0, r) (the closed ball of radius r with centre 0) with values
in a Banach space E. More general results will be presented in Chapter
3.

Theorem 1.4 Let Br be the closed ball of radius r > 0, centred at zero,
in a Banach space E with F : Br → E a contraction and F (∂Br) ⊆ Br.
Then F has a unique fixed point in Br.

Proof Consider

G(x) =
x + F (x)

2
.
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We first show that G : Br → Br. To see this let

x� = r
x

‖x‖ where x ∈ Br and x 
= 0.

Now if x ∈ Br and x 
= 0,

‖F (x) − F (x�)‖ ≤ L ‖x− x�‖ = L (r − ‖x‖),

since x− x� =
x

‖x‖ (‖x‖ − r), and as a result

‖F (x)‖ ≤ ‖F (x�)‖ + ‖F (x) − F (x�)‖
≤ r + L(r − ‖x‖) ≤ 2r − ‖x‖.

Then for x ∈ Br and x 
= 0

‖G(x)‖ =
∣∣∣∣
∣∣∣∣x + F (x)

2

∣∣∣∣
∣∣∣∣ ≤ ‖x‖ + ‖F (x)‖

2
≤ r.

In fact by continuity we also have

‖G(0)‖ ≤ r,

and consequently G : Br → Br. Moreover G : Br → Br is a contraction
since

‖G(x) −G(y)‖ ≤ ‖x− y‖ + L‖x− y‖
2

=
[1 + L]

2
‖x− y‖.

Theorem 1.1 implies that G has a unique fixed point u ∈ Br. Of course
if u = G(u) then u = F (u).

Over the last fifty years or so, many authors have given generalisations
of Banach’s contraction principle. Here for completeness we give one
such result. Its proof relies on the following technical result.

Theorem 1.5 Let (X, d) be a complete metric space and F : X → X a
map (not necessarily continuous). Suppose the following condition holds:

(1.3)




for each ε > 0 there is a δ(ε) > 0 such that if
d(x, F (x)) < δ(ε), then F (B(x, ε)) ⊆ B(x, ε);
here B(x, ε) = {y ∈ X : d(x, y) < ε}.

If for some u ∈ X we have

lim
n→∞ d(Fn(u), Fn+1(u)) = 0,

then the sequence {Fn(u)} converges to a fixed point of F .
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Proof Let u be as described above and let un = Fn(u). We claim that
{un} is a Cauchy sequence.

Let ε > 0 be given. Choose δ(ε) as in (1.3). We can choose N large
enough so that

d(un, un+1) < δ(ε) for all n ≥ N.

Now since d(uN , F (uN )) < δ(ε), then (1.3) guarantees that

F (B(uN , ε)) ⊆ B(uN , ε),

and so F (uN ) = uN+1 ∈ B(uN , ε). Now by induction

F k(uN ) = uN+k ∈ B(uN , ε) for all k ∈ {0, 1, 2, . . .}.
Thus

d(uk, ul) ≤ d(uk, uN ) + d(uN , ul) < 2ε for all k, l ≥ N,

and therefore {un} is a Cauchy sequence. In addition there exists y ∈ X

with lim
n→∞un = y.

We now claim that y is a fixed point of F . Suppose it is not. Then

d(y, F (y)) = γ > 0.

We can now choose (and fix) a un ∈ B(y, γ/3) with

d(un, un+1) < δ(γ/3).

Now (1.3) guarantees that

F (B(un, γ/3)) ⊆ B (un, γ/3),

and consequently F (y) ∈ B(un, γ/3). This is a contradiction since

d(F (y), un) ≥ d(F (y), y) − d(un, y) > γ − γ

3
=

2γ
3
.

Thus d(y, F (y)) = 0.

Theorem 1.6 Let (X, d) be a complete metric space and let

d(F (x), F (y)) ≤ φ(d(x, y)) for all x, y ∈ X;

here φ : [0,∞) → [0,∞) is any monotonic, nondecreasing (not necessar-
ily continuous) function with lim

n→∞φn(t) = 0 for any fixed t > 0. Then
F has a unique fixed point u ∈ X with

lim
n→∞Fn(x) = u for each x ∈ X.
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Proof Suppose t ≤ φ(t) for some t > 0. Then φ(t) ≤ φ(φ(t)) and
therefore t ≤ φ2(t). By induction, t ≤ φn(t) for n ∈ {1, 2, . . .}. This is a
contradiction. Thus φ(t) < t for each t > 0.

In addition,

d(Fn(x), Fn+1(x)) ≤ φn(d(x, F (x))) for x ∈ X,

and therefore

lim
n→∞ d(Fn(x), Fn+1(x)) = 0 for each x ∈ X.

Let ε > 0 and choose δ(ε) = ε− φ(ε). If d(x, F (x)) < δ(ε), then for any
z ∈ B(x, ε) = {y ∈ X : d(x, y) < ε} we have

d(F (z), x) ≤ d(F (z), F (x)) + d(F (x), x) ≤ φ(d(z, x)) + d(F (x), x)

< φ(d(z, x)) + δ(ε) ≤ φ(ε) + (ε− φ(ε)) = ε,

and therefore F (z) ∈ B(x, ε). Theorem 1.5 guarantees that F has a
fixed point u with lim

n→∞Fn(x) = u for each x ∈ X. Finally it is easy to
see that F has only one fixed point in X.

Remark 1.2 Note that Theorem 1.1 follows as a special case of The-
orem 1.6 if we choose φ(t) = Lt with 0 ≤ L < 1.

It is natural to begin our applications of fixed point methods with
existence and uniqueness of solutions of certain first order initial value
problems. In particular we seek solutions to

(1.4)
{

y′(t) = f(t, y(t)),
y(0) = y0,

where f : I ×Rn → Rn and I = [0, b]. Notice that (1.4) is a system of
first order equations because f takes values in Rn.

We begin our analysis of (1.4) by assuming that f : I ×Rn → Rn is
continuous. Then, evidently, y ∈ C1(I) (the Banach space of functions
u whose first derivative is continuous on I and equipped with the norm
|u|1 = max{supt∈I |u(t)|, supt∈I |u′(t)|}) solves (1.4) if and only if y ∈
C(I) (the Banach space of functions u, continuous on I and equipped
with the norm |u|0 = supt∈I |u(t)|) solves

(1.5) y(t) = y0 +
∫ t

0

f(s, y(s)) ds.
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Define an integral operator T : C(I) → C(I) by

Ty(t) = y0 +
∫ t

0

f(s, y(s)) ds.

Then the equivalence above is expressed briefly by

y solves (1.4) if and only if y = Ty, T : C(I) → C(I).

In other words, classical solutions to (1.4) are fixed points of the integral
operator T . We now present a result known as the Picard–Lindelöf
theorem.

Theorem 1.7 Let f : I ×Rn → Rn be continuous and Lipschitz in y;
that is, there exists α ≥ 0 such that

|f(t, y) − f(t, z)| ≤ α |y − z| for all y, z ∈ Rn.

Then there exists a unique y ∈ C1(I) that solves (1.4).

Proof We will apply Theorem 1.1 to show that T has a unique fixed
point. At first glance it seems natural to use the maximum norm on
C(I), but this choice would lead us only to a local solution defined on a
subinterval of I. The trick is to use the weighted maximum norm

‖y‖α = |e−αty(t)|0
on C(I). Observe that C(I) is a Banach space with this norm since it
is equivalent to the maximum norm, that is,

e−αb|y|0 ≤ ‖y‖α ≤ |y|0.
We now show that T is a contraction on (C(I), ‖ · ‖α). To see this let
y, z ∈ C(I) and notice

Ty(t) − Tz(t) =
∫ t

0

[f(s, y(s)) − f(s, z(s))] ds for t ∈ I.

Thus for t ∈ I,

e−αt|(Ty − Tz)(t)| ≤ e−αt
∫ t

0

αeαse−αs|y(s) − z(s)| ds

≤ e−αt
(∫ t

0

αeαs ds

)
‖y − z‖α

≤ e−αt
(
eαt − 1

) ‖y − z‖α
≤ (1 − e−αb)‖y − z‖α,
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and therefore

‖Ty − Tz‖α ≤ (
1 − e−αb

) ‖y − z‖α.
Since 1−e−αb < 1, the Banach contraction principle implies that there is
a unique y ∈ C(I) with y = Ty; equivalently (1.4) has a unique solution
y ∈ C1(I).

Now we relax the continuity assumption on f and extend the notion
of a solution of (1.4) accordingly. We want to do this in a way that
preserves the natural equivalence between (1.4) and the equation y = Ty,
which was obtained by integrating. To this end we follow the ideas of
Carathéodory and make the following definitions.

Definition 1.1 A function y ∈ W 1,p(I) is an Lp-Carathéodory solution
of (1.4) if y solves (1.4) in the almost everywhere sense on I; here W 1,p(I)
is the Sobolev class of functions u, with u absolutely continuous and
u′ ∈ Lp(I).

Definition 1.2 A function f : I × Rn → Rn is an Lp-Carathéodory
function if it satisfies the following conditions:

(c1) the map y �→ f(t, y) is continuous for almost every t ∈ I;
(c2) the map t �→ f(t, y) is measurable for all y ∈ Rn;
(c3) for every c > 0 there exists hc ∈ Lp(I) such that |y| ≤ c implies

that |f(t, y)| ≤ hc(t) for almost every t ∈ I.

If f is an Lp-Carathéodory function, then y ∈ W 1,p(I) solves (1.4) if
and only if

y ∈ C(I) and y(t) = y0 +
∫ t

0

f(s, y(s)) ds.

In fact (c1) and (c2) imply that the integrand on the right is measurable
for any measurable y, and (c3) guarantees that it is integrable for any
bounded measurable y. The stated equivalence now is clear. Therefore
just as in the continuous case,

(1.4) has a solution y if and only if y = Ty, T : C(I) → C(I).

Theorem 1.8 Let f : I × Rn → Rn be an Lp-Carathéodory function
and Lp-Lipschitz in y; that is, there exists α ∈ Lp(I) with

|f(t, y) − f(t, z)| ≤ α(t)|y − z| for all y, z ∈ Rn.

Then there exists a unique y ∈ W 1,p(I) that solves (1.4).
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Proof The proof is similar to Theorem 1.7 and will only be sketched
here. Let

A(t) =
∫ t

0

α(s) ds.

Then A′(t) = α(t) for a.e. t. Define

‖y‖A =
∣∣∣e−A(t)y(t)

∣∣∣
0
.

The norm is equivalent to the maximum norm because

e−‖α‖1 |y|0 ≤ ‖y‖A ≤ |y|0, where ‖α‖1 =
∫ b

0

|α(t)| dt.

Thus (C(I), ‖ · ‖A) is a Banach space and use of the Banach contraction
principle, essentially as in the proof of Theorem 1.7, implies that there
exists a unique y ∈ C(I) with y = Ty. It follows that (1.4) has a unique
Lp-Carathéodory solution on I.

Notes Most of the results in Chapter 1 may be found in the classical
books of Dugundji and Granas [55], Goebel and Kirk [77] and Zeidler
[191].

Exercises

1.1 Show that a contraction F from an incomplete metric space into
itself need not have a fixed point.

1.2 Let (X, d) be a complete metric space and let F : X → X be such
that FN : X → X is a contraction for some positive integer N .
Show that F has a unique fixed point u ∈ X and that for each
x ∈ X, lim

n→∞Fn(x) = u.

1.3 Using the result obtained in Exercise 1.2, give an alternative proof
for the Picard–Lindelöf theorem (Theorem 1.7).

1.4 Let Br be the closed ball of radius r > 0, centred at zero, in a
Banach space E with F : Br → E a contraction and F (−x) =
−F (x) for x ∈ ∂Br. Show F has a fixed point in Br.

1.5 Let U be an open subset of a Banach space E and let F : U → E

be a contraction. Show that (I − F )(U) is open.
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1.6 Let (X, d) be a complete metric space, P a topological space and
F : X × P → X. Suppose F is a contraction uniformly over P

(that is, for each x, y ∈ X, d(F (x, p), F (y, p)) ≤ Ld(x, y) for all
p ∈ P ) and is continuous in p for each fixed x ∈ X. Let xp be the
unique fixed point of Fp : X → X, where Fp(x) = F (x, p). Show
that p �→ xp is continuous.

1.7 Let k : [0, 1] × [0, 1] ×R → R be continuous with

|k(t, s, x) − k(t, s, y)| ≤ L |x− y|
for all (t, s) ∈ [0, 1]× [0, 1] and x, y ∈ R (here L ≥ 0 is a constant)
and v ∈ C[0, 1].

(a) Show that

u(t) = v(t) +
∫ t

0

k(t, s, u(s)) ds, 0 ≤ t ≤ 1,

has a unique solution u ∈ C[0, 1].
(b) Choose u0 ∈ C[0, 1] and define a sequence of functions {un}

inductively by

un+1(t) = v(t) +
∫ t

0

k(t, s, un(s)) ds, n = 0, 1, . . . .

Show that the sequence {un} converges uniformly on [0, 1] to
the unique solution u ∈ C[0, 1].

1.8 Let (X, d) be a complete metric space and let φ : X → [0,∞) be
a map (not necessarily continuous). Suppose

inf{φ(x) + φ(y) : d(x, y) ≥ γ} = µ(γ) > 0 for all γ > 0.

Show that each sequence {xn} in X, for which lim
n→∞φ(xn) = 0,

converges to one and only one point u ∈ X.

1.9 Let (X, d) be a complete metric space and let F : X → X be
continuous. Suppose φ(x) = d(x, F (x)) satisfies

inf{φ(x) + φ(y) : d(x, y) ≥ γ} = µ(γ) > 0 for all γ > 0,

and that inf
x∈X

d(x, F (x)) = 0. Show that F has a unique fixed

point.

1.10 If in Theorem 1.6 the assumptions on φ are replaced by φ :
[0,∞) → [0,∞) is upper semicontinuous from the right on [0,∞)
(that is, lim sups→t+ φ(s) ≤ φ(t) for t ∈ [0,∞)) and satisfies
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φ(t) < t for t > 0. Show that F has a unique fixed point u ∈ X

with limn→∞ Fn(x) = u for each x ∈ X.

1.11 Let T be a map of the metric space (X, ρ) into itself such that, for
a fixed positive integer n,

ρ(Tnx, Tny) ≤ αnρ(x, y) for x, y ∈ X;

here α is a positive real number. Show that the function σ defined
by

σ(x, y) := ρ(x, y) +
1
α
ρ(Tx, Ty) + · · · +

1
αn−1

ρ(Tn−1x, Tn−1y)

is a metric on X and T satisfies

σ(Tx, Ty) ≤ ασ(x, y) for x, y ∈ X.



2

Nonexpansive Maps

Let (X, d) be a metric space with C ⊆ X. Recall that a mapping
F : C → X is nonexpansive if L = 1, that is if F satisfies

d(F (x), F (y)) ≤ d(x, y) for all x, y ∈ X.

In Chapter 1 we briefly alluded to nonexpansive maps and gave an ex-
ample of a nonexpansive map free of fixed points.

We begin this chapter by presenting a result known as Schauder’s
theorem for nonexpansive maps. It is a special case of Schauder’s fixed
point theorem which will be presented in Chapter 4.

Theorem 2.1 Let C be a nonempty, closed, convex subset of a normed
linear space E with F : C → C nonexpansive and F (C) a subset of a
compact set of C. Then F has a fixed point.

Proof Let x0 ∈ C. For n = 2, 3, . . ., define

Fn :=
(

1 − 1
n

)
F +

1
n
x0.

Since C is convex and x0 ∈ C, we see that Fn : C → C and it is clear
that Fn : C → C is a contraction. Therefore by Theorem 1.1 each Fn
has a unique fixed point xn ∈ C, that is,

xn = Fn(xn) =
(

1 − 1
n

)
F (xn) +

1
n
x0.

In addition, since F (C) lies in a compact subset of C, there exist a
subsequence S of integers and a u ∈ C with

F (xn) → u as n → ∞ in S.

12
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Thus

xn =
(

1 − 1
n

)
F (xn) +

1
n
x0 → u as n → ∞ in S.

By continuity

F (xn) → F (u) as n → ∞ in S,

and therefore u = F (u).

The main theorem of this section is a result proved independently by
Browder, Göhde and Kirk in 1965. We state it as follows.

Theorem 2.2 Let C be a nonempty, closed, bounded, convex set in a
(real) Hilbert space H. Then each nonexpansive map F : C → C has at
least one fixed point.

Remark 2.1 Notice that uniqueness need not hold as the example
F (x) = x, x ∈ C = [0, 1], shows.

Remark 2.2 In fact in Theorem 2.2 it is enough to assume that H is
a uniformly convex Banach space (see Exercise 2.9).

In the proof of Theorem 2.2 we will need the following two technical
results.

Theorem 2.3 Let H be a Hilbert space with u, v ∈ H, and let r, R be
constants with 0 ≤ r ≤ R. If there exists an x ∈ H with

‖u− x‖ ≤ R, ‖v − x‖ ≤ R and
∣∣∣∣
∣∣∣∣u + v

2
− x

∣∣∣∣
∣∣∣∣ ≥ r,

then

‖u− v‖ ≤ 2
√

R2 − r2.

Proof The parallelogram law gives

‖u− v‖2 = 2‖u− x‖2 + 2‖v − x‖2 − ‖(u− x) + (v − x)‖2

≤ 2R2 + 2R2 − 4
∣∣∣∣
∣∣∣∣u + v

2
− x

∣∣∣∣
∣∣∣∣
2

≤ 4(R2 − r2).

Theorem 2.4 Let H be a Hilbert space, C ⊆ H a bounded set and F :

C → C a nonexpansive map. Suppose x ∈ C, y ∈ C and a =
x + y

2
∈ C.
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Let δ(C) denote the diameter of C and let ε ≤ δ(C) with ‖x−F (x)‖ ≤ ε

and ‖y − F (y)‖ ≤ ε. Then

‖a− F (a)‖ ≤ 2
√
ε
√

2δ(C).

Proof Since

‖x− y‖ ≤
∣∣∣∣
∣∣∣∣x− a + F (a)

2

∣∣∣∣
∣∣∣∣ +

∣∣∣∣
∣∣∣∣y − a + F (a)

2

∣∣∣∣
∣∣∣∣ ,

we may assume without loss of generality that∣∣∣∣
∣∣∣∣x− a + F (a)

2

∣∣∣∣
∣∣∣∣ ≥ 1

2
‖x− y‖.

However since

‖a− x‖ =
1
2
‖x− y‖,

we have

‖F (a) − x‖ ≤ ‖F (a) − F (x)‖ + ‖F (x) − x‖
≤ ‖a− x‖ + ε =

1
2
‖x− y‖ + ε.

Theorem 2.3 with r =
1
2
‖x− y‖, R =

1
2
‖x− y‖+ ε, u = a and v = F (a)

gives

‖a− F (a)‖ ≤ 2

√(
1
2
‖x− y‖ + ε

)2

−
(

1
2
‖x− y‖

)2

= 2
√
‖x− y‖ε + ε2 = 2

√
ε
√
‖x− y‖ + ε

≤ 2
√
ε
√

2δ(C).

Proof of Theorem 2.2 Assume that 0 ∈ C. (A modified argument from
the one given below holds for any x0 ∈ C, therefore for simplicity we let
x0 = 0.) Also assume that F (0) 
= 0 (otherwise we are finished). For
each n = 2, 3, . . ., notice that

Fn :=
(

1 − 1
n

)
F : C → C

is a contraction. Now Theorem 1.1 guarantees that there exists a unique
xn ∈ C with

xn = Fn(xn) =
(

1 − 1
n

)
F (xn).
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Thus

(2.1) ‖xn − F (xn)‖ =
1
n
||F (xn)|| ≤ 1

n
δ(C),

where δ(C) denotes the diameter of C. For each n ∈ {2, 3, . . .}, let

Qn =
{
x ∈ C : ‖x− F (x)‖ ≤ 1

n
δ(C)

}
.

Now

Q2 ⊇ Q3 ⊇ · · · ⊇ Qn ⊇ · · ·
is a decreasing sequence of nonempty (see (2.1)) closed sets. Let

dn = inf{‖x‖ : x ∈ Qn}
and since the Qns are decreasing we have

d2 ≤ d3 ≤ · · · ≤ dn ≤ · · · , with di ≤ δ(C)

for each i ∈ {2, 3, . . .}. Consequently, dn ↑ d with d ≤ δ(C). Next let

An = Q8n2 ∩B(0, d + 1/n),

where

B(0, d + 1/n) =
{
x ∈ H : ‖x‖ < d +

1
n

}
.

Now An is a decreasing sequence of closed, nonempty sets. We now show
that lim

n→∞ δ(An) = 0. To see this let u, v ∈ An. Then

(2.2) ‖u− 0‖ ≤ d +
1
n

and ‖v − 0‖ ≤ d +
1
n
.

Also since u, v ∈ Q8n2 we have

‖u− F (u)‖ ≤ 1
8n2

δ(C) and ‖v − F (v)‖ ≤ 1
8n2

δ(C).

Thus Theorem 2.4 implies that∣∣∣∣
∣∣∣∣u + v

2
− F

(
u + v

2

)∣∣∣∣
∣∣∣∣ ≤ 2

√
2δ(C)

√
1

8n2
δ(C) =

1
n
δ(C),

therefore
u + v

2
∈ Qn and

(2.3)
∣∣∣∣
∣∣∣∣u + v

2
− 0

∣∣∣∣
∣∣∣∣ ≥ dn.
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It is easy to check (see Exercise 2.1) that r : H → Br is nonexpansive.
As a result r ◦ F : Br → Br is a nonexpansive map. Theorem 2.2
guarantees that there exists x ∈ Br with r(F (x)) = x. If F (x) ∈ Br,
then

x = r(F (x)) = F (x),

and F has a fixed point, that is, (A1) occurs. If F (x) does not belong
to Br then

x = r(F (x)) = r
F (x)

‖F (x)‖ = λF (x) with λ =
r

‖F (x)‖ < 1,

that is, (A2) occurs since x ∈ ∂Br.

It is easy to put conditions on F to guarantee that the second possi-
bility (A2) in Theorem 2.5 does not occur.

Theorem 2.6 Let H be a real Hilbert space, Br = {x ∈ H : ‖x‖ ≤ r}
with r > 0, and let F : Br → H be nonexpansive. Suppose for all
x ∈ ∂Br one of the following four conditions holds:

(i) ‖F (x)‖ ≤ ‖x‖,
(ii) ‖F (x)‖ ≤ ‖x− F (x)‖,
(iii) ‖F (x)‖2 ≤ ‖x‖2 + ‖x− F (x)‖2,
(iv) 〈x, F (x)〉 ≤ ‖x‖2.

Then F has a fixed point in Br.

Proof We prove the result with (ii) holding. If F has no fixed points
then by Theorem 2.5 there exist z ∈ ∂Br and λ ∈ (0, 1) with z = λF (z).
In particular F (z) 
= 0 and

‖F (z)‖ = ‖F (λF (z))‖ ≤ ‖λF (z) − F (λF (z))‖,
that is,

‖F (z)‖ ≤ (1 − λ)‖F (z)‖,
therefore 1 ≤ 1 − λ. This is a contradiction.

Notes The approach in Chapter 2 has been adapted from Dugundji
and Granas [55]. Other relevant approaches may be found in Goebel
and Kirk [77] and Smart [174].
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Now (2.2), (2.3) and Theorem 2.3 imply

‖u− v‖ ≤ 2

√(
d +

1
n

)2

− dn
2,

and therefore

δ(An) ≤ 2

√
2d
n

+
1
n2

+ (d 2 − dn
2).

Consequently lim
n→∞ δ(An) = 0. Cantor’s theorem (applied to {An}∞n=2)

guarantees the existence of an

x0 ∈
∞⋂
n=2

An.

Since

x0 ∈
∞⋂
n=2

Q8n2

we have

‖x0 − F (x0)‖ ≤ δ(C)
8n2

for all n ∈ {2, 3, . . .}.
Therefore

‖x− F (x0)‖ = 0

and the theorem is proved.

We now examine the behaviour of nonexpansive maps defined on Br

(the closed ball of radius r and centre 0) with values in the Hilbert space
H. In particular we prove a nonlinear alternative of Leray–Schauder
type for nonexpansive maps. It is worth remarking that a more general
result will be presented in Chapter 3.

Theorem 2.5 Let H be a real Hilbert space and Br = {x ∈ H : ‖x‖ ≤
r} with r > 0. Then each nonexpansive map F : Br → H has at least
one of the following two properties:

(A1) F has a fixed point in Br,
(A2) There are an x ∈ ∂Br and a λ ∈ (0, 1) with x = λF (x).

Proof Define a map (radial retraction) r : H → Br by

r(x) =




x, ‖x‖ ≤ r,

r
x

‖x‖ , ‖x‖ > r.
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Exercises

2.1 Show that the radial retraction defined in Theorem 2.5 is nonex-
pansive.

2.2 Complete the proof of Theorem 2.6.

2.3 Let (X, d) be a metric space and let F : K → Q be a continuous
mapping; here K is a closed subset of X and Q is a compact sub-
set of X. Suppose for each ε > 0 there exists an x(ε) ∈ K with
d(F (x(ε)), x(ε)) < ε. Show that F has a fixed point.

2.4 Let C be a closed, bounded, convex subset of a Banach space E and
F : C → C a nonexpansive map. Show that for each ε > 0, there
exists x(ε) ∈ C with ‖F (x(ε)) − x(ε)‖ < ε.

2.5 Let H be a Hilbert space and C ⊆ H a closed, convex set. Define
PC : H → C to be the map sending each x ∈ H to the nearest point
in C. Show that PC : H → C is nonexpansive.

2.6 Let K be a bounded, convex subset of a uniformly convex Banach
space X and F : K → X a nonexpansive map. Suppose for {un},

{vn} in K and zn =
un + vn

2
, we have

lim
n→∞ ‖un − F (un)‖ = 0 and lim

n→∞ ‖vn − F (vn)‖ = 0.

Show that lim
n→∞ ‖zn − F (zn)‖ = 0.

2.7 Let K be a bounded, closed, convex subset of a uniformly convex
Banach space X and F : K → X be a nonexpansive map with

inf{‖x− F (x)‖ : x ∈ K} = 0.

Show that F has a fixed point in K.

2.8 Let X be a uniformly convex Banach space and K a closed, convex
subset of X with F : K → X a nonexpansive map. Suppose that
{uj} is a weakly convergent sequence in K with weak limit u0. If
(I − F )(uj) converges strongly to an element w0 in K, then show
that (I − F )(u0) = w0. (This means that I − F is demiclosed on
K.)

2.9 Let X be a uniformly convex Banach space and K a closed, convex,
bounded subset of X. Prove that every nonexpansive map F : K →
K has a fixed point.



3

Continuation Methods for Contractive and
Nonexpansive Mappings

We begin this chapter by showing that the property of having a fixed
point is invariant by homotopy for contractions.

Let (X, d) be a complete metric space and U an open subset of X.

Definition 3.1 Let F : U → X and G : U → X be two contractions;
here U denotes the closure of U in X. We say that F and G are homo-
topic if there exists H : U × [0, 1] → X with the following properties:

(a) H(·, 0) = G and H(·, 1) = F ;
(b) x 
= H(x, t) for every x ∈ ∂U and t ∈ [0, 1] (here ∂U denotes the

boundary of U in X);
(c) there exists α, 0 ≤ α < 1, such that d(H(x, t), H(y, t)) ≤ αd(x, y)

for every x, y ∈ U and t ∈ [0, 1];
(d) there exists M , M ≥ 0, such that d(H(x, t), H(x, s)) ≤ M |t− s| for

every x ∈ U and t, s ∈ [0, 1].

Theorem 3.1 Let (X, d) be a complete metric space and U an open
subset of X. Suppose that F : U → X and G : U → X are two homotopic
contractive maps and G has a fixed point in U . Then F has a fixed point
in U .

Proof Consider the set

A = {λ ∈ [0, 1] : x = H(x, λ) for some x ∈ U}
where H is a homotopy between F and G as described in Definition 3.1.
Notice A is nonempty since G has a fixed point, that is, 0 ∈ A. We will
show that A is both open and closed in [0, 1] and hence by connectedness
we have that A = [0, 1]. As a result, F has a fixed point in U .

19
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We first show that A is closed in [0, 1]. To see this let

{λn}∞n=1 ⊆ A with λn → λ ∈ [0, 1] as n → ∞.

We must show that λ ∈ A. Since λn ∈ A for n = 1, 2, . . ., there exists
xn ∈ U with xn = H(xn, λn). Also for n,m ∈ {1, 2, . . .} we have

d(xn, xm) = d(H(xn, λn), H(xm, λm))

≤ d(H(xn, λn), H(xn, λm)) + d(H(xn, λm), H(xm, λm))

≤ M |λn − λm| + αd(xn, xm),

that is,

d(xn, xm) ≤
(

M

1 − α

)
|λn − λm|.

Since {λn} is a Cauchy sequence we have that {xn} is also a Cauchy
sequence, and since X is complete there exists x ∈ U with lim

n→∞xn = x.

In addition, x = H(x, λ) since

d(xn, H(x, λ)) = d(H(xn, λn), H(x, λ))

≤ M |λn − λ| + αd(xn, x).

Thus λ ∈ A and A is closed in [0, 1].
Next we show that A is open in [0, 1]. Let λ0 ∈ A. Then there exists

x0 ∈ U with x0 = H(x0, λ0). Fix ε > 0 such that

ε ≤ (1 − α)r
M

where r < dist(x0, ∂U),

and where dist(x0, ∂U) = inf{d(x0, x) : x ∈ ∂U}. Fix λ ∈ (λ0−ε, λ0+ε).
Then for x ∈ B(x0, r) = {x : d(x, x0) ≤ r},

d(x0, H(x, λ)) ≤ d(H(x0, λ0), H(x, λ0)) + d(H(x, λ0), H(x, λ))

≤ αd(x0, x) + M |λ− λ0|
≤ αr + (1 − α)r = r.

Thus for each fixed λ ∈ (λ0 − ε, λ0 + ε),

H(·, λ) : B(x0, r) → B(x0, r).

We can now apply Theorem 1.1 (an argument based on Theorem 1.3
could also be used) to deduce that H(·, λ) has a fixed point in U . Thus
λ ∈ A for any λ ∈ (λ0 − ε, λ0 + ε) and therefore A is open in [0, 1].
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For the remainder of this chapter we will assume that X is a Banach
space. We now present a nonlinear alternative of Leray–Schauder type
for contractive maps.

Theorem 3.2 Suppose U is an open subset of a Banach space X, 0 ∈ U

and F : U → X a contraction with F (U) bounded. Then either

(A1) F has a fixed point in U , or
(A2) there exist λ ∈ (0, 1) and u ∈ ∂U with u = λF (u)

holds.

Proof Assume (A2) does not hold and F has no fixed points on ∂U

(otherwise we are finished). Then

u 
= λF (u) for all u ∈ ∂U and λ ∈ [0, 1].

Let H : U × [0, 1] → X be given by

H(x, t) = tF (x),

and let G be the zero map. Notice G has a fixed point in U (that is,
0 = G(0)) and F and G are two homotopic, contractive mappings. We
can now apply Theorem 3.1 to deduce that there exists x ∈ U with
x = F (x), that is, (A1) occurs.

It is natural to ask whether we can extend Theorem 3.2 to nonexpan-
sive maps as Theorem 2.5 suggests.

Theorem 3.3 Let U be a bounded, open, convex subset of a uniformly
convex Banach space X, with 0 ∈ U and F : U → X a nonexpansive
map. Then either

(A1) F has a fixed point in U , or
(A2) there exist λ ∈ (0, 1) and u ∈ ∂U with u = λF (u)

is true.

Proof Assume (A2) does not hold. Consider for each n ∈ {2, 3, . . .}, the
mapping

Fn :=
(

1 − 1
n

)
F : U → X.

Notice that Fn is a contraction with contraction constant 1 − 1/n. Ap-
plying Theorem 3.2 to Fn, we deduce that either Fn has a fixed point in
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U , or there exist λ ∈ (0, 1) and u ∈ ∂U with u = λFn(u). Suppose the
latter is true, that is, there exist

λ ∈ (0, 1) and u ∈ ∂U with u = λFn(u).

Then

u = λ

(
1 − 1

n

)
F (u) = ηF (u) where 0 < η = λ

(
1 − 1

n

)
< 1

– a contradiction since property (A2) does not occur. Consequently
for each n ∈ {2, 3, . . .} we have that Fn has a fixed point un ∈ U . A
standard result (if E is a reflexive Banach space, then any norm bounded
sequence in E has a weakly convergent subsequence) implies (since U is
closed, bounded and convex – hence weakly closed) that there exist a
subsequence S of integers and a u ∈ U with

un ⇀ u as n → ∞ in S; here ⇀ denotes weak convergence.

In addition since un = (1 − 1/n)F (un) we have

‖(I − F )(un)‖ =
1
n
‖F (un)‖

≤ 1
n

(‖F (un) − F (0)‖ + ‖F (0)‖)

≤ 1
n

(‖un‖ + ‖F (0)‖).

Thus (I − F )(un) converges strongly to 0. The demiclosedness of I − F

(see Exercise 2.8) implies that u = F (u), and as a result (A1) occurs.

To illustrate how Theorem 3.2 can be applied in practice we turn our
attention to the second order homogeneous Dirichlet problem,

(3.1)
{

y′′ = f(t, y, y′) for t ∈ [a, b],
y(a) = y(b) = 0,

where f : [a, b] × R2 → R is continuous. Associated with (3.1) we
consider the following related family of problems:

(3.2)λ

{
y′′ = λf(t, y, y′) for t ∈ [a, b],
y(a) = y(b) = 0,

for λ ∈ (0, 1).
Define an operator F : C1[a, b] → C1[a, b] by

Fy(t) :=
∫ b

a

G(t, s)f(s, y(s), y′(s)) ds
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where the Green’s function G(t, s) is given by

G(t, s) =




− (t− a)(b− s)
b− a

, a ≤ t ≤ s ≤ b,

− (s− a)(b− t)
b− a

, a ≤ s ≤ t ≤ b.

By the properties of the Green’s function, the fixed points of F are
the classical solutions of (3.1). Under an appropriate local Lipschitz
condition on f , we will use the nonlinear alternative for contractive
maps to establish that F restricted to the closure of a suitable open set
U ⊆ C1[a, b] is contractive and has a fixed point (in fact a unique fixed
point) in U . Hence (3.1) has a unique solution in U .

To this end we assume that f satisfies the following local Lipschitz
condition:

(3.3)




there are a subset D ⊆ R2 and constants K0 and K1

such that f restricted to [a, b] ×D satisfies
|f(t, y, y′) − f(t, z, z′)| ≤ K0|y − z| + K1|y′ − z′|.

Define a modified maximum norm on C1[a, b] by

‖y‖ = K0|y|0+K1|y′|0 where |y|0 = sup
t∈[a,b]

|y(t)| and |y′|0 = sup
t∈[a,b]

|y′(t)|.

For functions y and z whose values and derivative values lie in the region
where f is locally Lipschitz, we have

|(Fy − Fz)(t)| =

∣∣∣∣∣
∫ b

a

G(t, s)[f(s, y(s), y′(s)) − f(s, z(s), z′(s))] ds

∣∣∣∣∣
≤ (b− a)2

8
‖y − z‖,

since

max
t∈[a,b]

∫ b

a

|G(t, s)| ds = max
t∈[a,b]

(b− t)(t− a)
2

=
(b− a)2

8
.

Thus

|Fy − Fz|0 ≤ (b− a)2

8
‖y − z‖

for functions y and z whose values and derivative values lie in the region
where f is locally Lipschitz. Likewise

|(Fy − Fz)′|0 ≤ (b− a)
2

‖y − z‖
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for functions y and z whose values and derivative values lie in the region
where f is locally Lipschitz, since

max
t∈[a,b]

∫ b

a

|Gt(t, s)| ds = max
t∈[a,b]

(b− t)2 + (t− a)2

2(b− a)
=

b− a

2
.

Consequently

(3.4) ‖Fy − Fz‖ ≤
[
K0

(b− a)2

8
+ K1

(b− a)
2

]
‖y − z‖,

for functions y and z whose values and derivative values lie in the region
where f is locally Lipschitz. This inequality and Theorem 3.2 enable us
to establish the following existence and uniqueness principle for (3.1).

Theorem 3.4 Let f : [a, b] ×R2 → R be continuous and satisfy (3.3)
in a set D with constants K0 and K1 such that

(3.5) K0
(b− a)2

8
+ K1

(b− a)
2

< 1

is true. Suppose there is a bounded open set of functions U ⊆ C1[a, b]
with 0 ∈ U such that

(3.6) u ∈ U implies (u(t), u′(t)) ∈ D for all t ∈ [a, b]

and

(3.7) y solves (3.2)λ for some λ ∈ (0, 1) implies y /∈ ∂U

hold. Then (3.1) has a unique solution in U .

Proof Evidently F : U → C1[a, b] is contractive by (3.4) and (3.5).
Apply Theorem 3.2 and note that (A2) cannot occur because of (3.7).

Remark 3.1 In many important applications, the function f is in-
dependent of y′; that is f = f(t, y). In this case, a straightforward
review of the reasoning given above shows that we can regard F as
F : C[a, b] → C[a, b]. This leads to a useful variant of Theorem 3.4
in which D ⊆ R, all reference to y′ and z′ is dropped in (3.3), and
U ⊆ C[a, b].

Example 3.1 The boundary value problem

(3.8)
{

y′′(t) = −ey(t), t ∈ [0, 1],
y(0) = y(1) = 0
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has a unique solution with maximum norm at most 1. We note that
(3.8) models the steady state temperature in a rod with temperature
dependent internal heating.

To establish the above claim we apply Theorem 3.4 and Remark 3.1
with f = f(t, y) = −ey. By the mean value theorem we have that

|y| ≤ 1 and |z| ≤ 1 imply |ey − ez| ≤ emax{y,z}|y − z| ≤ e|y − z|.

We take

D = [−1, 1] and U =

{
y ∈ C[0, 1] : |y|0 = sup

t∈[0,1]

|y(t)| < 1

}

in Theorem 3.4. Then

K0

8
=

e

8
< 1.

Suppose that y solves

(3.9)λ

{
y′′(t) = −λey(t), t ∈ [0, 1],
y(0) = y(1) = 0

for some λ ∈ (0, 1). Then

y(t) = −λ

∫ 1

0

G(t, s)ey(s) ds

and therefore

|y(t)| ≤ 1
8
e|y|0 for t ∈ [0, 1].

Consequently |y|0 ≤ 1
8
e|y|0 and this implies that |y|0 
= 1 and therefore

y /∈ ∂U . Now Theorem 3.4 implies that (3.8) has a unique solution with
norm at most 1.

Remark 3.2 It is interesting to note that (3.8) actually has two
solutions. We will discuss multiplicity of solutions in Chapter 7.

Notes The results in Chapter 3 may be found in Frigon [68], Granas
[86], Lee and O’Regan [117] and O’Regan [140].
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Exercises

3.1 Let X be a Banach space, U an open subset of X with 0 ∈ U and
F : U → X a contractive map with F (U) bounded. Assume that
for every x ∈ ∂U , any one of the following conditions is satisfied:

(i) ‖F (x)‖ ≤ ‖x‖,
(ii) ‖F (x)‖ ≤ ‖x− F (x)‖,
(i) ‖F (x)‖ ≤ {‖x‖2 + ‖x− F (x)‖2} 1

2 ,
(iiii) ‖F (x)‖ ≤ max{‖x‖, ‖x− F (x)‖},
(iv) −x ∈ U and F (x) = −F (−x).

Show that F has a unique fixed point in U .

3.2 Let X be a Banach space and F : X → X be α-contractive (i.e. a
contraction with Lipschitzian constant α, 0 ≤ α < 1) on every ball
B(0, r) in X, and let

ΩF = {x ∈ X : x = λF (x) for some λ ∈ (0, 1)}.
Show that either ΩF is unbounded or F has a fixed point.

3.3 If in Definition 3.1 we replace (d) with

(d�)




there exists a continuous φ : [0, 1] → R such that
for every x ∈ U and t, s ∈ [0, 1], we have
d(H(x, t), H(x, s)) ≤ |φ(t) − φ(s)|,

show the result in Theorem 3.1 is again true.

3.4 Let (X, d) be a complete metric space and U an open subset of X.
A function F : U → X is said to be weakly contractive if there exists
ψ : X × X → (0,∞) compactly positive (that is, inf{ψ(x, y) : a ≤
d(x, y) ≤ b} = θ(a, b) > 0 for every 0 < a ≤ b) such that

d(F (x), F (y)) ≤ d(x, y) − ψ(x, y).

If ψ is a compactly positive function, we define for 0 < a ≤ b,

γ(a, b) = min{a, θ(a, b)}.
Suppose x0 ∈ X, r > 0 and F : B(x0, r) → X is weakly contractive
with

d(x0, F (x0)) < γ
(r

2
, r
)
.

Show that F has a fixed point.

3.5 Let (X, d) be a complete metric space, U an open subset of X and
F : U → X, G : U → X two weakly contractive maps. We say that
F and G are homotopic if there exists H : U × [0, 1] → X such that
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(a) H(·, 0) = G and H(·, 1) = F ,
(b) x 
= H(x, t) for every x ∈ ∂U and t ∈ [0, 1],
(c) there exists a compactly positive function ψ : X ×X → (0,∞)

such that d(H(x, t), H(y, t)) ≤ d(x, y)−ψ(x, y) for every x, y ∈
U and t ∈ [0, 1],

(d) there exists a continuous φ : [0, 1] → R such that for every
x ∈ U and t, s ∈ [0, 1], we have that d(H(x, t), H(x, s)) ≤ |φ(t)−
φ(s)|.

Now suppose that F : U → X and G : U → X are two weakly
contractive maps with one of the following conditions satisfied:

(i) F (U) is bounded;
(ii) there exists a homotopy H between F and G such that

the positively compact function ψ associated with H satisfies
inf{θ(a, b) : b ≥ a} > 0 for all a > 0.

If G has a fixed point in U show that F has a fixed point in U .



4

The Theorems of Brouwer, Schauder and
Mönch

In this chapter we present fixed point theory for continuous, single valued
maps in finite and infinite dimensional Banach spaces. In particular, we
present the theorems of Brouwer, Schauder and Mönch.

Definition 4.1 Two topological spaces X and Y are called homeo-
morphic if there exists a bijective function f : X → Y such that f and
f−1 are continuous. The map f is called a homeomorphism.

Definition 4.2 A topological space X has the fixed point property if
every continuous f : X → X has a fixed point.

Theorem 4.1 If X has the fixed point property and X is homeomorphic
to Y , then Y has the fixed point property.

Proof Let h : X → Y be a homeomorphism and suppose that g : Y → Y

is continuous. We must show that g has a fixed point in Y . Notice that

h−1 ◦ g ◦ h : X → X

is continuous. Since X has the fixed point property, there exists x0 ∈ X

with

h−1 ◦ g ◦ h(x0) = x0.

Hence g(y0) = y0 where y0 = h(x0).

Definition 4.3 A subset A of a topological space X is a retract of X
if there is a continuous map r : X → A with r(a) = a, for all a ∈ A.
The map r is called a retraction.

28
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Theorem 4.2 If X has the fixed point property and A is a retract of
X, then A has the fixed point property.

Proof Let f : A → A be continuous and r : X → A a retraction. We
must show that f has a fixed point in A. Notice first that

f ◦ r : X → A ⊆ X.

Since X has the fixed point property, there exists x0 ∈ X with

f ◦ r(x0) = x0.

However, f(r(x0)) ∈ A and therefore x0 ∈ A. But since x0 ∈ A and
r : X → A is a retraction, we have that r(x0) = x0. Consequently,
f(x0) = x0, x0 ∈ A.

In R, notice that f : [−1, 1] → [−1, 1] has a fixed point since the
function g : x �→ x − f(x) satisfies g(−1) ≤ 0 ≤ g(1) and therefore g

must assume the value zero. As a result, [−1, 1] has the fixed point prop-
erty. Of course Theorem 4.1 immediately guarantees that all compact
intervals have the fixed point property. However, the situation in Rn,
n > 1, is not as straightforward. A substantial part of this chapter will
be devoted to proving the following fixed point result due to Brouwer.

Theorem 4.3 The closed unit ball Bn, in Rn, has the fixed point
property.

For the remainder of this chapter we shall assume that Rn is endowed
with its standard inner product

〈x, y〉 =
n∑
i=1

xiyi,

and norm

‖x‖ = 〈x, x〉1/2 .
Also, Bn and Sn−1 will denote respectively, the closed unit ball and unit
sphere in Rn :

Bn := {x ∈ Rn : ‖x‖ ≤ 1} and Sn−1 := {x ∈ Rn : ‖x‖ = 1}.

Definition 4.4 Let A ⊆ Rn. A continuous map f : A → Rn is said to
be of class C1, if it has a continuous extension to an open neighbourhood
of A on which it is continuously differentiable.
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In the process of proving Theorem 4.3 we need the following two well
known results which we now just state. The proofs are not difficult and
can be readily found in the literature (see for example [77]).

Theorem 4.4 Let A be a compact subset of Rn and f : A → Rn of
class C1 on A. Then there exists a constant L ≥ 0 (Lipschitz constant)
with

‖f(x) − f(y)‖ ≤ L‖x− y‖ for all x, y ∈ A.

Theorem 4.5 Let A be a closed, bounded domain (that is, the closure
of a connected, open set) in Rn and F : A → Rn of class C1 on A. Then
there exists an interval (−ε, ε), for some ε > 0, on which the function

φ : t �→ Vol(ft(A))

is a polynomial of degree at most n; here ft : A → Rn is given by

ft(x) := x + tF (x),

and Vol refers to the n dimensional Lebesgue measure volume in Rn.

Definition 4.5 Let A ⊆ Rn. A mapping (vector field) f : A → Rn is
said to be nonvanishing if

f(x) 
= 0, for all x ∈ A,

and normed if

‖f(x)‖ = 1, for all x ∈ A.

The field f : Sn−1 → Rn is said to be tangent to Sn−1 if

〈x, f(x)〉 = 0 for all x ∈ Sn−1.

Theorem 4.6 Suppose that F : Sn−1 → Rn is a normed vector field of
class C1 which is tangent to Sn−1. Then for t > 0 sufficiently small,

ft(Sn−1) = (1 + t2)1/2Sn−1;

here ft : x �→ x + tF (x).

Proof Let

F �(x) := ‖x‖F
(

x

‖x‖
)

for x ∈ Rn\{0},
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and

A := {x ∈ Rn : 1/2 ≤ ‖x‖ ≤ 3/2}.
Assume that |t| < min{1/3, 1/L}, where L is the Lipschitz constant of
F � on A (see Theorem 4.4). Fix z ∈ Sn−1 and define G : A → Rn by

G(x) := z − tF �(x).

However, since ‖F (y)‖ = 1 for y ∈ Sn−1 and |t| < 1/3, we have in fact
that G : A → A. Moreover, it is easy to verify (using the Lipschitz
constant L of F � on A and |t|L < 1) that G : A → A is a contraction.
Thus Theorem 1.1 guarantees that G has a fixed point, say x ∈ A, and

x + tF �(x) = z.

Now 1 = 〈x + tF �(x), x + tF �(x)〉, together with ‖F (u)‖ = 1 for u ∈
Sn−1 and 〈v, F (v)〉 = 0 for v ∈ Sn−1, immediately gives

‖x‖ = (1 + t2)−1/2.

As a result

y = (1 + t2)1/2x ∈ Sn−1

and therefore

y + tF (y) = (1 + t2)1/2z.

We have thus shown that for |t| < min{1/3, 1/L} and any z ∈ Sn−1,
there exists y ∈ Sn−1 with

ft(y) = (1 + t2)1/2z.

Consequently,

ft(Sn−1) ⊆ (1 + t2)1/2Sn−1.

To show the reverse inclusion, fix w ∈ (1 + t2)1/2Sn−1 and |t| <

min{1/3, 1/L}. Then there exists z ∈ Sn−1 with w = (1+t2)1/2z. From
above, for this z ∈ Sn−1, there exists u ∈ Sn−1 with ft(u) = (1+t2)1/2z.
Thus ft(u) = w and therefore

(1 + t2)1/2Sn−1 ⊆ ft(Sn−1).

Before we prove Theorem 4.3 we will first show that there are no
nonvanishing, continuous vector fields tangent to S2n. Along the way
we will need the following result.
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Theorem 4.7 Let k ∈ {1, 2, . . .}. Then there are no normed vector
fields of class C1 tangent to S2k.

Proof Suppose such a vector field F does exist. Let 0 < a < 1 < b and
extend F , as in the proof of Theorem 4.6, to F � defined on the domain

A := {x ∈ Rn : a ≤ ‖x‖ ≤ b}.
It is easy to see, since F is tangent to S2k, that F � is tangent to any
sphere concentric with S2k which is contained in A. Let ft(x) := x +
tF �(x) and we immediately have from Theorem 4.6 that

ft(A) = (1 + t2)1/2A,

for t > 0 sufficiently small. Consequently

Vol(ft(A)) = (1 + t2)
2k+1

2 Vol(A).

However, (1 + t2)
2k+1

2 does not coincide with any polynomial in a neigh-
bourhood of zero and this contradicts the conclusion of Theorem 4.5.

Theorem 4.8 Let k ∈ {1, 2, . . .} be fixed. There are no nonvanishing,
continuous vector fields tangent to S2k.

Proof Suppose such a field F exists. Note that

m = min{‖F (x)‖ : x ∈ S2k} > 0.

By the Weierstrass approximation theorem (applied to each component
of F ) there exists a vector field P : S2k → R2k+1 for which

‖P (x) − F (x)‖ <
m

2
for all x ∈ S2k,

where each component of P is a polynomial. Now the field P is of class
C∞ and P is nonvanishing since

‖P (x)‖ ≥ ‖F (x)‖ − ‖P (x) − F (x)‖ >
m

2
, for x ∈ S2k.

Define the vector field Q by

Q(x) := P (x) − 〈P (x), x〉x, for x ∈ S2k.

Note that Q is of class C∞ and is easily seen to be tangent to S2k. In
addition, for x ∈ S2k we have

‖Q(x)‖ ≥ ‖P (x)‖ − ‖Q(x) − P (x)‖ >
m

2
− | 〈P (x), x〉 |
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=
m

2
− | 〈P (x) − F (x), x〉 | ≥ m

2
− ‖P (x) − F (x)‖ > 0,

since we assumed that F is a nonvanishing vector field, tangent to S2k.
Replacing Q(x) with Q(x)/‖Q(x)‖, we contradict Theorem 4.7.

Rn can be viewed as a subspace of Rn+1 by identifying each point
x = (x1, . . . , xn) ∈ Rn with the point (x1, . . . , xn, 0) ∈ Rn+1. Any point
of Rn+1 may be represented as (x, xn+1), with x ∈ Rn and xn+1 ∈ R.
The unit sphere Sn ⊆ Rn+1 may be divided into the upper hemisphere

Sn+ := {(x, xn+1) ∈ Sn : xn+1 ≥ 0},
and the lower hemisphere

Sn− := {(x, xn+1) ∈ Sn : xn+1 ≤ 0}.
The unit sphere

Sn−1 := Sn+ ∩ Sn−

is the equator. Let

en+1 := (0, . . . , 0,1) (north pole) and−en+1 := (0, . . . , 0,−1) (south pole).

The well known stereographic projection (from en+1 to Sn) is the map-
ping S+ : Rn → Sn defined by

S+(x) :=
(

2x
1 + ‖x‖2

,
‖x‖2 − 1
1 + ‖x‖2

)
, for x ∈ Rn.

This map is of class C∞ and it transforms Bn onto Sn−. In addition,
S+(x) = x for x ∈ Sn−1. We define the stereographic projection S−
(from −en+1 to Sn) by

S−(x) :=
(

2x
1 + ‖x‖2

,
1 − ‖x‖2

1 + ‖x‖2

)
, for x ∈ Rn.

Proof of Theorem 4.3 First we assume that n = 2k. Suppose there exists
a continuous map f : B2k → B2k which has no fixed points. Define the
vector field G by

G(x) := x− f(x).

It is immediate that G is nonvanishing on B2k, and it is easy to see that
at any point x ∈ S2k−1 the field is directed outwards, that is,

〈G(x), x〉 = 1 − 〈x, f(x)〉 > 0 for x ∈ S2k−1.
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Now let

F (x) := x−
(

1 − ‖x‖2

1 − 〈x, f(x)〉
)
f(x).

If F (x) = 0 for x ∈ B2k, then 0, x and f(x) are collinear, and therefore

〈x, f(x)〉x = ‖x‖2f(x).

This in turn immediately implies that x = f(x) since F (x) = 0 – a
contradiction. Thus F is nonvanishing on B2k and it is also clear that
F (x) = x if x ∈ S2k−1.

For any x ∈ B2k, consider the set {x + tF (x) : t ∈ [0, 1]}. The image
of this set under S+ is a differentiable arc with initial point lying on S2k

− .
Define the vector field T− on S2k

− by

T−(y) :=
{

d

dt
S+(x + tF (x))

}∣∣∣∣
t=0

=
2

(1 + ‖x‖2)2
(
(1 + ‖x‖2)F (x) − 2 〈x, F (x)〉x, 2 〈x, F (x)〉),

for y = S+(x) ∈ S2k
− . It is easy to see (since F (x) 
= 0 for x ∈ B2k)

that T− is nonvanishing, continuous and tangent to S2k
− . In addition,

F (x) = x for x ∈ S2k−1 implies T−(y) = en+1 for y ∈ S2k−1.
Define the vector field T+ on S2k

+ by

T+(y) :=
{

d

dt
S−(x− tF (x))

}∣∣∣∣
t=0

=
2

(1 + ‖x‖2)2
(
2 〈x, F (x)〉x− (1 + ‖x‖2)F (x), 2 〈x, F (x)〉),

for y = S−(x) ∈ S2k
+ . It is easy to see that T+(y) = T−(y) for y ∈ S2k−1.

Now for y ∈ S2k, set

T (y) :=
{

T−(y) for y ∈ S2k
− ,

T+(y) for y ∈ S2k
+ .

Then T is a continuous, nonvanishing vector field tangent to S2k. This
contradicts Theorem 4.8. Consequently, f has a fixed point and therefore
our proof is complete if n = 2k.

To prove the result for Bn = B2k−1, it suffices to observe that if the
continuous mapping f : B2k−1 → B2k−1 is fixed point free, then so also
is g : B2k → B2k defined by

g(x, x2k) := (f(x), 0).

This contradicts the first part of the proof.
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In fact it is now easy to prove a generalisation of Theorem 4.3 if we
note the following result.

Theorem 4.9 Every nonempty, closed, convex subset C of Rn is a
retract of Rn.

Proof For any x ∈ Rn, we know that there exists a unique y = PC(x) ∈
C with

‖x− y‖ = inf{‖x− u‖ : u ∈ C},
that is, PC is the map sending each x ∈ H to the nearest point in
C. From Exercise 2.5, we know that PC is nonexpansive, therefore in
particular, a retraction from Rn onto C.

Theorem 4.10 Every nonempty, bounded, closed, convex subset C of
Rn has the fixed point property.

Proof Notice that C is a subset of some ball B� in Rn. Since Bn and
B� are homeomorphic, Theorem 4.1 and Theorem 4.3 guarantee that
B� has the fixed point property. In addition, Theorem 4.9 implies that
C is a retract of B� and therefore Theorem 4.2 ensures that C has the
fixed point property.

Remark 4.1 Since any finite dimensional normed linear space X is
isomorphic to Rn with n = dimX we have: every nonempty, bounded,
closed, convex subset of a finite dimensional normed linear space has the
fixed point property.

We would like to extend Theorem 4.10 to an infinite dimensional space
setting. To do so, additional assumptions (see the following example)
have to be placed on f .

Example 4.1 Let

l2 :=

{
x = (x1, x2, . . .) : ‖x‖2 =

∞∑
i=1

|xi|2 < ∞
}

and

B := {x ∈ l2 : ‖x‖ ≤ 1}.
Define f : B → ∂B ⊆ B by

f(x) :=
(√

1 − ‖x‖2, x1, x2, . . .
)
.
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It is easy to see that f is continuous but does not have a fixed point.

Definition 4.6 Let X and Y be normed linear spaces. A map F :
X → Y is called compact if F (X) is contained in a compact subset of
Y . A compact map F : X → Y is called finite dimensional, if F (X) is
contained in a finite dimensional linear subspace of Y .

We next extend Brouwer’s fixed point theorem to compact maps in
normed linear spaces. This generalisation is due to Schauder. The main
idea is to approximate compact maps by maps with finite dimensional
ranges.

Let A = {a1, . . . , an} be a finite subset of a normed linear space
E = (E, ‖ · ‖) and for fixed ε > 0 let

Aε :=
n⋃
i=1

B(ai, ε) where B(ai, ε) := {x ∈ E : ‖x− ai‖ < ε}.

For each i = 1, . . . , n, let µi : Aε → R be the map given by

µi(x) := max{0, ε− ‖x− ai‖}.
Let co(A) denote the smallest convex set containing A. The Schauder
projection is the map Pε : Aε → co(A) given by

Pε(x) :=
∑n
i=1 µi(x)ai∑n
i=1 µi(x)

for x ∈ Aε.

Notice Pε(x) is well defined since if x ∈ Aε, then x ∈ B(ai, ε) for some

i ∈ {1, 2, . . .} and therefore
n∑
i=1

µi(x) 
= 0. Also Pε(x) ⊆ co(A) since

each Pε(x) is a convex combination of the points a1, . . . , an.

Theorem 4.11 Let C be a convex subset of a normed linear space, and
A = {a1, . . . , an} ⊆ C. If Pε denotes the Schauder projection, then

(i) Pε is a compact, continuous map from Aε into co(A) ⊆ C, and
(ii) ‖x− Pε(x)‖ < ε for all x ∈ Aε.

Proof

(i) The continuity of Pε is immediate. To show compactness, let

{Pε(xm)}∞m=1 be any sequence in Pε(Aε). Let µ(x) :=
n∑
i=1

µi(x)
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and therefore

Pε(xm) :=
n∑
i=1

µi(xm)
µ(xm)

ai.

Notice that for each m ∈ {1, 2, . . .},(
µ1(xm)
µ(xm)

, . . . ,
µn(xm)
µ(xm)

)
∈ [0, 1]n,

therefore the compactness of the n-cube implies the compactness of
the map Pε.

(ii) Notice that for x ∈ Aε,

‖x− Pε(x)‖ =
1

µ(x)

∣∣∣∣∣
∣∣∣∣∣µ(x)x−

n∑
i=1

µi(x)ai

∣∣∣∣∣
∣∣∣∣∣

≤ 1
µ(x)

n∑
i=1

µi(x)‖x− ai‖ <
1

µ(x)

n∑
i=1

µi(x)ε = ε,

since µi(x) = 0 unless ‖x− ai‖ < ε.

Our next result is known as Schauder’s approximation theorem.

Theorem 4.12 Let C be a convex subset of a normed linear space E

and F : E → C a compact, continuous map. Then for each ε > 0,
there are a finite set A = {a1, . . . , an} in F (E) and a finite dimensional
continuous map Fε : E → C with the following properties:

(i) ‖Fε(x) − F (x)‖ < ε for all x ∈ E,
(ii) Fε(x) ⊆ co(A) ⊆ C.

Proof F (E) is contained in a compact subset K of C, therefore since K is
totally bounded, there exists a set {a1, . . . , an} ⊆ F (E) with F (E) ⊆ Aε.
Let Pε : Aε → co(A) be the Schauder projection and define the map
Fε : E → C by

Fε(x) := Pε(F (x)) for x ∈ E.

Theorem 4.11 now guarantees the result.

Before we prove Schauder’s fixed point theorem we first introduce the
notion of an ε-fixed point (see Exercise 2.3). Let D be a subset of a
normed linear space E and F : D → E a map. Given ε > 0, a point
d ∈ D with ‖d− F (d)‖ < ε is called an ε-fixed point for F .
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Theorem 4.13 Let D be a closed subset of a normed linear space E

and F : D → E a compact, continuous map. Then F has a fixed point
if and only if F has an ε-fixed point.

Proof Assume that F has an ε-fixed point for each ε > 0. Now for each
n ∈ {1, 2, . . .}, let dn be a (1/n)-fixed point for F , that is,

(4.1) ‖dn − F (dn)‖ <
1
n
.

Since F is compact, F (D) is contained in a compact subset K of E and
therefore there exist a subsequence S of integers and an x ∈ K such that

F (dn) → x ∈ K as n → ∞ in S.

Now (4.1) implies that dn → x as n → ∞ in S and since D is closed we
have that x ∈ D. Also, the continuity F implies that F (dn) → F (x) as
n → ∞ in S and this together with (4.1) yields ‖x− F (x)‖ = 0, that is
x = F (x).

We now state and prove Schauder’s fixed point theorem.

Theorem 4.14 Let C be a closed, convex subset of a normed linear
space E. Then every compact, continuous map F : C → C has at least
one fixed point.

Proof By Theorem 4.13, with D = C, it suffices to show that F has an
ε-fixed point for every ε > 0. Fix ε > 0. Theorem 4.12 guarantees the
existence of a finite dimensional, continuous map Fε : C → C with

(4.2) ‖Fε(x) − F (x)‖ < ε for x ∈ C

and

Fε(C) ⊆ co(A) ⊆ C for some finite set A ⊆ C.

Since co(A) is closed and bounded and Fε(co(A)) ⊆ co(A), we may
apply Theorem 4.10 (Brouwer’s fixed point theorem) to deduce that
there exists xε ∈ co(A) with xε = Fε(xε). Also, (4.2) yields

‖xε − Fε(xε)‖ = ‖Fε(xε) − F (xε)‖ < ε.

In 1980, Mönch generalised Theorem 4.14 and for completeness we
present his result here.



Chapter 4 39

Theorem 4.15 Let Ω be a convex, open set in a Banach space E with
x0 ∈ Ω. Suppose there is a continuous map F : Ω → Ω with the following
property:

(4.3)
{

C ⊆ Ω countable and C ⊆ co({x0} ∪ F (C))
imply that C is relatively compact.

Then F has a fixed point in Ω.

Proof Let

D0 := {x0} and Dn := co({x0} ∪ F (Dn−1)) for n = 1, 2, . . . .

Mazur’s theorem (Exercise 4.12), together with the fact that the con-
tinuous image of a compact set is compact, implies that Dn is relatively
compact. Notice also that

D0 ⊆ D1 ⊆ · · · ⊆ Dn−1 ⊆ Dn ⊆ · · · ⊆ Ω.

In addition, each Dn is separable, therefore there is a sequence of count-
able {Cn}, with Cn = Dn for n = 0, 1, 2, . . .. Let

D :=
∞⋃
n=0

Dn and C :=
∞⋃
n=0

Cn.

Notice it is easy to check since (Dn) is increasing, that

(4.4) D =
∞⋃
n=0

Dn =
∞⋃
n=1

co({x0} ∪ F (Dn−1)) = co({x0} ∪ F (D))

and

(
note

∞⋃
n=0

Dn ⊆
∞⋃
n=0

Dn ⊆
∞⋃
n=0

Dn

)

(4.5)
∞⋃
n=0

Dn =
∞⋃
n=0

Dn = D and
∞⋃
n=0

Dn =
∞⋃
n=0

Cn =
∞⋃
n=0

Cn = C.

It follows from (4.4), (4.5) and the continuity of F (that is, F (D) ⊆
F (D)), that

(4.6) C ⊆ C = D = co({x0} ∪ F (D)) = co({x0} ∪ F (D))

= co({x0} ∪ F (C)) = co({x0} ∪ F (C)).

Remark 4.2 Note that the continuity of F implies that

F (D) ∪ {x0} ⊆ F (D) ∪ {x0} ⊆ F (D) ∪ {x0} ⊆ co(F (D) ∪ {x0})



40 The Theorems of Brouwer, Schauder and Mönch

and therefore

co(F (D) ∪ {x0}) = co(F (D) ∪ {x0}).

Since C is countable, (4.3) implies that C is compact. Hence D is com-
pact. Also notice that D = co({x0} ∪ F (D)) from (4.6) and therefore
F (D) ⊆ D. We may apply Theorem 4.14 (Schauder’s fixed point theo-
rem) to deduce that F has a fixed point in D.

We are now in a position to prove Mönch’s fixed point theorem.

Theorem 4.16 Let C be a closed, convex subset of a Banach space E

with x0 ∈ C. Suppose there is a continuous map F : C → C with the
following property:

(4.7)

{
D ⊆ C countable and D ⊆ co({x0} ∪ F (D))
imply that D is relatively compact.

Then F has a fixed point in C.

Proof Essentially the same reasoning as in Theorem 4.15 establishes
this. However here we provide a second proof. By Dugundji’s extension
theorem (see Exercise 4.8) there is a continuous map F � : E → C with
F �(x) = F (x) for x ∈ C. Let D ⊆ E be countable and

(4.8) D ⊆ co({x0} ∪ F �(D)).

Since F �(D) ⊆ C, (4.8) implies that D ⊆ C and as a result F �(D) =
F (D). We may apply (4.7) to deduce that D is relatively compact. Next
apply Theorem 4.15 to F � with Ω = E to show that there exists x ∈ E

with F �(x) = x. Since F �(x) ∈ C we must have x ∈ C and therefore
x = F �(x) = F (x).

Remark 4.3 Theorem 4.16 contains the well known fixed point theo-
rem of Sadovskii (see Exercise 4.5).

To illustrate how Theorem 4.14 can be applied in practice, we discuss
the discrete boundary value problem

(4.9)

{
∆2y(i− 1) + f(i, y(i)) = 0, i ∈ N,

y(0) = 0, y(T + 1) = 0.
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Here T ∈ {1, 2, . . .}, N = {1, 2, . . . , T}, N+ = {0, 1, . . . , T +1}, ∆y(j) =
y(j + 1) − y(j), and y : N+ → Rn. We will assume that

(4.10) f : N ×Rn → Rn is continuous

holds.

Remark 4.4 Recall that a map f : N+ ×Rn → Rn is continuous as
a map of the topological space N × Rn into the topological space Rn

(the topology on N will be the discrete topology).

Let C(N+,Rn) denote the class of maps w, continuous on N+

(discrete topology), with norm ‖w‖0 = maxk∈N+ ‖w(k)‖, that is,
C(N+,Rn) := {w : w : N+ → Rn} which is a Banach space.

Remark 4.5 Since N+ is a discrete space, then any mapping of N+

to a topological space (in this case Rn) is continuous.

By a solution of (4.9) we mean a w ∈ C(N+,Rn) such that w satisfies
(4.9) for i ∈ N and w satisfies the boundary (Dirichlet) conditions. We
will establish two existence results for (4.9). Both results will depend
on the following result (here 〈·, ·〉 is as defined in the beginning of this
chapter).

Theorem 4.17 Let x ∈ C(N+,Rn) and i ∈ {0, 1, . . . , T − 1}. Then

‖x(i + 1)‖∆2‖x(i)‖ ≥ 〈
x(i + 1),∆2x(i)

〉
.

Proof Notice that

‖x(i + 1)‖∆2‖x(i)‖ − 〈
x(i + 1),∆2x(i)

〉
= (‖x(i + 2)‖ − 2‖x(i + 1)‖ + ‖x(i)‖) ‖x(i + 1)‖

− 〈x(i + 1), x(i + 2) − 2x(i + 1) + x(i)〉
= ‖x(i + 2)‖ ‖x(i + 1)‖ + ‖x(i)‖ ‖x(i + 1)‖

− 〈x(i + 1), x(i + 2) + x(i)〉
≥ ‖x(i + 2)‖ ‖x(i + 1)‖ + ‖x(i)‖ ‖x(i + 1)‖

−‖x(i + 1)‖ (‖x(i + 2)‖ + ‖x(i)‖) = 0.



42 The Theorems of Brouwer, Schauder and Mönch

Theorem 4.18 Suppose that (4.10) holds. In addition, assume the
following hold:

(4.11)




there exist v ∈ C(N+,Rn) and M ∈ C(N+, (0,∞)) with〈
y − v(i),−f(i, y) − ∆2v(i− 1)

〉 ≥ M(i)∆2M(i− 1)
for all i ∈ N and y ∈ Rn with ‖y − v(i)‖ = M(i)

and

(4.12) ‖v(0)‖ ≤ M(0) with ‖v(T + 1)‖ ≤ M(T + 1).

Then (4.9) has a solution y ∈ C(N+,Rn) with ‖y(i)−v(i)‖ ≤ M(i), for
i ∈ N .

Remark 4.6 Suppose that n = 1 and α, β ∈ C(N+,R) are respectively
lower and upper solutions of (4.9), that is,{

∆2α(i− 1) + f(i, α(i)) ≥ 0 for i ∈ N,

α(0) ≤ 0, α(T + 1) ≤ 0

and {
∆2β(i− 1) + f(i, β(i)) ≥ 0 for i ∈ N,

β(0) ≥ 0, β(T + 1) ≥ 0.

In addition, suppose that α(i) < β(i) for i ∈ N . Then it is easy to check
that

v =
α + β

2
and M =

β − α

2

satisfy (4.11) and (4.12).

Proof of Theorem 4.18 Consider the discrete boundary value problem

(4.13)
{

∆2y(i− 1) + f(i, P (i, y(i))) = 0, i ∈ N,

y(0) = 0, y(T + 1) = 0,

where

P (i, y) := min
{

1,
M(i)

‖y − v(i)‖
}
y +

(
1 − min

{
1,

M(i)
‖y − v(i)‖

})
v(i).

That is,

P (i, y) =




y if ‖y − v(i)‖ ≤ M(i),

M(i)
y − v(i)
‖y − v(i)‖ + v(i) if ‖y − v(i)‖ > M(i)
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is the radial retraction of Rn onto {y : ‖y − v(i)‖ ≤ M(i)}. We now
use Theorem 4.14 to show that (4.13) has a solution. Solving (4.13) is
equivalent to finding a y ∈ C(N+,Rn) which satisfies

(4.14) y(i) =
T∑
j=1

G(i, j)f(j, P (j, y(j))) for i ∈ N+,

where

G(i, j) :=




j(T + 1 − i)
T + 1

, 0 ≤ j ≤ i− 1,

i(T + 1 − j)
T + 1

, i ≤ j ≤ T + 1.

Define the operator F : C(N+,Rn) → C(N+,Rn) by setting

Fy(i) :=
T∑
j=1

G(i, j)f(j, P (j, y(j))).

Now (4.14) is equivalent to the fixed point problem y = F (y). It
is immediate from the Arzelà–Ascoli theorem in C(N+,Rn) that F :
C(N+,Rn) → C(N+,Rn) is a compact map. Schauder’s fixed point
theorem (Theorem 4.14) guarantees that F has a fixed point. Conse-
quently, (4.13) has a solution y ∈ C(N+,Rn).

It remains to show that ‖y(i) − v(i)‖ ≤ M(i) for i ∈ N . If this is not
true then

r(i) = ‖y(i) − v(i)‖ −M(i)

attains a positive global maximum at say m ∈ N and we may assume,
without loss of generality, that r(m) > r(m− 1). Thus r(m) > r(m− 1)
and r(m) ≥ r(m + 1) imply

r(m + 1) − 2r(m) + r(m− 1) < 0.

Consequently,

(4.15) ∆2r(m− 1) < 0.

On the other hand, since r(m) > 0, we have using Theorem 4.17 and
assumption (4.11), that

∆2r(m− 1) = ∆2‖y(m− 1) − v(m− 1)‖ − ∆2M(m− 1)

≥
〈
y(m) − v(m),∆2(y(m− 1) − v(m− 1))

〉
‖y(m) − v(m)‖

−∆2M(m− 1)
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=

〈
P (m, y(m)) − v(m),∆2y(m− 1) − ∆2v(m− 1)

〉
M(m)

−∆2M(m− 1)

=

〈
P (m, y(m)) − v(m),−f(m,P (m, y(m))) − ∆2v(m− 1)

〉
M(m)

−∆2M(m− 1)

≥ ∆2M(m− 1) − ∆2M(m− 1) = 0.

This contradicts (4.15). Thus ‖y(i)−v(i)‖ ≤ M(i) for i ∈ N and we are
finished.

In fact it is also possible to discuss the case when M(i), in (4.11), may
take on the value zero.

Theorem 4.19 Suppose that (4.10) holds. In addition, assume the
following hold:

(4.16)




there exist v ∈ C(N+,Rn) and M ∈ C(N+, [0,∞)) with〈
y − v(i),−f(i, y) − ∆2v(i− 1)

〉 ≥ M(i)∆2M(i− 1)
for all i ∈ N and y ∈ Rn with ‖y − v(i)‖ = M(i),
M(i) 
= 0,

(4.17)




there exist v and M as in (4.16) with〈
y − v(i),−f(i, v(i)) − ∆2v(i− 1)

〉
‖y − v(i)‖ ≥ ∆2M(i− 1)

for all i ∈ N and y ∈ Rn with ‖y − v(i)‖ > M(i),
M(i) = 0,

and

(4.18) ‖v(0)‖ ≤ M(0) with ‖v(T + 1)‖ ≤ M(T + 1).

Then (4.9) has a solution y ∈ C(N+,Rn) with ‖y(i)− v(i)‖ ≤ M(i) for
i ∈ N .

Remark 4.7 If n = 1 and α, β ∈ C(N+,Rn) are respectively lower
and upper solutions of (4.9), with α(i) ≤ β(i) for i ∈ N , then it is easy
to check that

v =
α + β

2
and M =

β − α

2

satisfy (4.16), (4.17) and (4.18).
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Proof of Theorem 4.19 As in Theorem 4.18, (4.13) has a solution y ∈
C(N+,Rn). Let r(i) and m be as in Theorem 4.18 and once again
(4.15) is true. On the other hand, if M(m) > 0, then exactly the same
argument as in Theorem 4.18 establishes a contradiction.

Next we see that if M(m) = 0, then Theorem 4.17 and assumption
(4.17) yield

∆2r(m− 1) ≥
〈
y(m) − v(m),∆2y(m− 1) − ∆2v(m− 1)

〉
‖y(m) − v(m)‖

−∆2M(m− 1)

=

〈
y(m) − v(m),−f(m,P (m, y(m))) − ∆2v(m− 1)

〉
‖y(m) − v(m)‖

−∆2M(m− 1)

=

〈
y(m) − v(m),−f(m, v(m)) − ∆2v(m− 1)

〉
‖y(m) − v(m)‖

−∆2M(m− 1) ≥ 0.

In both cases we contradict (4.15) and therefore the proof is complete.

Notes We follow the approach of Goebel and Kirk [77] to establish
Brouwer’s fixed point theorem. Other approaches may be found in Bor-
der [23] and Dugundji and Granas [55]. The proof of Schauder’s fixed
point theorem can be found in any classical fixed point theory book
[55, 77, 174, 191]. Mönch’s original paper [130] and a recent book of Guo,
Lakshmikantham and Liu [88] were used to establish Theorem 4.15 and
Theorem 4.16. Theorem 4.18 and Theorem 4.19 were taken from Agar-
wal and O’Regan [1].

Exercises

4.1 Let E be a normed space, B the closed unit ball in E and ∂B the
unit sphere in E. Suppose that F is a continuous, compact map
of B into E with F (∂B) ⊆ B. Show that F has a fixed point.

4.2 Let E be a normed space, F a continuous mapping of E into E

which is compact on each bounded subset of E. Show that either

(i) the equation x = λF (x) has a solution for λ = 1, or
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(ii) the set of all such solutions x, for 0 < λ < 1, is unbounded
holds.

4.3 Let E be a Banach space and ΩE the class of bounded subsets of
E. The Kuratowskii measure of noncompactness α : ΩE → [0,∞)
is defined by (here x ∈ ΩE)

α(X) := inf
{
ε > 0 :X ⊆

n⋃
i=1

Xi and diam(Xi) ≤ ε for i = 1, . . . , n
}

;

here diamXi = sup{|x− y| : x, y ∈ Xi}.
Let A, B ∈ ΩE . Show that the following hold:

(i) α(A) = 0 if and only if A is compact,
(ii) α(A) = α(A),
(iii) A ⊆ B implies that α(A) ≤ α(B),
(iv) α(A ∪B) = max{α(A), α(B)},
(v) α(λA) = |λ|α(A), λ ∈ R,
(vi) α(A + B) ≤ α(A) + α(B),
(vii) α(co(A)) = α(A).

4.4 Let E be a Banach space and {An} a decreasing sequence of
nonempty, closed, bounded subsets of E with α(An) → 0. Show

that A =
∞⋂
n=1

An is nonempty and compact.

4.5 Let C be a closed, convex subset of a Banach space E. Suppose
that F : C → C is a continuous, condensing (α(F (X)) < α(X) for
any X ⊆ C with α(X) 
= 0) map, with F (C) a bounded set in C.
Use Theorem 4.16 to show that F has a fixed point in C.

4.6 Provide a proof of Theorem 4.4.

4.7 Provide a proof of Theorem 4.5.

4.8 Let T : A ⊆ X → Y be a continuous operator on a nonempty,
closed subset A of the metric space (X, d) to the normed space Y .
Show that T has a continuous extension T � : X → co(T (A)).

4.9 Let U be a bounded, symmetric with respect to zero (that is, x ∈ U

implies that −x ∈ U), convex open neighbourhood of zero in Rn

with F : U → Rn continuous and antipodal preserving on ∂U

(that is F (−a) = −F (a) for a ∈ ∂U). Show that F has a fixed
point.
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4.10 Let N = {a1, . . . , an} belong to some convex set C in a
normed linear space E and let Pε be the Schauder projec-
tion. Show that if N ⊆ C is symmetric with respect to zero
(N = {a1, . . . , an,−a1, . . . ,−an}), then Aε = −Aε and Pε(−x) =

−Pε(x) for all x ∈ Aε; here Aε =
n⋃
i=1

B(ai, ε).

4.11 Let U be a bounded, convex, open, symmetric neighbourhood of
zero in a normed linear space E. Show that every compact, con-
tinuous map F : C → E that is antipodal preserving on ∂U (that
is, F (−a) = −F (a) on ∂U) has at least one fixed point.

4.12 Show that the closed, convex hull of a compact set in a Banach
space is compact.

4.13 In Theorem 4.14, show that it is enough to assume C is convex,
that is, C need not necessarily be closed.

4.14 In Theorem 4.16 show that (4.7) may be replaced by{
D ⊆ C countable and D = co({x0} ∪ F (D))
imply that D is compact.



5

Nonlinear Alternatives of Leray–Schauder
Type

To apply the Schauder or Mönch fixed point theorem we need to find a
closed, convex set that is mapped by the map under investigation back
into itself. From an application viewpoint this is extremely difficult to
achieve. As a result, we turn our attention in this chapter to establishing
a fixed point theory for nonself maps.

Throughout the chapter, E will be a Banach space, C a closed, convex
subset of E and U an open subset of C. We discuss maps F : U →
C, where U denotes the closure of U in C. Our first result concerns
continuous, compact maps.

Theorem 5.1 Let E be a Banach space, C a closed, convex subset of
E, U an open subset of C and p ∈ U . Suppose that F : U → C is a
continuous, compact (that is, F (U) is a relatively compact subset of C)
map. Then either

(A1) F has a fixed point in U , or
(A2) there is a u ∈ ∂U (the boundary of U in C) and λ ∈ (0, 1) with

u = λF (u) + (1 − λ)p.

Proof Suppose (A2) does not hold and F has no fixed points on ∂U

(otherwise we are finished). Then

u 
= λF (u) + (1 − λ)p for u ∈ ∂U and λ ∈ [0, 1].

Consider

A := {x ∈ U : x = tF (x) + (1 − t)p for some t ∈ [0, 1]}.

Now A 
= ∅ since p ∈ U . In addition, the continuity of F implies that

48
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A is closed. Notice that

A ∩ ∂U = ∅,

therefore by Urysohn’s lemma there exists a continuous µ : U → [0, 1]
with µ(A) = 1 and µ(∂U) = 0. Let

N(x) :=
{

µ(x)F (x) + (1 − µ(x))p, x ∈ U,

p, x ∈ C\U.

Now it is immediate that N : C → C is a continuous, compact map. To
see compactness use Mazur’s theorem (see Exercise 4.12) together with

N(C) ⊆ co(F (U) ∪ {p}).

Schauder’s fixed point theorem guarantees the existence of x ∈ C with
x = N(x). Notice that x ∈ U since p ∈ U . Thus

x = µ(x)F (x) + (1 − µ(x))p.

As a result, x ∈ A and therefore µ(x) = 1. This implies that x = F (x).

Before we present generalisations of Theorem 5.1 we illustrate how
Theorem 5.1 can be applied in practice. Consider the Fredholm integral
equation

(5.1) y(t) = h(t) +
∫ 1

0

k(t, s)g(s, y(s)) ds for t ∈ [0, 1].

A general existence principle will be established for (5.1) using Theorem
5.1. This principle can then be used to establish various existence results
for the Fredholm integral equation.

Theorem 5.2 Let 1 ≤ p ≤ ∞ be a constant and q be such that 1/p +
1/q = 1. Assume the following hold:

(5.2) h ∈ C[0, 1];

(5.3)




g : [0, 1] ×R → R is an Lq-Carathéodory function;
by this we mean
(i) the map t �→ g(t, y) is measurable for all y ∈ R,
(ii) the map y �→ g(t, y) is continuous for almost all t ∈ [0, 1],
(iii) for any r > 0, there exists µr ∈ Lq[0, 1] such that |y| ≤ r

implies that |g(t, y)| ≤ µr(t) for almost all t ∈ [0, 1];

(5.4) kt(s) = k(t, s) ∈ Lp[0, 1] for each t ∈ [0, 1];
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and

(5.5) the map t �→ kt is continuous from [0, 1] to Lp[0, 1].

In addition, suppose there is a constant M > 0, independent of λ, with

|y|0 = sup
t∈[0,1]

|y(t)| 
= M

for any solution y ∈ C[0, 1] of

(5.6)λ y(t) = λ

(
h(t) +

∫ 1

0

k(t, s)g(s, y(s)) ds
)
, t ∈ [0, 1],

for each λ ∈ (0, 1). Then (5.1) has at least one solution y ∈ C[0, 1].

Proof Define the operator F by

Fy(t) := h(t) +
∫ 1

0

k(t, s)g(s, y(s)) ds for t ∈ [0, 1].

Notice that F : C[0, 1] → C[0, 1]. To see this note that for any
y ∈ C[0, 1], there exists r > 0 such that |y|0 ≤ r and since g is Lq-
Carathéodory, there exists µr ∈ Lq[0, 1] with |g(s, y)| ≤ µr(s), for almost
every s ∈ [0, 1]. Therefore for any t1, t2 ∈ [0, 1], we see that

(5.7) |Fy(t1) − Fy(t2)| ≤ |h(t1) − h(t2)|

+
(∫ 1

0

|kt1(s) − kt2(s)|p ds
) 1

p

‖µr‖q

→ 0 as t1 → t2,

(here ‖µr‖q = ‖µr‖Lq ). Consequently, F : C[0, 1] → C[0, 1].
Now (5.6)λ is equivalent to the fixed point problem

y = λFy.

We will apply Theorem 5.1 with

U := {y ∈ C[0, 1] : |y|0 < M} and C = E = C[0, 1].

First we show that F : U → C[0, 1] is continuous. Let yn → y in
C[0, 1] with {yn}∞n=1 ⊆ U . We are required to show that Fyn → Fy

in C[0, 1]. There exists µM ∈ Lq[0, 1] with |yn|0 ≤ M , |y|0 ≤ M and
|g(s, yn(s))| ≤ µM (s), |g(s, y(s))| ≤ µM (s) for almost all s ∈ [0, 1] (here
n ∈ {1, 2, . . .}). By an argument similar to the one used to derive (5.7),
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we find that for any ε > 0, there exists a δ > 0 such that for t1, t2 ∈ [0, 1],
with |t1 − t2| < δ we have

(5.8) |Fyn(t1) − Fyn(t2)| < ε

3
and |Fy(t1) − Fy(t2)| < ε

3
;

here n ∈ {1, 2, . . .}. In addition, Fyn(t) → Fy(t) pointwise on [0, 1],
since the Lebesgue dominated convergence theorem implies that

(5.9) |Fyn(t) − Fy(t)| ≤
(

sup
t∈[0,1]

‖kt‖p
)

×
(∫ 1

0

|g(s, yn(s)) − g(s, y(s))|q ds
) 1

q

→ 0 as n → ∞.

Combining (5.8) and (5.9), and using the fact that [0, 1] is compact,
yields a constant N ≥ 0 such that

for all n ≥ N, |Fyn(t) − Fy(t)| < ε for all t ∈ [0, 1].

Consequently Fyn → Fy in C[0, 1] and therefore F : U → C[0, 1] is
continuous.

We now show that F : U → C[0, 1] is compact. There exists µM ∈
Lq[0, 1] such that |g(s, y(s))| ≤ µM (s) for almost every s ∈ [0, 1] and
y ∈ U . Since we are working in C[0, 1], we can use the Arzelà–Ascoli
theorem to prove compactness. Clearly F (U) is uniformly bounded since

|Fy|0 ≤ |h|0 +

(
sup
t∈[0,1]

‖kt‖p
)
‖µr‖q for all y ∈ U.

Using an argument similar to the one used to obtain (5.7), one can see
that F (U) is equicontinuous. It follows from the Arzelà–Ascoli theorem
that F (U) is relatively compact and therefore F : U → C[0, 1] is a
compact map.

We may now apply Theorem 5.1 (notice that possibility (A2) cannot
occur) to deduce that F has a fixed point in U , or equivalently, (5.1)
has a solution in U .

We can now use our existence principle, Theorem 5.2, to obtain exis-
tence criteria for (5.1). To illustrate the ideas involved, we establish two
general existence results for (5.1).

Theorem 5.3 Let 1 ≤ p ≤ ∞ be a constant and q be such that 1/p +
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1/q = 1. Assume that (5.2)–(5.5) are satisfied. In addition, suppose the
following hold:

(5.10)




there exists a continuous function f : [0,∞) → [0,∞),
with f(u) > 0 for u > 0, and with |u|0 = sup

t∈[0,1]

|u(t)|,

sup
t∈[0,1]

∫ 1

0

|k(t, s)g(s, u(s))| ds ≤ f(|u|0) for any u ∈ C[0, 1]

and

(5.11) sup
c∈[0,∞)

(
c

|h|0 + f(c)

)
> 1.

Then (5.1) has at least one solution in C[0, 1].

Remark 5.1 The supremum in (5.11) is allowed to be infinite.

Proof of Theorem 5.3 Let M > 0 satisfy

(5.12)
M

|h|0 + f(M)
> 1.

Let y ∈ C[0, 1] be any solution of (5.6)λ for 0 < λ < 1. Then for
t ∈ [0, 1], we have that

|y(t)| ≤ |h|0 +
∫ 1

0

|k(t, s)g(s, y(s))| ds ≤ |h|0 + f(|y|0),

and therefore

(5.13)
|y|0

|h|0 + f(|y|0)
≤ 1.

Suppose that |y|0 = M . Then (5.13) implies that

M

|h|0 + f(M)
≤ 1,

which contradicts (5.12). Thus any solution of (5.6)λ satisfies |y|0 
= M .
Theorem 5.2 now guarantees that (5.1) has a solution y ∈ C[0, 1].

Our next result arises when the nonlinearity g satisfies a particular
monotonicity condition and the kernel k is of negative type.

Theorem 5.4 Suppose that (5.2)–(5.5) hold with p = ∞ and q = 1. In
addition, assume the following hold:

(5.14)
{

there exists a constant R > 0 with yg(t, y) ≥ 0
for |y| ≥ R and almost every t ∈ [0, 1]



Chapter 5 53

and

(5.15)




k is of negative type, that is, for any u ∈ C[0, 1],∫ 1

0

∫ 1

0

k(t, s)g(s, y(s))g(t, y(t)) ds dt ≤ 0.

Then (5.1) has at least one solution y ∈ C[0, 1].

Proof Let y be a solution of (5.6)λ for 0 < λ < 1. Multiply (5.6)λ by
g(t, y(t)) and integrate from 0 to 1 to obtain

(5.16)
∫ 1

0

y(t)g(t, y(t)) dt ≤ λ

∫ 1

0

h(t)g(t, y(t)) dt.

Let

R0 := max{R, |h|0 + 1}.
Note that yg(t, y) ≥ 0 for |y| ≥ R0 and almost every t ∈ [0, 1]. In
addition, let

I0 := {t ∈ [0, 1] : |y(t)| ≥ R0} and J0 := {t ∈ [0, 1] : |y(t)| < R0}.
Notice that

(5.17)
∫
I0

y(t)g(t, y(t)) dt =
∫
I0

|y(t)g(t, y(t))| dt

≥ R0

∫
I0

|g(t, y(t))| dt.

Put (5.16) into (5.17) to obtain

(5.18) R0

∫
I0

|g(t, y(t))| dt ≤
∫ 1

0

|h(t)g(t, y(t))| dt

+
∫
J0

|y(t)g(t, y(t))| dt.

Since g is an L1-Carathéodory function, there exists µR0 ∈ L1[0, 1] with
|g(t, u)| ≤ µR0(t) for almost every t ∈ [0, 1], and all |u| ≤ R0. Conse-
quently,

(5.19)
∫
J0

|h(t)g(t, y(t))| dt +
∫
J0

|y(t)g(t, y(t))| dt

≤
∫
J0

|h(t)|µR0(t) dt + R0

∫ 1

0

µR0(t) dt

≤ (R0 + |h|0)‖µR0‖1.
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Putting (5.19) into (5.18), we obtain

R0

∫
I0

|g(t, y(t))| dt ≤
∫
I0

|h(t)g(t, y(t))| dt + (R0 + |h|0)‖µR0‖1

≤ |h|0
∫
I0

|g(t, y(t))| dt + (R0 + |h|0)‖µR0‖1.

This immediately yields

(5.20)
∫
I0

|g(t, y(t))| dt ≤
(
R0 + |h|0
R0 − |h|0

)
‖µR0‖1.

Returning to (5.6)λ and using (5.20), we have for t ∈ [0, 1] that

|y(t)| ≤ |h|0 +
∫
I0

|k(t, s)g(s, y(s))| ds +
∫
J0

|k(t, s)g(s, y(s))| ds

≤ |h|0 + sup
t∈[0,1]

‖kt‖L∞

[∫
I0

|g(s, y(s))| ds +
∫
J0

|g(s, y(s))| ds
]

≤ |h|0 + sup
t∈[0,1]

‖kt‖L∞

[(
R0 + |h|0
R0 − |h|0

)
‖µR0‖1 + ‖µR0‖1

]
≡ M0,

that is, |y|0 ≤ M0. Now apply Theorem 5.2 with M > M0.

We now extend Theorem 5.1 to Mönch type maps.

Theorem 5.5 Let E be a Banach space, C a closed, convex subset of
E, U an open subset of C and p ∈ U . Suppose that F : U → C is a
continuous map which satisfies Mönch’s condition (that is, if D ⊆ U is
countable and D ⊆ co({p}∪F (D)), then D is compact) and assume that

(5.21) x 
= tF (x) + (1 − t)p for x ∈ ∂U and t ∈ (0, 1)

holds. Then F has a fixed point in U .

Proof Assume that F has no fixed point on ∂U (otherwise we are fin-
ished). Then

(5.22) x 
= tF (x) + (1 − t)p for x ∈ ∂U and t ∈ [0, 1].

Consider

A := {x ∈ U : x = tF (x) + (1 − t)p for some t ∈ [0, 1]}.
Now A 
= ∅ is closed and A ∩ ∂U = ∅. Thus there exists a continuous
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map µ : U → [0, 1] with µ(A) = 1 and µ(∂U) = 0. Let N : C → C be
defined by

N(x) :=
{

µ(x)F (x) + (1 − µ(x))p, x ∈ U,

{p}, x ∈ C\U.

Now N : C → C is continuous. In addition, N satisfies Mönch’s condi-
tion. To see this let D ⊆ C be countable and

D ⊆ co({p} ∪N(D)).

We must show that D is compact. Notice first that

N(D) ⊆ co(F (D ∩ U) ∪ {p}).

Also, since co(F (D ∩ U) ∪ {p}) is convex and

{p} ∪ co(F (D ∩ U) ∪ {p}) = co(F (D ∩ U) ∪ {p})

we have

D ⊆ co({p} ∪ co(F (D ∩ U) ∪ {p}))

= co(co(F (D ∩ U) ∪ {p})) = co(F (D ∩ U) ∪ {p}).

Notice also that D ∩ U is countable and

D ∩ U ⊆ co(F (D ∩ U) ∪ {p}).

Since F : U → E satisfies Mönch’s condition, we have that D ∩ U is
compact. Thus since F is continuous, F (D ∩ U) is compact and Mazur’s
theorem (Exercise 4.12) guarantees that

co(F (D ∩ U) ∪ {p})

is compact. Also, since

D ⊆ co(F (D ∩ U) ∪ {p}),

we have that D is compact. Consequently, N : C → C is continuous and
satisfies Mönch’s condition. Mönch’s fixed point theorem guarantees the
existence of x ∈ C with x = N(x). Notice that x ∈ U since p ∈ U . Thus

x = µ(x)F (x) + (1 − µ(x))p

and therefore x ∈ A. Consequently, µ(x) = 1 which implies that x =
F (x).
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Let E be a Banach space and ΩE be the bounded subsets of E. The
Kuratowskii measure of noncompactness (see Chapter 4) is the map
α : ΩE → [0,∞) defined by (here A ∈ ΩE)

α(A) := inf

{
ε > 0 : A ⊆

n⋃
i=1

Ai and diam(Ai) ≤ ε for i = 1, . . . , n

}
.

Definition 5.1 A map F : X ⊆ E → E is said to be condensing if
α(F (Y )) < α(Y ) for all bounded sets Y ⊆ X with α(Y ) 
= 0.

Definition 5.2 A map F : X ⊆ E → E is said to be k-set contractive
(here k ≥ 0 is a constant) if α(F (Y )) ≤ kα(Y ) for all bounded sets
Y ⊆ X.

Definition 5.3 A map F : X ⊆ E → E is said to be completely
continuous if F (Y ) is relatively compact for all bounded sets Y ⊆ X.

Theorem 5.6 Let E be a Banach space, C a closed, convex subset of
E, U an open subset of C and p ∈ U . Suppose that F : U → C is a
continuous, condensing map with F (U) a bounded set in C and assume
that

(5.23) x 
= tF (x) + (1 − t)p for x ∈ ∂U and t ∈ (0, 1)

holds. Then F has a fixed point in U .

Proof We will apply Theorem 5.5. Let D ⊆ U be countable and D ⊆
co({p} ∪ F (D)). If α(D) 
= 0 then

α(D) ≤ α(co({p} ∪ F (D))) = α(F (D)) < α(D)

– a contradiction. Thus α(D) = 0 and therefore D is compact.

Theorem 5.7 Let E be a Banach space, C a closed, convex subset of
E, U an open subset of E and p ∈ U . Suppose that F : U → C is a
continuous, k-set contractive (here 0 ≤ k < 1 is a constant) map with
F (U) a bounded set in C. Then either

(A1) F has a fixed point in U , or
(A2) there exist u ∈ ∂U and λ ∈ (0, 1) with u = λF (u) + (1 − λ)p.

Proof Theorem 5.7 is a direct consequence of Theorem 5.6.
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A special case of Theorem 5.6 is the following result of Krasnoselskii
type.

Theorem 5.8 Let (E, ‖ · ‖) be a Banach space, C a closed, convex
subset of E, U an open subset of C and p ∈ U . Suppose that F : U → C

is given by F := F1 + F2 and F (U) is a bounded set in C. In addition,
assume that

F1 : U → C is continuous and completely continuous

and

F2 : U → C is a nonlinear contraction

(that is, there exists a continuous, nondecreasing function φ : [0,∞) →
[0,∞) with φ(z) < z for z > 0, such that ‖F2(x) − F2(y)‖ ≤ φ(‖x− y‖)
for all x, y ∈ U). Then either

(A1) F has a fixed point in U , or
(A2) there are a u ∈ ∂U and λ ∈ (0, 1) with u = λF (u) + (1 − λ)p.

Proof We will apply Theorem 5.6 to obtain the desired result. Let Ω be
a bounded subset of U . Then we have

(5.24) α(F (Ω)) ≤ α(F1(Ω)) + α(F2(Ω)) = α(F2(Ω)),

since F1 : U → E is completely continuous. We now claim that

(5.25) α(F2(Ω)) ≤ φ(α(Ω))

holds. If this is true, then (5.24) and (5.25) yield

α(F (Ω)) ≤ φ(α(Ω))

and consequently, F : U → C is a condensing map. To show that (5.25)
holds, let ε > 0. Then there exist Ω1, . . . ,Ωn with

Ω ⊆
n⋃
i=1

Ωi and diam(Ωi) ≤ α(Ω) + ε.

Now

F2(Ω) ⊆
n⋃
i=1

F2(Ωi) ≡
n⋃
i=1

Yi.

If w0, w1 ∈ Yi for some i, then there exist x0, x1 ∈ Ωi with F2(x0) = w0

and F2(x1) = w1. Since φ is nondecreasing we obtain

‖F2(x0) − F2(x1)‖ ≤ φ(‖x0 − x1‖) ≤ φ(α(Ω) + ε).
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Consequently,

diam(Yi) ≤ φ(α(Ω) + ε) for i = 1, . . . , n

and as a result

α(F2(Ω)) ≤ φ(α(Ω) + ε).

Since ε > 0 is arbitrary, (5.25) follows.

Remark 5.2 Notice a special case of Theorem 5.8 is when F1 : U → E

is a contraction (with Lipschitz constant L < 1). To see this, take
φ(z) = Lz. In this particular case notice that F : U → E is L-set
contractive.

Our next result again concerns the sum of two operators, one being
compact and the other nonexpansive.

Theorem 5.9 Let E = (E, ‖ · ‖) = C be a uniformly convex Banach
space and U a bounded, open, convex subset of E with p ∈ U . Suppose
that F : U → E is given by F := F1 + F2 where

F1 : U → E is strongly continuous

and

F2 : U → E is a nonexpansive map.

Then either

(A1) F has a fixed point in U , or
(A2) there are a u ∈ ∂U and λ ∈ (0, 1) with u = λF (u) + (1 − λ)p.

Remark 5.3 F1 : U → E is said to be strongly continuous if
{xn}∞n=1 ⊆ U , xn ⇀ x imply that F1(xn) → F1(x); here ⇀ denotes
weak convergence.

Remark 5.4 Notice that F1 : U → E strongly continuous in Theorem
5.9 implies that F1 : U → E is continuous and compact. We need
only show compactness. Notice first that since U is convex and E is
reflexive, then U is weakly closed. In addition since U is bounded, we
have that U is weakly compact. Now let {yn}∞n=1 ⊆ F1(U). Then for
each n ∈ {1, 2, . . .}, there exists xn ∈ U with yn = F1(xn). Since
U is weakly compact, there exists a subsequence S of {1, 2, . . .} with
xn ⇀ x ∈ U as n → ∞ in S. Due to the strong continuity of F1 we have
that yn = F1(xn) → F (x0) as n → ∞ in S.



Chapter 5 59

Proof of Theorem 5.9 Assume that (A2) does not hold. Without loss
of generality, assume that p = 0. Consider for each n ∈ {2, 3, . . .}, the
mapping

Gn :=
(

1 − 1
n

)
F : U → E.

Notice that (1 − 1/n)F2 : U → E is a contraction, and (1 − 1/n)F1 :
U → E is continuous and compact. We want to apply Theorem 5.8 to
Gn. If there exist λ ∈ (0, 1) and u ∈ ∂U with u = λGn(u), then

u = λ

(
1 − 1

n

)
F (u) = ηF (u) where 0 < η = λ

(
1 − 1

n

)
< 1,

which is a contradiction since (A2) was assumed not to hold. Conse-
quently, for each n ∈ {2, 3, . . .}, we have from Theorem 5.8 that Gn has
a fixed point un ∈ U .

Since E is a reflexive Banach space (see Exercise 5.5), then any norm
bounded sequence in E has a weakly convergent subsequence. Therefore
since U is bounded, there exist a subsequence S of integers and a u ∈ U

(notice that U is strongly closed and convex, therefore weakly closed)
with

un ⇀ u as n → ∞ in S.

In addition,

‖(I − F2)(un) − F1(u)‖ =
∣∣∣∣
∣∣∣∣− 1

n
F2(un) + F1(un) − F1(u) − 1

n
F1(un)

∣∣∣∣
∣∣∣∣

≤ 1
n
{‖un‖ + ‖F2(0)‖ + ‖F1(un)‖}

+‖F1(un) − F1(u)‖,
therefore since F1 : U → E is strongly continuous, we have that

(I − F2)(un) → F1(u) as n → ∞ in S.

The demiclosedness of I − F2 (see Exercise 2.8) implies that F1(u) =
(I − F2)(u).

All the results so far in Chapter 5 concern maps F : X ⊆ E → E,
when the interior of X is nonempty. We now present some results when
the interior of X may be empty.

Theorem 5.10 Let E be a Hilbert space, Q a closed, convex subset of E
and 0 ∈ Q. Suppose that F : Q → E is a continuous, k-set contractive
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(here 0 ≤ k < 1 is a constant) map with F (Q) a bounded set in E.
Assume also that the following condition holds:

(5.26)




if {(xj , λj)}∞j=1 is a sequence in ∂Q× [0, 1]
converging to (x, λ) with x = λF (x) and 0 ≤ λ < 1,
then λjF (xj) ∈ Q for j sufficiently large.

Then F has a fixed point in Q.

Proof Define r : E → Q by

r(x) := PQ(x),

that is, the nearest point projection on Q. We know (Exercise 2.5) that
r is continuous and nonexpansive. Consider

B := {x ∈ E : x = Fr(x)}.
We first show that B is nonempty. To see this we consider rF : Q → Q.
Since F is k-set contractive and r is nonexpansive, we have that rF is
k-set contractive. Also, r(F (Q)) is bounded since F (Q) is bounded and
r is nonexpansive, that is, for u ∈ Q we have that

‖r(F (u))‖ ≤ ‖r(F (0))‖ + ‖F (0)‖ + ‖F (u)‖.
Mönch’s fixed point theorem (or Exercise 4.5) guarantees that rF has
a fixed point. This immediately implies that Fr has a fixed point and
therefore B 
= ∅. The continuity of F and r implies that B is closed.
Next we show that B is compact. To see this notice that B ⊆ F (r(B)).
Since r is nonexpansive and F is k-set contractive, we see that

α(B) ≤ α(F (r(B))) ≤ kα(r(B)) ≤ kα(B).

Thus α(B) = 0 and therefore B is compact.
We now show that B ∩ Q 
= ∅. Suppose this is not true, that is,

suppose that B ∩ Q = ∅. Then since B is compact and Q is closed,
there exists δ > 0 with dist(B,Q) > δ. Choose N ∈ {1, 2, . . .} with
1 < δN . Define

Ui :=
{
x ∈ E : d(x,Q) <

1
i

}
for i ∈ {N,N + 1, . . .};

here d denotes the metric induced by the norm. Fix i ∈ {N,N + 1, . . .}.
Since dist(B,Q) > δ, we have that B ∩ Ui = ∅. Notice that Ui is open
and also Fr : Ui → E is k-set contractive. Theorem 5.7 guarantees, since
B ∩ Ui 
= ∅, that there exists (yi, λi) ∈ ∂Ui × (0, 1) with yi = λiFr(yi).
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Thus for each j ∈ {N,N + 1, . . .} there exists (yj , λj) ∈ ∂Uj × (0, 1)
with yj = λjFr(yj). Consequently,

(5.27) λjFr(yj) 
∈ Q for j ∈ {N,N + 1, . . .}.
We now look at

D := {x ∈ E : x = λFr(x) for some λ ∈ [0, 1]}.
Notice that D is closed and in fact compact. To see this note that

D ⊆ co(F (r(D)) ∪ {0}),

and therefore

α(D) ≤ α(co(Fr(D) ∪ {0}))

= α(Fr(D)) ≤ kα(r(D)) ≤ kα(D).

Hence α(D) = 0 and therefore D is compact (therefore, sequentially
compact). This, together with

d(yj , Q) =
1
j

and |λj | ≤ 1 for j ∈ {N,N + 1, . . .},

implies that we may assume without loss of generality that

λj → λ� ∈ [0, 1] and yj → y� ∈ ∂Q.

Also we have that

yj = λjFr(yj) → λ�Fr(y�),

and therefore y� = λ�Fr(y�). Now λ� 
= 1 since B ∩ Q = ∅. Hence
0 ≤ λ� < 1. However, (5.26) with

xj = r(yj) ∈ ∂Q and x = y� = r(y�),

implies that λjFr(yj) ∈ Q for j sufficiently large. This contradicts
(5.27). Thus B ∩ Q = ∅ and therefore there exists x ∈ Q with x =
Fr(x) = F (x).

Remark 5.5 If F (∂Q) ⊆ Q in Theorem 5.10, then clearly (5.26) holds.

Remark 5.6 In Theorem 5.10, if 0 ∈ int(Q), where intQ denotes the
interior of Q, then the proof would be a lot simpler. One would just
need to show that condition (A2) in Theorem 5.7 is not satisfied.



62 Nonlinear Alternatives of Leray–Schauder Type

Remark 5.7 In Theorem 5.10, F : Q → E being k-set contractive,
0 ≤ k < 1, could be replaced by F : Q → E being 1-set contractive and
condensing.

Remark 5.8 If the map F : Q → E is a continuous, compact map,
then the Hilbert space E could be replaced by a Banach space. The proof
follows the same reasoning as in Theorem 5.10, except in this case r :
E → Q is a continuous retraction which exists by Dugundji’s extension
theorem (Exercise 4.8). Notice that r is not necessarily nonexpansive;
however, we need only the continuity of r in the proof of Theorem 5.10
if F : Q → E is compact.

Our final theorem in this chapter is a result of Reinermann type (see
Exercise 5.9).

Theorem 5.11 Let E be a Hilbert space, Q a closed, convex, bounded
subset of E and 0 ∈ Q. Suppose that F : Q → E is given by F := F1+F2,
where

F1 : Q → E is strongly continuous

and

F2 : Q → E is nonexpansive.

In addition, assume that (5.26) holds. Then F has a fixed point in Q.

Proof For each n ∈ {2, 3, . . .}, consider the mapping

Gn :=
(

1 − 1
n

)
F : Q → E.

Notice that (1 − 1/n)F1 : Q → E is continuous and compact, while
F2 : Q → E is a contraction. We wish to apply Theorem 5.10 to Gn.
Let {(xj , λj)}∞j=1 be a sequence in ∂Q× [0, 1] converging to (x, λ) with
x = λGn(x) and 0 ≤ λ < 1. Then

λjGn(xj) = λj

(
1 − 1

n

)
F (xj) ≡ µjF (xj) ∈ Q for j sufficiently large,

since F satisfies (5.26); note that µj = λj(1−1/n) is a sequence in [0, 1)
with

µj → λ(1 − 1/n) ≡ µ as j → ∞, 0 ≤ µ < 1,
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and

x = λGn(x) = λ

(
1 − 1

n

)
F (x) = µF (x).

Apply Theorem 5.10 to Gn to deduce that Gn has a fixed point un ∈ Q.
Now since Q is bounded, there exist a subsequence S of integers and a
u ∈ Q with

un ⇀ u as n → ∞ in S.

Essentially the same reasoning as in Theorem 5.9 now yields

(I − F2)(un) → F1(u) as n → ∞ in S.

The demiclosedness of I − F2 implies that F1(u) = (I − F2)(u).

Notes The nonlinear alternatives of Leray–Schauder type (that is, The-
orem 5.1 and Theorem 5.5) were adapted from Banas and Goebel [13],
Granas [85], O’Regan [141] and Precup [154]. Theorems 5.2–5.3 can be
found in O’Regan and Meehan [144], and Brezis and Browder [26]. The-
orem 5.10 and Theorem 5.11 were adapted from Furi and Pera [72] and
O’Regan [139, 141].

Exercises

5.1 Let E be a Banach space, C a closed, convex subset of E and
0 ∈ C. Let F : C → C be a continuous and completely continuous
map. Define

E(F ) := {x ∈ C : x = λF (x) for some λ ∈ (0, 1)}.
Show that either E(F ) is unbounded or F has a fixed point.

5.2 Let E be a normed linear space. A map F : E → E is called
quasibounded whenever

|F |q = inf
ρ>0

sup
‖x‖≥ρ

‖F (x)‖
‖x‖ = lim sup

‖x‖→∞

‖F (x)‖
‖x‖ < ∞.

(|F |q is called the quasinorm of F .)

(a) Show that every bounded, linear operator is quasibounded.
(b) Let F : E → E be a quasibounded, continuous and completely

continuous map. Show for each |λ| < 1/|F |q (and for all real
λ when |F |q = 0) that λF has at least one fixed point.
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5.3 Let E be a Banach space, C a closed, convex subset of E, U an
open subset of C with 0 ∈ U . Suppose that F : U → C is a
continuous, k-set contractive (here 0 ≤ k < 1) map with

‖F (x)‖ ≤
√

‖x‖2 + ‖x− F (x)‖2 for x ∈ ∂U.

Show that F has a fixed point in U .

5.4 Let E be a Banach space, C a closed, convex subset of E, U an
open subset of C and p ∈ U . Suppose that F : U → C is a 1-set
contractive map with F (U) a bounded set in C and (I − F )(U)
closed. Show that either

(A1) F has a fixed point in U , or
(A2) there exist a u ∈ ∂U and λ ∈ (0, 1) with u = λF (u)+(1−λ)p.

5.5 Show that every uniformly convex Banach space is reflexive.

5.6 Let E be a Banach space, Q a closed, convex subset of E and
0 ∈ Q. Suppose that F : Q → E is a continuous, compact map
and that (5.26) holds. Show that F has a fixed point in Q.

5.7 Let E be a Hilbert space, Q a closed, convex subset of E and
0 ∈ Q. Suppose that F : Q → E is a 1-set contractive map with
F (Q) a bounded set in C. Also assume that (I−F )(Q) is a closed
and (5.26) holds. Show that F has a fixed point in Q.

5.8 Let Q be a subset of a Banach space E = (E, ‖ · ‖). Suppose that
F, Fn : Q → E (here n ∈ {1, 2, . . .}) with (I − F )(Q) closed and

lim
n→∞ sup

x∈Q
‖F (x) − Fn(x)‖ = 0.

If for each n ∈ {1, 2, . . .}, Fn has a fixed point in Q, show that F

has a fixed point in Q.

5.9 Let E be a uniformly convex Banach space, Q a closed, convex,
bounded subset of E with 0 ∈ Q. Suppose that F : Q → Q is
given by F := F1 + F2, where F1 : Q → E is strongly continuous
and F2 : Q → E is nonexpansive. Show that F has a fixed point
in Q.

5.10 In Theorem 5.1 show that the Banach space E can be replaced by
a normed linear space E. Also show that the condition that C is
closed can be removed.
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Continuation Principles for Condensing
Maps

There are three main approaches in the literature to presenting contin-
uation principles for condensing maps. The first uses degree theory (see
Chapter 12), the second is the essential map approach of Granas and
the third is the 0-epi map approach of Furi, Martelli and Vignoli. In
this chapter we will present the second approach. We remark that the
third approach will be presented in Chapter 8 in a more general setting.
In particular in this chapter we will show that the property of having a
fixed point (or more generally, being essential) is invariant by homotopy
for compact (or more generally, condensing) maps.

We begin with compact maps. Throughout this chapter, E will be a
Banach space, C will be a closed, convex subset of E and U will be an
open subset of C.

Definition 6.1 We let K(U,C) denote the set of all continuous, com-
pact maps F : U → C; here U denotes the closure of U in C.

Definition 6.2 We let K∂U (U,C) denote the set of maps F ∈ K(U,C)
with x 
= F (x) for x ∈ ∂U .

Definition 6.3 A map F ∈ K∂U (U,C) is essential in K∂U (U,C) if
for every map G ∈ K∂U (U,C) with G|∂U = F |∂U , there exists x ∈ U

with x = G(x). Otherwise F is inessential in K∂U (U,C), that is, there
exists a fixed point free G ∈ K∂U (U,C) with G|∂U = F |∂U .

Remark 6.1 If F ∈ K∂U (U,C) is essential then there exists x ∈ U

with x = F (x).

65
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Definition 6.4 Two maps F and G belonging to K∂U (U,C) are
homotopic in K∂U (U,C), written

F � G in K∂U (U,C),

if there exists a continuous, compact mapping H : U × [0, 1] → C such
that Ht(·) := H(·, t) : U → C belongs to K∂U (U,C) for each t ∈ [0, 1],
with H0 = F and H1 = G.

Theorem 6.1 Let E be a Banach space, C a closed, convex subset of
E, U an open subset of C and F , G ∈ K∂U (U,C). Suppose that

x 
= tG(x) + (1 − t)F (x) for each (x, t) ∈ ∂U × [0, 1].

Then F � G in K∂U (U,C).

Proof Let

H(x, t) := tG(x) + (1 − t)F (x) for (x, t) ∈ U × [0, 1].

We first show that H : U × [0, 1] → C is a continuous, compact map.
We need only show compactness. Let {(xn, tn)}∞n=1 be any sequence in
U × [0, 1]. Without loss of generality, assume that there exists t ∈ [0, 1]
with limn→∞ tn = t. Since F : U → C and G : U → C are compact
maps, there exist a subsequence S of integers and u, v ∈ C with

F (xn) → v and G(xn) → u as n → ∞ in S.

Due to the convexity of C we have that

H(xn, tn) = tnG(xn) + (1 − tn)F (xn)

→ tu + (1 − t)v ∈ C as n → ∞ in S.

As a result, H : U × [0, 1] → C is a compact map. In addition, since

x 
= tG(x) + (1 − t)F (x) for (x, t) ∈ ∂U × [0, 1],

we have that Ht ∈ K∂U (U,C) for each t ∈ [0, 1]. Finally, H0 = F and
H1 = G, therefore F � G in K∂U (U,C).

We next characterise inessential maps in K∂U (U,C) in terms of ho-
motopy.

Theorem 6.2 Let E be a Banach space, C a closed, convex subset
of E, U an open subset of C and F ∈ K∂U (U,C). Then the following
conditions are equivalent:



Chapter 6 67

(i) F is inessential in K∂U (U,C),
(ii) there exists a fixed point free map G ∈ K∂U (U,C) with F � G in

K∂U (U,C).

Proof We first show that (i) implies (ii). Let G ∈ K∂U (U,C) be a fixed
point free map with F |∂U = G|∂U . Suppose that there exist an x ∈ ∂U

and a t ∈ [0, 1] with

x = tG(x) + (1 − t)F (x).

Then since F |∂U = G|∂U , we have that x = G(x) – a contradiction since
G ∈ K∂U (U,C). As a result,

x 
= tG(x) + (1 − t)F (x) for each (x, t) ∈ ∂U × [0, 1].

Thus Theorem 6.1 implies that F � G in K∂U (U,C).
We next show that (ii) implies (i). Let H : U × [0, 1] → C be a

continuous, compact map with Ht ∈ K∂U (U,C) for each t ∈ [0, 1], with
H0 = G and H1 = F . Consider

B := {x ∈ U : x = H(x, t) for some t ∈ [0, 1]}.
If B = ∅ then for each t ∈ [0, 1] we have that Ht has no fixed points in U ,
therefore in particular, F has no fixed points in U . Thus F is inessential
in K∂U (U,C). Therefore it remains to consider the case when B 
= ∅.
The continuity of H implies that B is closed in U . Since B ∩ ∂U = ∅,
there exists a continuous function

µ : U → [0, 1] with µ(∂U) = 1 and µ(B) = 0.

Define J : U → C by

J(x) := H(x, µ(x)).

It is easy to see that J : U → C is a continuous, compact map. In
addition, J |∂U = F |∂U since if x ∈ ∂U then

J(x) = H(x, 1) = F (x).

Finally, x 
= J(x) for x ∈ U since x = J(x) for some x ∈ U means that
x ∈ B and therefore µ(x) = 0 (that is, x = G(x)) – a contradiction.
Consequently, J ∈ K∂U (U,C) with x 
= J(x) for x ∈ U and J |∂U =
F |∂U . As a result, F is inessential in K∂U (U,C).

Our next result shows that the property of being essential is invariant
by homotopy for compact maps.
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Theorem 6.3 Let E be a Banach space, C a closed, convex subset
of E and U an open subset of C. Suppose that F and G are two
maps in K∂U (U,C) with F � G in K∂U (U,C). Then F is essential
in K∂U (U,C) if and only if G is essential in K∂U (U,C).

Proof If F is inessential in K∂U (U,C) then Theorem 6.2 guarantees
that there exists a fixed point free T ∈ K∂U (U,C) with F � T in
K∂U (U,C). As a result, G � T in K∂U (U,C) and therefore G is inessen-
tial in K∂U (U,C) by Theorem 6.2. Symmetry will now imply that F

is inessential in K∂U (U,C) if and only if G is inessential in K∂U (U,C).

Theorem 6.4 Let E = (E, ‖ · ‖) be a Banach space, C a closed convex
subset of E, U an open subset of C and suppose that F ∈ K∂U (U,C)
is essential in K∂U (U,C). Then there exists ε > 0 with the following
properties:

(i) any continuous, compact map G : U → C satisfying ‖F (x) −
G(x)‖ < ε for all x ∈ ∂U belongs to K∂U (U,C),

(ii) G (as described in (i)) is essential in K∂U (U,C).

Proof Since F : U → C is a compact map and fixed point free on ∂U ,
an easy argument shows that there exists ε > 0 with

‖x− F (x)‖ ≥ ε for all x ∈ ∂U.

If G : U → C satisfies

‖G(x) − F (x)‖ < ε for all x ∈ ∂U,

then

‖G(x) − x‖ ≥ ‖x− F (x)‖ − ‖G(x) − F (x)‖ > ε− ε = 0

and therefore G is fixed point free on ∂U . Apply Theorem 6.1 (or Ex-
ercise 6.2) to deduce that F � G in K∂U (U,C). Theorem 6.3 now
guarantees that G is essential in K∂U (U,C).

We next provide an example of an essential map in K∂U (U,C) which
is particularly useful in applications.

Theorem 6.5 Let E be a Banach space, C a closed, convex subset of
E, U an open subset of C and p ∈ U . Then the constant map F (U) = p

is essential in K∂U (U,C).
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Proof Let G : U → C be any continuous, compact map with G|∂U =
F |∂U = p. We must show that G has a fixed point in U . Let J : C → C

be given by

J(x) :=
{

G(x), x ∈ U,

p, x ∈ C\U.

It is easy to see that J : C → C is a continuous, compact map.
Schauder’s fixed point theorem guarantees that J has a fixed point, say
x ∈ C. In fact we have x ∈ U since p ∈ U . Hence x = J(x) = G(x) and
therefore x is a fixed point of G. As a result, F is essential in K∂U (U,C).

Our next result provides an alternative proof of Theorem 5.1.

Theorem 6.6 Let E be a Banach space, C a closed, convex subset of
E, U an open subset of C and p ∈ U . Then every continuous, compact
map F : U → C has at least one of the following properties:

(A1) F has a fixed point in U , or
(A2) there are a u ∈ ∂U and a λ ∈ (0, 1) with u = λF (u) + (1 − λ)p.

Proof Suppose (A2) does not occur and x 
= F (x) for x ∈ ∂U (otherwise
we are finished). Let G : U → C be the constant map u �→ p and consider
the continuous, compact map H : U × [0, 1] → C joining G to F given
by

H(x, t) := tF (x) + (1 − t)p.

In addition, for fixed t ∈ [0, 1], x 
= Ht(x) for x ∈ ∂U . Consequently,
F � G in K∂U (U,C). Now Theorem 6.3 and Theorem 6.5 imply that
F is essential in K∂U (U,C) and thus there exists x ∈ U with x = F (x),
that is, (A1) occurs.

Definition 6.5 Let X and Y be two subsets of a Banach space E. A
continuous map f : X → Y is called a compact field if x �→ x − f(x) is
a compact map of X into E.

Definition 6.6 Let (X, dX) and (Y, dY ) be metric spaces and f : X →
Y . If there are an ε > 0 and a δ ≥ 0 such that

diam f−1(B(y, δ)) < ε for all y ∈ Y,

then we say that f is a δ-based ε-map; here B(y, δ) := {z ∈ Y :
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dY (y, z) < δ}. If δ = 0 the map f is called an ε-map, and if δ > 0
the map f is called an ε-map in the narrow sense.

We now use Theorem 6.3 to study the equation y = x− F (x).

Theorem 6.7 Let B(x0, ε) be the closed ball in the Banach space E =
(E, ‖ · ‖) and f : B(x0, ε) → E be a continuous, compact field. If f is an
ε-map then there exists an η > 0 with

B(f(x0), η) ⊆ f(B(x0, ε)).

If f is a δ-based ε-map with δ > 0 then

B(f(x0), δ) ⊆ f(B(x0, ε)).

Proof Let F be the associated compact map, that is, F (x) := x− f(x).
Since f is a δ-based ε-map, F has the property that

‖x− y‖ < ε whenever ‖F (x) − F (y) − (x− y)‖ < δ.

Without loss of generality assume that x0 = 0 and therefore F (0) =
−f(0). Consider the continuous, compact map G, defined by

G(x) := F (x) − F (0),

on the ball B = B(0, ε). We first show that G is essential in K∂B(B,E).
To see this, define a map H : B × [0, 1] → E by

H(x, t) := F

(
x

1 + t

)
− F

( −tx

1 + t

)
.

It is easy to see that H : B × [0, 1] → E is a continuous, compact map.
If

F

(
x

1 + t

)
− F

( −tx

1 + t

)
= x =

x

1 + t
−
( −tx

1 + t

)

for some x ∈ ∂B and t ∈ [0, 1], then ‖x‖ < ε since f is a δ-based ε-map.
As a result, Ht is fixed point free on ∂B for each t ∈ [0, 1]. In addition,
since

H(x, 1) = F
(x

2

)
− F

(−x

2

)
,

we have that H(−x, 1) = −H(x, 1). Now Exercise 4.11 immediately
guarantees that H1 is essential in K∂B(B,E). This, Theorem 6.3, and
the fact that H0 � H1 in K∂B(B,E), imply that H0 = G is essential in
K∂B(B,E).
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We first discuss the case when f is a 0-based ε-map. From Theorem 6.4
there is an η > 0 such that any continuous, compact map G1 satisfying

‖G1(x) −G(x)‖ < η on ∂B

is in K∂B(B,E) and is also essential in K∂B(B,E). Notice in particular
that the map G1(x) = G(x) + y satisfies the following:

for each ‖y‖ < η, the equation x = G(x) + y has a solution in B.

This of course says that

x− F (x) = −F (0) + y has a solution in B for each ‖y‖ < η

and therefore since F (0) = −f(0) we have that

f(x) = f(0) + y has a solution in B for each ‖y‖ < η.

As a result

B(f(0), η) ⊆ f(B(0, ε)).

Now let f be a δ-based ε-map with δ > 0. Note that for each ‖y‖ < δ,
the continuous, compact map N : B × [0, 1] → E given by

N(x, t) := F (x) − F (0) + ty

is such that Nt is fixed point free in ∂B for each t ∈ [0, 1]; since if
F (x) − F (0) + ty = x for some x ∈ ∂B and t ∈ [0, 1], then

‖F (x) − F (0) − (x− 0)‖ ≤ t‖y‖ < δ

and therefore ‖x‖ < ε. This, Theorem 6.3, and the fact that G = N0 �
N1 in K∂B(B,E) for all ‖y‖ < δ, imply that N1 is essential in K∂B(B,E)
for all ‖y‖ < δ. As a result

B(f(0), δ) ⊆ f(B(0, ε)).

Theorem 6.8 Let E be a Banach space and f : E → E a continuous,
completely continuous field. Then

(a) if f is an ε-map, f(E) is open in E,
(b) if f is an ε-map in the narrow sense, f is surjective (that is, f(E) =

E).

Remark 6.2 Let X and Y be subsets of a Banach space E. A
continuous map f : X → Y is called a completely continuous field if
x �→ x− f(x) ≡ F (x) is a completely continuous map of X into E (that
is, F (W ) is relatively compact for all bounded sets W ⊆ X).
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Proof of Theorem 6.8

(a) We apply Theorem 6.7. Let V ⊆ E be open. We must show that
f(V ) is open. Take any z ∈ f(V ). Then there exists x0 ∈ V with
f(x0) = z. Since V is open, there exists ε > 0 with B(x0, ε) ⊆ V .
Theorem 6.7 guarantees that there is an η > 0 with

B(z, η) = B(f(x0), η) ⊆ f(B(x0, ε)) ⊆ f(V ).

(b) Theorem 6.7 implies that the ball B(y, δ) of fixed radius δ > 0 is
contained in f(E) for each y ∈ f(E). As a result, f is surjective.

Our next result is known as Schauder’s domain invariance theorem.

Theorem 6.9 Let U be an open subset of a Banach space E and f :
U → E an injective, continuous, completely continuous field. Then

(a) f is an open map,
(b) f(U) is open in E,
(c) f is a homeomorphism of U onto f(U).

Proof Of course since f is injective, it is an ε-map for each ε > 0. The
result now follows from Theorem 6.8 (a).

An immediate consequence of Theorem 6.9 is the Fredholm alterna-
tive.

Theorem 6.10 Let E be a Banach space and F : E → E a completely
continuous linear operator. Then either

(a) the equation 0 = x− F (x) has a nontrivial solution, or
(b) the equation y = x− F (x) has a unique solution for each y ∈ E.

Proof The continuous, completely continuous field f(x) := x− F (x) is
either injective or not. If f is not injective, then an easy argument shows
that (a) holds. On the other hand, if f is injective, then the image of E
is a closed, linear subspace. However, Theorem 6.9 implies that f(E) is
open in E, therefore f(E) = E. Thus the injective field is also surjective
and therefore bijective.

We now discuss condensing maps (see Definition 5.1). In what follows,
E will be a Banach space, C a closed, convex subset of E and U an open
subset of C.

Definition 6.7 We let CK(U,C) denote the set of all continuous,
condensing maps F : U → C with F (U) a bounded set in C.
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Definition 6.8 We let CK∂U (U,C) denote the set of maps F ∈
CK(U,C) with x 
= F (x) for x ∈ ∂U .

Definition 6.9 A map F ∈ CK∂U (U,C) is essential in CK∂U (U,C) if
for every G ∈ CK∂U (U,C) with G|∂U = F |∂U , there exists x ∈ U with
x = G(x). Otherwise F is inessential in CK∂U (U,C).

Definition 6.10 Two maps F and G belonging to CK∂U (U,C) are
homotopic in CK∂U (U,C), written

F � G in CK∂U (U,C),

if there exists a continuous, condensing map H : U × [0, 1] → C with
H(U× [0, 1]) a bounded set in C, together with Ht(·) : U → C belonging
to CK∂U (U,C) for each t ∈ [0, 1], H0 = F and H1 = G; in our definition,
H : U × [0, 1] → C condensing means α(H(W )) < α(ΠW ) for any
bounded subset W of U × [0, 1], with α(W ) 
= 0 (note that Π : U ×
[0, 1] → U is the natural projection, that is, the projection onto the U

coordinate).

We begin with an example of an essential map in CK∂U (U,C).

Theorem 6.11 Let E be a Banach space, C a closed, convex subset of
E, U an open subset of C and p ∈ U . Then the constant map F (U) = p

is essential in CK∂U (U,C).

Proof Let G ∈ CK∂U (U,C) with G|∂U = F |∂U = p. Define a map
J : C → C by

J(x) :=
{

G(x), x ∈ U,

p, x ∈ C\U.

Now J : C → C is a continuous, condensing map with J(C) a bounded
subset of C. The continuity and boundedness part are clear. To show
that J is a condensing map, let Ω be a bounded subset of C with α(Ω) 
=
0. Then since

J(Ω) ⊆ G(Ω ∩ U) ∪ {p},
we have that

α(J(Ω)) ≤ α(G(Ω ∩ U) ∪ {p}) ≤ α(G(Ω)) < α(Ω),

and therefore J : C → C is a condensing map. We may apply Theorem
4.16 (or Exercise 4.5) to deduce that there exists x ∈ C with x = J(x).
In fact, x ∈ U since p ∈ U and therefore x = J(x) = G(x).
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Our next result characterises inessential maps in CK∂U (U,C) in terms
of homotopy.

Theorem 6.12 Let E be a Banach space, C a closed, convex subset of
E, U an open subset of C and F ∈ CK∂U (U,C). Then the following
conditions are equivalent:

(i) F is inessential in CK∂U (U,C),
(ii) there exists a fixed point free map G ∈ CK∂U (U,C) with F � G in

CK∂U (U,C).

Proof We first show that (i) implies (ii). Let G ∈ CK∂U (U,C) be a
fixed point free map with F |∂U = G|∂U . Define H : U × [0, 1] → C by

H(x, t) := tG(x) + (1 − t)F (x).

Notice that H : U × [0, 1] → C is a continuous, condensing map with
H(U × [0, 1]) a bounded set in C. The continuity and boundedness of
H are clear. To show that H is condensing, let W be a bounded subset
of U × [0, 1] with α(W ) 
= 0. Let Π : U × [0, 1] → U be the natural
projection and note that α(ΠW ) 
= 0. Notice also that

H(W ) ⊆ co(G(ΠW ) ∪ F (ΠW )),

and therefore we have

α(H(W )) ≤ α(co(G(ΠW ) ∪ F (ΠW )))

= α(G(ΠW ) ∪ F (ΠW ))

= max{α(G(ΠW )), α(F (ΠW ))} < α(ΠW ).

Thus H : U × [0, 1] → C is a condensing map. Also since F |∂U = G|∂U ,
we have that Ht is fixed point free on ∂U for each t ∈ [0, 1]. In addition,
for each t ∈ [0, 1] we have that Ht : U → C is a continuous, condensing
map with Ht(U) a bounded set in C. We need only check that Ht : U →
C is a condensing map for each t ∈ [0, 1]. Fix t ∈ [0, 1] and let Ω be a
bounded subset of U with α(Ω) 
= 0. Then α(Ω × {t}) 
= 0 and

α(Ht(Ω)) = α(H(Ω × {t})) < α(Π(Ω × {t})) = α(Ω),

since Π(Ω×{t}) = Ω. As a result, Ht ∈ CK∂U (U,C) for each t ∈ [0, 1].
Finally, H0 = F and H1 = G, therefore F � G in CK∂U (U,C).

We now show that (ii) implies (i). Let H : U × [0, 1] → C be a
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continuous, condensing map with H(U × [0, 1]) a bounded set in C,
Ht ∈ CK∂U (U,C) for each t ∈ [0, 1], H0 = G and H1 = F . Consider

B := {x ∈ U : x = H(x, t) for some t ∈ [0, 1]}.
If B = ∅ then in particular F = H1 has no fixed point in U , therefore F

is inessential in CK∂U (U,C). It therefore remains to consider the case
when B 
= ∅. Since B is closed in U and B ∩ ∂U = ∅, there exists
a continuous function µ : U → [0, 1] with µ(∂U) = 1 and µ(B) = 0.
Define a map J : U → C by

J(x) := H(x, µ(x)).

Notice that J : U → C is a continuous, condensing map with J(U) a
bounded set in C. To show that J : U → C is condensing, let Ω be a
bounded subset of U with α(Ω) 
= 0. Let

Ω� := {(x, µ(x)) : x ∈ Ω} ⊆ U × [0, 1].

Note that α(Ω�) 
= 0. Then since J(Ω) = H(Ω�) we have that

α(J(Ω)) = α(H(Ω�)) < α(Π(Ω�)) = α(Ω).

In addition, J |∂U = F |∂U since if x ∈ ∂U then

J(x) = H(x, 1) = F (x).

Finally, x 
= J(x) for x ∈ U since x = J(x) for some x ∈ U means that
x ∈ B and therefore µ(x) = 0 (that is, x = G(x)) – a contradiction.
Consequently, J ∈ CK∂U (U,C) is fixed point free on U with J |∂U =
F |∂U . As a result, F is inessential in CK∂U (U,C).

Theorem 6.13 Let E be a Banach space, C a closed, convex subset of
E and U an open subset of C. Suppose that F and G are two maps in
CK∂U (U,C) with F � G in CK∂U (U,C). Then the map F is essential
in CK∂U (U,C) if and only if G is essential in CK∂U (U,C).

Notes The results in Chapter 6 may be found in Dugundji and Granas
[55], Granas [84], Krawcewicz [114] and Precup [154].

Exercises

6.1 Let E = (E, ‖ · ‖) be a Banach space and

Br := {x ∈ E : ‖x− x0‖ ≤ r}.
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Suppose that F ∈ K∂Br
(Br, E) is an essential map with x0 the only

fixed point of F . Show that for every r0 ∈ (0, r), the restriction
F |Br0

is essential in K∂Br0
(Br0 , E).

6.2 Let E = (E, ‖ · ‖) be a Banach space, C a closed, convex subset of
E, U an open subset of C and F,G ∈ K∂U (U,C) with

sup
x∈∂U

‖F (x) −G(x)‖ ≤ inf
x∈∂U

‖x− F (x)‖.

Show that F � G in K∂U (U,C).

6.3 Let f : E → E be a continuous, completely continuous field in a
Banach space E = (E, ‖ · ‖). If

‖f(x) − f(y)‖ ≥ M‖x− y‖ for some M > 0,

show that f is a homeomorphism of E onto E.

6.4 Let E be a Banach space and C a closed subset of E. Show that
the continuous, compact field f : C → E is a closed, proper map,
that is, show that the image of each closed set in C is closed in E,
and the preimage of each compact subset of E is compact.

6.5 Let U be a bounded, open neighbourhood of 0 in an infinite di-
mensional Banach space E = (E, ‖ · ‖) and let F : ∂U → E be a
continuous, compact map. Suppose that there exists α > 0 with
‖F (x)‖ ≥ α for all x ∈ ∂U . Show that there exist x ∈ ∂U and
µ > 0 with x = µF (x).

6.6 Let E be a Banach space, C a closed, convex subset of E, U an
open, bounded subset of C with 0 ∈ U and F : U → C a continuous,
compact map.

(a) Suppose that F (x) 
= λx for all x ∈ ∂U and λ ≥ 1. Show that
F is essential in K∂U (U,C).

(b) Suppose that there exists c ∈ C, with c 
= 0 and x− F (x) 
= λc

for all x ∈ ∂U and λ ≥ 0. Show that the map F is inessential
in K∂U (U,C).

6.7 Show that it is enough to assume that E is a normed linear space
in Theorem 6.3, Theorem 6.5 and Theorem 6.6.

6.8 Let U be an open set in a Banach space E and f : U → E be a map
of the form

f(x) = x− [F (x) + G(x)]

where G is contractive and F is continuous and completely contin-
uous. If f is injective show that
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(i) f is open,
(ii) f : U → f(U) is a homeomorphism.



7

Fixed Point Theorems in Conical Shells

In this chapter we present Krasnoselskii’s compression and expansion of
a cone theorem and some generalisations. These results can be particu-
larly useful in establishing the existence of multiple solutions of operator
equations.

Throughout the chapter E = (E, ‖ ·‖) will denote a Banach space and
C will be a closed, convex, nonempty subset of E with αu + βv ∈ C for
all α ≥ 0, β ≥ 0 and u, v ∈ C. Let ρ > 0 with

Bρ := {x : x ∈ C and ‖x‖ < ρ}, Sρ := {x : x ∈ C and ‖x‖ = ρ}
and of course Bρ := Bρ ∪ Sρ.

Theorem 7.1 Let E and C be as described above and let r, R be
constants with 0 < r < R. Suppose that F ∈ K(BR, C) and assume the
following conditions hold:

(7.1) x 
= F (x) for x ∈ Sr ∪ SR,

(7.2)
{

F : Br → C is inessential in KSr (Br, C),
that is, F |Br

is inessential in KSr
(Br, C),

and

(7.3) F : BR → C is essential in KSR
(BR, C).

Then F has at least one fixed point in Ω := {x : x ∈ C and r < ‖x‖ <

R}.

Proof Suppose that F has no fixed points in Ω. Condition (7.2) implies
that there exists θ ∈ K(Br, C) with θ|Sr

= F |Sr
and x 
= θ(x) for

78
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x ∈ Br. Define the mapping Φ : BR → C by

Φ(x) :=
{

F (x), r < ‖x‖ ≤ R,

θ(x), 0 ≤ ‖x‖ ≤ r.

Notice that Φ ∈ K(BR, C) and in addition, Φ has no fixed points in BR

(since θ has no fixed points in Br and F has no fixed points in Ω). This
contradicts the fact that F : BR → C is essential in K(BR, C).

Theorem 7.2 Let E and C be as described above and let r, R be
constants with 0 < r < R. Suppose that the following conditions are
satisfied:

(7.4)




N : BR × [0, 1] → C is a continuous, compact map,
with N(x, 0) = 0 for all x ∈ BR,and such that for each
t ∈ [0, 1], we have that x 
= N(x, t) for all x ∈ SR,

(7.5)
{

H : Br × [0, 1] → C is a continuous, compact map, such
that for each t ∈ [0, 1], we have x 
= H(x, t) for all x ∈ Sr,

(7.6) H(·, 1)|Br
= N(·, 1)|Br

and

(7.7) x 
= H(x, 0) for all x ∈ Br.

Then N(·, 1) has a fixed point in Ω := {x : x ∈ C and r < ‖x‖ < R}.

Proof Note that Theorem 6.5 guarantees that the zero map is essential
in KSR

(BR, C). Condition (7.4) together with Theorem 6.3 implies that

(7.8) N(·, 1) : BR → C is essential in KSR
(BR, C).

In addition, (7.7) (and also (7.5)) implies that H(·, 0) is inessential in
KSr

(Br, C). This together with (7.5), (7.6) and Theorem 6.3 gives

(7.9) N(·, 1) = H(·, 1) : Br → C is inessential in KSr
(Br, C).

Now (7.8), (7.9) (and also (7.4), (7.5) and (7.6)) imply that (7.1), (7.2)
and (7.3) of Theorem 7.1 hold with F (·) = N(·, 1). The result now
follows from Theorem 7.1.

We now prove Krasnoselskii’s compression of a cone theorem.
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Theorem 7.3 Let E and C be as described above and let r, R be
constants with 0 < r < R. Suppose that F ∈ K(BR, C) and assume the
following conditions hold:

(7.10) x 
= λF (x) for λ ∈ [0, 1) and x ∈ SR

and

(7.11)
{

there exists a v ∈ C\{0} with
x 
= F (x) + δv for any δ > 0 and x ∈ Sr.

Then F has a fixed point in Ω = {x : x ∈ C and r ≤ ‖x‖ ≤ R}.

Proof Suppose that x 
= F (x) for x ∈ Sr∪SR (otherwise we are finished).
Choose M > 0 such that

‖F (x)‖ ≤ M for all x ∈ Br.

Next choose δ0 > 0 such that

(7.12) ‖δ0v‖ > M + r.

Let

N(·, t) := tF (·) and H(·, t) := F (·) + (1 − t)δ0v.

Conditions (7.10) and (7.11) (with δ = (1 − t)δ0) imply that (7.4) and
(7.5) are satisfied. In addition, (7.6) is true since

N(x, 1) = F (x) = H(x, 1) for x ∈ Br.

Finally, (7.12) implies that (7.7) is satisfied (note H(x, 0) = F (x)+δ0v).
The result now follows from Theorem 7.2.

In the next theorem C ⊆ E will be a cone. Let ρ > 0 with

Ωρ := {x ∈ E : ‖x‖ < ρ}, ∂EΩρ := {x ∈ E : ‖x‖ = ρ},

Bρ := {x : x ∈ C and ‖x‖ < ρ} and Sρ := {x : x ∈ C and ‖x‖ = ρ}.
Notice that

Bρ = Ωρ ∩ C and Sρ = ∂E(Ωρ ∩ C) = ∂EΩρ ∩ C.

Theorem 7.4 Let E = (E, ‖ · ‖) be a Banach space, C ⊆ E a cone and
let ‖·‖ be increasing with respect to C. In addition, let r, R be constants
with 0 < r < R. Suppose that F : ΩR ∩C → C is a continuous, compact
map and assume the following conditions hold:

(7.13) ‖F (x)‖ ≤ ‖x‖ for all x ∈ ∂EΩR ∩ C
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and

(7.14) ‖F (x)‖ > ‖x‖ for all x ∈ ∂EΩr ∩ C.

Then F has a fixed point in C ∩ {x ∈ E : r ≤ ‖x‖ ≤ R}.

Proof Notice that (7.13) implies that (7.10) is true. To see this, suppose
there exist x ∈ SR and λ ∈ [0, 1) with x = λF (x). Then

R = ‖x‖ = |λ| ‖F (x)‖ < ‖F (x)‖ ≤ ‖x‖ = R

– a contradiction. Also (7.14) implies that (7.11) is true. To see this,
suppose there exists v ∈ C\{0} with x = F (x) + δv for some δ > 0 and
x ∈ Sr. Since ‖ · ‖ is increasing with respect to C we have, since δv ∈ C,

‖x‖ = ‖F (x) + δv‖ ≥ ‖F (x)‖ > ‖x‖
– a contradiction. The result now follows from Theorem 7.3.

For our next two results we will again assume that C ⊆ E is a closed,
convex, nonempty set with αu + βv ∈ C for all α ≥ 0, β ≥ 0 and u,
v ∈ C.

Theorem 7.5 Let E be a Banach space and C ⊆ E a closed, convex,
nonempty set with αu + βv ∈ C for all α ≥ 0, β ≥ 0 and u, v ∈ C.
In addition, let r, R be constants with 0 < r < R. Suppose that F ∈
K(BR, C) and assume the following conditions hold:

(7.15) x 
= F (x) for x ∈ Sr ∪ SR,

(7.16)
{

F : Br → C is essential in KSr
(Br, C),

that is, F |Br
is essential in KSr (Br, C),

and

(7.17) F : BR → C is inessential in KSR
(BR, C).

Then F has at least two fixed points x0 and x1 with x0 ∈ Br and x1 ∈
Ω = {x : x ∈ C and r < ‖x‖ < R}.

Proof We know from (7.16) that F has a fixed point in Br.
Let Ψ := F |Ω, and suppose that Ψ : Ω → C has no fixed points. The

fact that F : BR → C is inessential in KSR
(BR, C) means that there

exists a continuous, compact map θ : BR → C with θ|SR
= F |SR

and
x 
= θ(x) for x ∈ BR. Fix ρ ∈ (0, r) and consider the map Φ given by
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Φ(x) :=


ρ

R
θ

(
R

ρ
x

)
, 0 ≤ ‖x‖ ≤ ρ,

(r − ρ)‖x‖
(R− ρ)r − (R− r)‖x‖ Ψ

(
(R− ρ)r − (R− r)‖x‖

(r − ρ)‖x‖ x

)
, ρ ≤ ‖x‖ ≤ r,

Ψ(x), r ≤ ‖x‖ ≤ R.

Notice that Φ : BR → C is well defined since if ρ ≤ ‖x‖ ≤ r, then

r ≤
∥∥∥∥ (R− ρ)r − (R− r)‖x‖

(r − ρ)‖x‖ x

∥∥∥∥ ≤ R.

Also Φ : BR → C is a continuous, compact map. In addition,

Φ|SR
= Ψ|SR

= F |SR
and Φ|Ω = Ψ|Ω = F |Ω,

and therefore Φ has no fixed points in BR (since θ has no fixed points
in BR and F has no fixed points in Ω).

Let us concentrate on Φ : Br → C (that is, Φ|Br
). Now

Φ|Sr
= Ψ|Sr

= F |Sr
,

therefore Φ : Br → C is a continuous, compact map with Φ|Sr
= F |Sr

and Φ has no fixed points in Br. This contradicts (7.16).

Next we prove Krasnoselskii’s expansion of a cone theorem.

Theorem 7.6 Let E be a Banach space and C ⊆ E a closed, convex,
nonempty set with αu + βv ∈ C for all α ≥ 0, β ≥ 0 and u, v ∈ C.
In addition, let r, R be constants with 0 < r < R. Suppose that F ∈
K(BR, C) and assume the following conditions hold:

(7.18) x 
= λF (x) for λ ∈ [0, 1) and x ∈ Sr

and

(7.19)
{

there exists a v ∈ C\{0} with
x 
= F (x) + δv for any δ > 0 and x ∈ SR.

Then F has a fixed point in Ω = {x : x ∈ C and r ≤ ‖x‖ ≤ R}.

Proof Assume that x 
= F (x) for x ∈ Sr∪SR (otherwise we are finished).
The result follows immediately from Theorem 7.5 once we show that
conditions (7.16) and (7.17) are satisfied.



Chapter 7 83

Consider the homotopy H : Br × [0, 1] → C defined by

H(x, λ) := λF (x).

Notice that H0 = 0, H1 = F and therefore since x 
= F (x) on Sr, we
have H0 � H1 in KSr (Br, C) (this follows since H : Br × [0, 1] → C

is a continuous, compact map with Ht ∈ KSr
(Br, C) for each t ∈ [0, 1]

since (7.18) holds). From Theorem 6.5 we have that H0 : Br → C is
essential in KSr

(Br, C), and this together with Theorem 6.3 implies that
F : Br → C is essential in KSr

(Br, C). Thus (7.16) holds.
Let δ0 > 0 be such that

(7.20) ‖δ0v‖ > sup
x∈SR

‖F (x)‖ + R.

Consider the homotopy N : BR × [0, 1] → C defined by

N(x, λ) := F (x) + λδ0v.

Notice that N is a continuous, compact map with N0 = F and N1 =
F + δ0v. Then since (7.19) holds (for all δ ≥ 0, since we are assuming
that x 
= F (x) on SR), we have

(7.21) N0 � N1 in KSR
(BR, C).

Notice (7.20) implies for λ ∈ [0, 1] and x ∈ SR that

‖δ0v + λF (x)‖ > R = ‖x‖.
Thus

(7.22) x 
= λF (x) + δ0v if λ ∈ [0, 1] and x ∈ SR.

Let G : BR → C be the constant map G(x) := δ0v. Consider the
homotopy J : BR × [0, 1] → C defined by

J(x, λ) := δ0v + λF (x).

Notice J is a continuous, compact map with J0 = G and J1 = N1. From
(7.22) we have that

(7.23) N1 � G in KSR
(BR, C).

Now (7.21) and (7.23) imply

(7.24) N0 � G in KSR
(BR, C).

However since G(x) = δ0v for x ∈ BR and δ0v ∈ C\BR (see (7.20))
it is immediate that G is inessential in KSR

(BR, C). Theorem 6.3 now
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implies that N0 = F is inessential in KSR
(BR, C). Thus (7.17) holds.

Theorem 7.7 Let E = (E, ‖ · ‖) be a Banach space, C ⊆ E a cone and
let ‖·‖ be increasing with respect to C. In addition, let r, R be constants
with 0 < r < R. Suppose that F : ΩR ∩ C → C (here ΩR := {x ∈
E : ‖x‖ < R}) is a continuous, compact map and assume the following
conditions hold:

(7.25) ‖F (x)‖ > ‖x‖ for all x ∈ ∂EΩR ∩ C

and

(7.26) ‖F (x)‖ ≤ ‖x‖ for all x ∈ ∂EΩr ∩ C.

Then F has a fixed point in C ∩ {x ∈ E : r ≤ ‖x‖ ≤ R}.

Proof Notice that (7.25) and (7.26) imply that (7.18) and (7.19) are
true (see the ideas used in Theorem 7.4).

We now combine some of the theorems in this chapter (and also Chap-
ter 6) to establish the existence of multiple fixed points.

Theorem 7.8 Let E = (E, ‖ · ‖) be a Banach space, C ⊆ E a cone and
let ‖·‖ be increasing with respect to C. In addition, let r, R be constants
with 0 < r < R. Suppose that F : ΩR ∩ C → C (here ΩR := {x ∈
E : ‖x‖ < R}) is a continuous, compact map and assume the following
conditions hold:

(7.27) x 
= F (x) for all x ∈ ∂EΩr ∩ C,

(7.28) ‖F (x)‖ > ‖x‖ for all x ∈ ∂EΩR ∩ C

and

(7.29) ‖F (x)‖ ≤ ‖x‖ for all x ∈ ∂EΩr ∩ C.

Then F has at least two fixed points x0 and x1 with x0 ∈ Ωr ∩ C and
x1 ∈ C ∩ (ΩR\Ωr).

Proof Theorem 6.6 (note (7.29) implies that x 
= λF (x) for all λ ∈ [0, 1)
and x ∈ ∂EΩr ∩ C) implies that F has a fixed point x0 ∈ C ∩ Ωr. In
fact, (7.27) implies that x0 ∈ Ωr ∩ C. In addition, Theorem 7.7 implies
that F has a fixed point x1 ∈ C ∩ (ΩR\Ωr). In fact, x1 ∈ C ∩ (ΩR\Ωr).
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(To see this, note that if this is not true, then x1 ∈ C and ‖x1‖ = r,
therefore x1 ∈ ∂EΩr ∩ C. This contradicts (7.27).)

Theorem 7.9 Let E = (E, ‖ · ‖) be a Banach space, C ⊆ E a cone
and let ‖ · ‖ be increasing with respect to C. In addition, let L, r, R

be constants with 0 < L < r < R. Suppose that F : ΩR ∩ C → C is a
continuous, compact map and assume the following conditions hold:

(7.30) x 
= F (x) for all x ∈ ∂EΩr ∩ C,

(7.31) ‖F (x)‖ > ‖x‖ for all x ∈ ∂EΩL ∩ C,

(7.32) ‖F (x)‖ ≤ ‖x‖ for all x ∈ ∂EΩr ∩ C

and

(7.33) ‖F (x)‖ > ‖x‖ for all x ∈ ∂EΩR ∩ C.

Then F has at least two fixed points x0 and x1 with x0 ∈ C ∩ (Ωr\ΩL)
and x1 ∈ C ∩ (ΩR\Ωr).

Proof Theorem 7.4 implies that F has a fixed point x0 ∈ C∩(Ωr\ΩL). In
fact (7.30) guarantees that x0 ∈ C ∩ (Ωr\ΩL). Theorem 7.7 guarantees
the existence of x1 ∈ C ∩ (ΩR\Ωr). However, (7.30) guarantees that
x1 ∈ C ∩ (ΩR\Ωr).

We now illustrate how the ideas and results in this chapter can be ap-
plied in practice. Our goal is to prove the existence of multiple solutions
of the nonlinear Fredholm integral equation

(7.34) y(t) = h(t) +
∫ 1

0

k(t, s)f(y(s)) ds for t ∈ [0, 1].

In particular we want to establish the existence of multiple nonnegative
solutions of (7.34). However before tackling this problem, it is reasonable
to first consider what conditions one requires on h, k and f in order for
(7.34) to have at least one nonnegative solution y ∈ C[0, 1].

Theorem 7.10 Suppose that

(7.35) 0 ≤ kt(s) = k(t, s) ∈ L1[0, 1] for each t ∈ [0, 1],

(7.36) the map t �→ kt is continuous from [0, 1] to L1[0, 1],
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(7.37)




there exist 0 < M < 1, κ ∈ L1[0, 1] and an
interval [a, b] ⊆ [0, 1], a < b, such that
k(t, s) ≥ Mκ(s) ≥ 0, for t ∈ [a, b], a.e. s ∈ [0, 1],

(7.38) k(t, s) ≤ κ(s), t ∈ [0, 1], a.e. s ∈ [0, 1],

(7.39)




h ∈ C[0, 1] with h(t) ≥ 0 for t ∈ [0, 1], and
min
t∈[a,b]

h(t) ≥ M |h|0 = M sup
t∈[0,1]

|h(t)|,

(7.40)
{

f : R → R is continuous and nondecreasing
with f(u) > 0 for u > 0,

(7.41)




there exists α > 0 such that
α

|h|0 + K1f(α)
> 1

where K1 = sup
t∈[0,1]

∫ 1

0

k(t, s) ds > 0

and

(7.42)




there exist β > 0, β 
= α, and t� ∈ [0, 1] such that
β

h(t�) + f(Mβ)
∫ b

a

k(t�, s) ds
< 1

hold. Then (7.34) has at least one nonnegative solution y ∈ C[0, 1] and
either

(A) 0 < α < |y|0 < β and y(t) ≥ Mα, t ∈ [a, b], if α < β

or

(B) 0 < β < |y|0 < α and y(t) ≥ Mβ, t ∈ [a, b], if β < α

holds.

Proof Define the operator F : C[0, 1] → C[0, 1] by

(7.43) Fy(t) := h(t) +
∫ 1

0

k(t, s)f(y(s)) ds, t ∈ [0, 1],

the cone C by

C :=
{
y ∈ C[0, 1] : y(t) ≥ 0 for t ∈ [0, 1] and min

t∈[a,b]
y(t) ≥ M |y|0

}
;
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and let

Ωα := {y ∈ C[0, 1] : |y|0 < α}

and

Ωβ := {y ∈ C[0, 1] : |y|0 < β}.

Conditions (7.35), (7.36), (7.39) and (7.40) imply that (see Theorem 5.2)

F : C[0, 1] → C[0, 1] is continuous and completely continuous.

Also for y ∈ C[0, 1] with y(t) ≥ 0 for t ∈ [0, 1], we have from (7.35),
(7.38), (7.39) and (7.40) that

(7.44) |Fy|0 = sup
t∈[0,1]

(
h(t) +

∫ 1

0

k(t, s)f(y(s)) ds
)

≤ |h|0 +
∫ 1

0

κ(s)f(y(s)) ds

holds. Therefore for y ∈ C[0, 1] with y(t) ≥ 0 for t ∈ [0, 1], this fact
along with (7.37) and (7.39) yields

min
t∈[a,b]

Fy(t) = min
t∈[a,b]

(
h(t) +

∫ 1

0

k(t, s)f(y(s)) ds
)

≥ M

(
|h|0 +

∫ 1

0

κ(s)f(y(s)) ds
)

≥ M |Fy|0.

Consequently we have that

F : C → C is continuous and completely continuous.

The desired result will now follow from either Theorem 7.4 or Theorem
7.7 if we show that

(7.45) |Fy|0 < |y|0 for y ∈ ∂Ωα ∩ C

and

(7.46) |Fy|0 > |y|0 for y ∈ ∂Ωβ ∩ C

are true.
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We first show that (7.45) holds. Let y ∈ ∂Ωα ∩ C. In particular this
means that y(t) ≥ 0 for t ∈ [0, 1] and |y|0 = α. Then from (7.35), (7.39),
(7.40) and (7.41) we obtain

sup
t∈[0,1]

|Fy(t)| = sup
t∈[0,1]

(
h(t) +

∫ 1

0

k(t, s)f(y(s)) ds
)

≤ sup
t∈[0,1]

h(t) + f(|y|0) sup
t∈[0,1]

∫ 1

0

k(t, s) ds

≤ |h|0 + K1f(α) < α = |y|0.
Therefore (7.45) is true.

We secondly show that (7.46) is true. Let y ∈ ∂Ωβ∩C. Then y(t) ≥ 0
for t ∈ [0, 1], |y|0 = β and for t ∈ [a, b] we have Mβ ≤ y(t) ≤ β. Now
(7.35), (7.39), (7.40) and (7.42) imply that

Fy(t�) = h(t�) +
∫ 1

0

k(t�, s)f(y(s)) ds

≥ h(t�) +
∫ b

a

k(t�, s)f(y(s)) ds

≥ h(t�) + f(Mβ)
∫ b

a

k(t�, s) ds

> β = |y|0.
Consequently (7.46) holds.

Hence by Theorem 7.4 or Theorem 7.7 there exists y ∈ C that solves
(7.34). In particular, if α < β then Theorem 7.7 implies that y ∈
C ∩ (Ωβ\Ωα), while if β < α then Theorem 7.4 implies that in fact
y ∈ C ∩ (Ωα\Ωβ).

Remark 7.1 Condition (7.42) may be replaced by

(7.47)




there exists β > 0, β 
= α, such that
β

K2f(Mβ)
< 1 where K2 = sup

t∈[0,1]

∫ b

a

k(t, s) ds,

since (7.46) also follows from (7.47). To see this note that for y ∈
∂Ωβ ∩ C, (7.35), (7.39), (7.40) and (7.47) give

sup
t∈[0,1]

|Fy(t)| = sup
t∈[0,1]

(
h(t) +

∫ 1

0

k(t, s)f(y(s)) ds
)

≥ sup
t∈[0,1]

∫ 1

0

k(t, s)f(y(s)) ds
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≥ K2f(Mβ) > β = |y|0.

Hence (7.47) implies that (7.46) is true. In particular if |h|0 = 0, it is
better to replace (7.42) with (7.47).

Remark 7.2 It is easy to check that the requirement that f : R → R
(as described in (7.40)) be nondecreasing can be omitted, provided that
(7.41) and (7.42) be replaced with

(7.48) there exists α > 0 such that
α

|h|0 + K1 sup
z∈[0,α]

f(z)
> 1

and

(7.49)




there exist β > 0, β 
= α, and t� ∈ [0, 1] such that
β

h(t�) + inf
z∈[Mβ,β]

f(z)
∫ b

a

k(t�, s) ds
< 1

respectively.

Example 7.1 Consider the separable kernel

k(t, s) := k1(t)k2(s), t ∈ [0, 1], a.e. s ∈ [0, 1],

where k1 ∈ C[0, 1] is such that 0 ≤ k1(t) < 1, t ∈ [0, 1], with k1(t) > 0
on some interval [a, b] ⊆ [0, 1], and k2 ∈ L1[0, 1] is such that k2(s) ≥ 0
for a.e. s ∈ [0, 1]. Then k satisfies (7.35)–(7.38) with κ = k2 and M =
min
t∈[a,b]

k1(t).

Extracting some of the hypotheses of Theorem 7.10 we have the fol-
lowing existence result which also guarantees the existence of at least
one nonnegative solution y ∈ C[0, 1] of (7.34). In this result however,
it is possible that y ≡ 0 may be the solution, whereas in Theorem
7.10 we have that the guaranteed solution is positive on some interval
[a, b] ⊆ [0, 1].

Theorem 7.11 Suppose that (7.35), (7.36), (7.40), (7.41) and

(7.50) h ∈ C[0, 1] with h(t) ≥ 0 for t ∈ [0, 1]

hold. Then (7.34) has at least one nonnegative solution y ∈ C[0, 1] such
that 0 ≤ y(t) < α for t ∈ [0, 1].
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Proof Define

f�(y) :=
{

f(y), y ≥ 0,
f(0), y < 0,

and consider the integral equation

(7.51) y(t) = h(t) +
∫ 1

0

k(t, s)f�(y(s)) ds for t ∈ [0, 1].

As in Theorem 5.2, the operator F � : C[0, 1] → C[0, 1] given by

F �y(t) := h(t) +
∫ 1

0

k(t, s)f(y(s)) ds, t ∈ [0, 1],

is continuous and completely continuous. Let y ∈ C[0, 1] be any solution
of

y(t) = λ

(
h(t) +

∫ 1

0

k(t, s)f�(y(s)) ds
)

for t ∈ [0, 1], some λ ∈ (0, 1).

Certainly y(t) ≥ 0 for t ∈ [0, 1]. In addition (7.40) implies that

|y|0 = sup
t∈[0,1]

(
h(t) +

∫ 1

0

k(t, s)f(y(s)) ds
)

≤ |h|0 + K1f(|y|0),

and consequently we have from (7.41) that |y|0 
= α.
Applying Theorem 5.1 with C = E = C[0, 1],

U := {y ∈ C[0, 1] : |y|0 < α} and F = F �,

we see that (7.51) has at least one solution y ∈ C[0, 1] such that 0 ≤
|y|0 < α. However since y(t) ≥ 0 for t ∈ [0, 1], y is also a solution of
(7.34) and the result is proved.

Remark 7.3 If h, k and f are such that the hypotheses of Theorem
7.11 hold and in addition y ≡ 0 is not a solution of (7.34), then Theorem
7.11 implies that (7.34) has at least one solution y ∈ C[0, 1] that satisfies
0 < |y|0 < α.

Returning to Theorem 7.10 we note that conditions (7.41) and (7.42)
indicate the central role played by the nonlinearity f in establishing the
existence of at least one nonnegative solution y ∈ C[0, 1] of (7.34). By
imposing further conditions of this type on f we now obtain the following
multiple solutions result for (7.34).
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Theorem 7.12 Suppose that (7.35)–(7.40),

(7.52)




there exist constants αi > 0, i = 1, . . . , n for
some n ∈ N = {1, 2, . . .}, such that for each
i ∈ {1, . . . , n}, (7.41) is satisfied with α = αi

and

(7.53)




there exist constants βj > 0 and t�j ∈ [0, 1], j = 1, . . . ,m,
some m ∈ N, such that for each j ∈ {1, . . . ,m},
(7.42) is satisfied with β = βj and t� = t�j

hold.

(I) If m = n + 1 and 0 < β1 < α1 < · · · < βn < αn < βn+1, then
(7.34) has at least 2n nonnegative solutions y1, . . . , y2n ∈ C[0, 1]
such that

0 < β1 < |y1|0 < α1 < · · · < αn < |y2n|0 < βn+1.

(II) If m = n and 0 < β1 < α1 < · · · < βn < αn, then (7.34) has at
least 2n− 1 nonnegative solutions y1, . . . , y2n−1 such that

0 < β1 < |y1|0 < α1 < · · · < βn < |y2n−1|0 < αn.

(III) If n = m + 1 and 0 < α1 < β1 < · · · < αm < βm < αm+1,
then (7.34) has at least 2m+1 nonnegative solutions y0, . . . , y2m ∈
C[0, 1] such that

0 ≤ |y0|0 < α1 < |y1|0 < β1 < · · · < βm < |y2m|0 < αm+1.

(IV) If m = n and 0 < α1 < β1 < · · · < αn < βn, then (7.34) has at
least 2n nonnegative solutions y0, . . . , y2n−1 ∈ C[0, 1] such that

0 ≤ |y0|0 < α1 < |y1|0 < β1 < · · · < αn < |y2n−1|0 < βn.

Proof In (III) and (IV), the existence of a solution y0 ∈ C[0, 1] of (7.34)
such that 0 ≤ |y0|0 < α1 follows from Theorem 7.11. The remainder of
the proof follows by repeated application of Theorem 7.10.

Remark 7.4 Similarly to Remark 7.1, we note that (7.53) may be
replaced with

(7.54)




there exist constants βj > 0, j = 1, . . . ,m,

for some m ∈ N, such that for each j ∈ {1, . . . ,m},
(7.47) is satisfied with β = βj .

Suppose now that |h|0 = 0. We give an example of a function f that
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satisfies conditions (7.41) and (7.47) (and hence (7.52) and (7.54) for
various n and m respectively).

Example 7.2 Let f(y) = yγ , 0 ≤ γ < 1. Then f satisfies (7.41) and
(7.47) with

α > K
1

1−γ

1 and β < (K2M
γ)

1
1−γ

respectively. Note that β < α since K2 ≤ K1 and 0 < M < 1.

Example 7.3 Suppose that f(y) = yδ, δ > 1. Then f satisfies (7.41)
and (7.47) with

α < K
1

1−δ

1 and β >
(
K2M

δ
) 1

1−δ

respectively. In this case α < β since
1

1 − δ
< 0.

Example 7.4 Let

f(y) = 1 + yγ + yβ , 0 ≤ γ < 1 < δ.

Since
y

K2 (1 + (My)γ + (My)δ)
→ 0 as y → 0+ and y → ∞,

there exist 0 < β̃1 < β̃2 such that f satisfies (7.47) with both β = β1

and β = β2, where β1 ∈ (0, β̃1) and β2 ∈ (β̃2,∞). In addition, if

sup
y∈[0,∞)

y

K1(1 + yγ + yδ)
> 1,

then there exists α > 0 for which f satisfies (7.41). Note that we can
choose α such that 0 < β1 < α < β2.

Notes The fixed point theorems in Chapter 7 were adapted from Agar-
wal and O’Regan [2], and Simon and Volkmann [170]. Theorems 7.10–
7.12 were taken from Meehan and O’Regan [125].

Exercises

7.1 Let E be a Banach space and C ⊆ E a closed, convex, nonempty
set with αu+βv ∈ C for all α ≥ 0, β ≥ 0 and u, v ∈ C. In addition,
let r, R be constants with 0 < r < R. Suppose that F : BR → C
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is a continuous, k-set contractive map (here 0 ≤ k < 1) and assume
the following conditions hold:

(i) x 
= λF (x) for λ ∈ [0, 1) and x ∈ SR,
(ii) there exists a v ∈ C\{0} with x 
= F (x) + δv for any δ > 0 and

x ∈ Sr.

Show that F has a fixed point in {x : x ∈ C and r ≤ ‖x‖ ≤ R}.

7.2 Let E, C, r and R be as in Exercise 7.1. Suppose that F : Br → C

is a continuous, k-set contractive map (here 0 ≤ k < 1), and assume
the following conditions hold:

(iii) x 
= λF (x) for λ ∈ [0, 1) and x ∈ Sr,
(iv) there exists a v ∈ C\{0} with x 
= F (x) + δv for any δ > 0 and

x ∈ SR.

Show that F has a fixed point in {x : x ∈ C and r ≤ ‖x‖ ≤ R}.

7.3 Let E = (E, ‖ · ‖) be a Banach space, C ⊆ E a cone and let ‖ · ‖
be increasing with respect to C. In addition, let r, R be constants
with 0 < r < R. Suppose that F : ΩR ∩ C → C is a continuous,
k-set contractive map (here 0 ≤ k < 1) and assume either

(v) ‖F (x)‖ ≤ ‖x‖ for x ∈ ∂EΩR ∩ C and ‖F (x)‖ > ‖x‖ for x ∈
∂EΩr ∩ C

or
(vi) ‖F (x)‖ > ‖x‖ for x ∈ ∂EΩR ∩ C and ‖F (x)‖ ≤ ‖x‖ for x ∈

∂EΩr ∩ C

holds.

Show that F has a fixed point in C ∩ {x ∈ E : r ≤ ‖x‖ ≤ R}.

7.4 Let E, C, r and R be as in Exercise 7.3. Suppose that F : ΩR∩C →
C is a continuous, 1-set contractive, demicompact map and assume
there exists a δ > 0 with either

(vii) ‖F (x)‖ ≤ ‖x‖ for x ∈ ∂EΩR ∩C and ‖F (x)‖ ≥ (1 + δ)‖x‖ for
x ∈ ∂EΩr ∩ C

or
(viii) ‖F (x)‖ ≥ (1 + δ)‖x‖ for x ∈ ∂EΩR ∩C and ‖F (x)‖ ≤ ‖x‖ for

x ∈ ∂EΩr ∩ C

holding.

Show that F has a fixed point in C ∩ {x ∈ E : r ≤ ‖x‖ ≤ R}.
(Recall that F is demicompact if each sequence {xn} ⊆ ΩR ∩C has
a convergent subsequence whenever {xn − F (xn)} is a convergent
sequence in E.)
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Fixed Point Theory in Hausdorff Locally
Convex Linear Topological Spaces

This chapter presents fixed point results for maps defined on Hausdorff
locally convex linear topological spaces. We begin with the Schauder–
Tychonoff theorem which is an extension of Schauder’s fixed point theo-
rem, which in turn is an extension of Brouwer’s fixed point theorem. In
the proof we will need the following approximation theorem.

Theorem 8.1 Let E be a Hausdorff locally convex linear topological
space, A a compact subset of E and C a convex subset of E with A ⊆ C.
Then given an open neighbourhood U of 0 (the zero element of E), there
exists a continuous mapping x �→ PU (x), from A into E, with

(i) PU (x) ∈ L ∩ C for x ∈ A

and
(ii) PU (x) − x ∈ U for x ∈ A;

here L is a finite dimensional subspace of E.

Proof Without loss of generality assume that U is convex and balanced.
Let

|x|U := inf{α > 0 : x ∈ αU}
be the Minkowski functional associated with U . Of course x �→ |x|U is
a continuous seminorm on E and

U = {x : x ∈ E and |x|U < 1}.
Since A is compact there exists a finite set {a1, . . . , an} ⊆ A such that

A ⊆
n⋃
i=1

U(ai)

94



Chapter 8 95

where U(a) := U + a for a ∈ E. Define the function µi, i = 1, . . . , n, by

µi(x) := max{0, 1 − |x− ai|U} for x ∈ E.

Since | · |U is a continuous function on E we have that µi(·), i = 1, . . . , n,
is also a continuous function on E. In addition for i = 1, . . . , n,

0 ≤ µi(x) ≤ 1 for x ∈ E

with

µi(x) = 0 if x /∈ U(ai) and µi(x) > 0 otherwise.

Let

PU (x) :=

n∑
i=1

µi(x)ai

n∑
i=1

µi(x)

for x ∈ A.

Notice that PU is well defined since if x ∈ A then x ∈ U(ai) for some

i ∈ {1, . . . , n} and therefore
n∑
i=1

µi(x) 
= 0. Note also that PU is a

continuous function on A. Its values of course belong to the linear
subspace L, generated by {ai : i = 1, . . . , n}. In addition since A ⊆ C

and C is convex, we have that

PU (x) ∈ C for each x ∈ A.

Therefore

PU (x) ∈ L ∩ C for x ∈ A.

Next notice that

PU (x) − x =

n∑
i=1

µi(x)(ai − x)

n∑
i=1

µi(x)

for x ∈ A

and therefore

|PU (x) − x|U ≤

n∑
i=1

µi(x)|ai − x|U
n∑
i=1

µi(x)

< 1 for x ∈ A
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since for any i = 1, . . . , n, either µi(x) = 0 and |ai−x|U ≥ 1, or µi(x) > 0
and |ai − x|U < 1. This immediately yields PU (x) − x ∈ U for x ∈ A.

Our next result is known as the Schauder–Tychonoff theorem.

Theorem 8.2 Let E be a Hausdorff locally convex linear topological
space, C a convex subset of E and F : C → E a continuous mapping
such that

F (C) ⊆ A ⊆ C

with A compact. Then F has at least one fixed point.

Proof Let U be an open, convex, balanced neighbourhood of 0 (the zero
element of E) and PU be as in Theorem 8.1. Define a function FU by

FU (x) := PU (F (x)) for x ∈ C.

Since PU takes values in the space L (defined in Theorem 8.1), we shall
restrict our considerations to this space. From Theorem 8.1 we have
that

(8.1) FU (L ∩ C) ⊆ PU (A) ⊆ L ∩ C

since if x ∈ L ∩ C then F (x) ∈ A and therefore

FU (x) = PU (F (x)) ⊆ L ∩ C.

Let K� denote the convex hull of the compact set PU (A) in L. Note
that K� is compact. In addition (8.1) and

PU (A) ⊆ K� ⊆ L ∩ C

implies that

(8.2) FU (K�) ⊆ K�.

Apply Brouwer’s fixed point theorem to deduce that there exists x ∈ K�

with x = FU (x). That is, x satisfies

(8.3) x− F (x) ∈ U

since x = FU (x) is equivalent to x = PU (F (x)), and therefore by Theo-
rem 8.1 we have that

PU (F (x)) − F (x) ∈ U.
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We have shown:

(8.4)
{

to any open neighbourhood U of 0, there exists
at least one x ∈ K� ⊆ C such that (8.3) holds.

Suppose now that x 
= F (x) for all x ∈ C. The continuity of F and the
fact that E is Hausdorff guarantee that there exist two open neighbour-
hoods Vx and Wx of 0 with the properties

(8.5) F (C ∩ Vx(x)) ⊆ Wx(F (x))

and

(8.6) Vx(x) ∩Wx(F (x)) 
= ∅.

Choose Ux to be another open neighbourhood of 0 such that

(8.7) 2Ux ⊆ Vx ∩Wx.

Since A is compact there exists a finite set {ai : i = 1, . . . , n} ⊆ A with

A ⊆
n⋃
i=1

Uai
(ai).

We claim that for any x ∈ C there exists j ∈ {1, . . . , n} such that

(8.8) x− F (x) ⊆ Uaj

cannot hold. Fix x ∈ C. Since y = F (x) ∈ A there exists j ∈ {1, . . . , n}
with y ∈ Uaj

(aj). In addition we have

(8.9) Uaj
(y) ⊆ Vaj

(aj).

To see this notice that

y = u + aj for some u ∈ Uaj
,

therefore if z ∈ Uaj
(y) there exists w ∈ Uaj

with

z = w + y = w + u + aj ,

and consequently

z ∈ 2Uaj
+ aj ⊆ Vaj

(aj)

from (8.7).
Suppose that (8.8) is not true. Then for any x ∈ C we have that x ∈

Uaj
(y) with y = F (x), and therefore from (8.9), we see that x ∈ Vaj

(aj).
Now (8.5) guarantees that

y = F (x) ∈ Waj
(F (aj)).
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However, y ∈ Waj
(F (aj)) and (8.6) imply

y /∈ Vaj
(aj)

which contradicts (8.9). Therefore (8.8) cannot be true.
Choose U such that

U ⊆
n⋂
i=1

Uai .

From what we deduced above, it follows that

x− F (x) /∈ U for all x ∈ C.

This however contradicts (8.4). Consequently there exists x ∈ C with
x = F (x).

Theorem 8.3 Let C be a convex subset of a Hausdorff locally convex
linear topological space E. Suppose that F : C → C is a continuous,
compact map. Then F has at least one fixed point in C.

Proof Apply Theorem 8.2 recalling that F : C → C is compact if F (C)
is a relatively compact subset of C.

Next we establish a nonlinear alternative of Leray–Schauder type for
maps defined on Hausdorff locally convex linear topological spaces.

Theorem 8.4 Let E be a Hausdorff locally convex linear topological
space, C a convex subset of E, U an open subset of C and p ∈ U .
Suppose that F : U → C (here U denotes the closure of U in C) is a
continuous, compact map. Then either

(A1) F has a fixed point in U , or
(A2) there are a u ∈ ∂U (the boundary of U in C) and λ ∈ (0, 1) with

u = λF (u) + (1 − λ)p.

Proof Suppose that (A2) does not hold and F has no fixed points on
∂U (otherwise we are finished). Consider

A := {x ∈ U : x = tF (x) + (1 − t)p for some t ∈ [0, 1]}.
Now A 
= ∅ since p ∈ U . To see that A is closed (in C), let (xα) be a
net in A (that is, xα = tαF (xα) + (1 − tα)p for some tα ∈ [0, 1]) with
xα → x ∈ U . Without loss of generality assume that tα → t ∈ [0, 1].
Let R : U × [0, 1] → C be given by

R(x, t) := tF (x) + (1 − t)p.
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The continuity of R together with

(xα, tα) → (x, t) and xα = R(xα, tα)

guarantees that

x = R(x, t) := tF (x) + (1 − t)p.

Thus A is closed. In addition F : U → C being a compact map implies
that

A (= A) is compact.

Notice also that A ∩ ∂U = ∅. Since C is completely regular, A is
compact and ∂U is closed, there exists a continuous function

µ : U → [0, 1] with µ(A) = 1 and µ(∂U) = 0.

Let

N(x) :=
{

µ(x)F (x) + (1 − µ(x))p, x ∈ U,

p, x ∈ C\U.

It is immediate that N : C → C is a continuous, compact map since
F : U → C is compact. Theorem 8.3 guarantees the existence of an
x ∈ C with x = N(x). Notice that x ∈ U since p ∈ U . As a result
x = µ(x)F (x) + (1−µ(x))p, therefore x ∈ A and we have that µ(x) = 1.
This implies that x = F (x).

We now use Theorem 8.4 to derive a fixed point theorem of Furi–
Pera type. This will be particularly useful in applications as we will
demonstrate after the proof of the theorem.

Theorem 8.5 Let E be a metrisable locally convex linear topological
space, Q a closed, convex subset of E and 0 ∈ Q. Suppose that F : Q →
E is a continuous, compact map and assume the following condition
holds:

(8.10)




if {(xj , λj)}∞j=1 is a sequence in ∂Q× [0, 1]
converging to (x, λ) with x = λF (x) and 0 ≤ λ < 1,
then λjF (xj) ∈ Q for j sufficiently large.

Then F has a fixed point in Q.

Proof Let r : E → Q be a continuous retraction (the existence of r

follows from Dugundji’s extension theorem).
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Remark 8.1 If 0 ∈ intQ we may take

r(x) :=
x

max{1, µ(x)} for x ∈ E,

where µ is the Minkowski functional on Q, that is,

µ(x) := inf{α > 0 : x ∈ αQ}.
Note that if intQ = ∅ then ∂Q = Q.

From Remark 8.1 we may choose (and we do so) the retraction r as
above so that

r(z) ∈ ∂Q for z ∈ E\Q.

Consider

B := {x ∈ E : x = Fr(x)}.
Firstly B 
= ∅. To see this notice that since r is continuous, Fr : E → E

is a continuous, compact map. Theorem 8.3 guarantees that Fr has a
fixed point and therefore B 
= ∅. In addition B is closed. To see this
let (xα) be a net in B with xα → x ∈ E. By the continuity of Fr it
follows that x = Fr(x) and therefore x ∈ B. In fact B is compact since
F : Q → E is a compact map and

B ⊆ Fr(B) ⊆ F (Q).

It remains to show that B ∩ Q 
= ∅. To do this we argue by contra-
diction. Suppose that B ∩ Q = ∅. Then since B is compact and Q is
closed, there exists a δ > 0 with dist(B,Q) > δ. Choose m ∈ {1, 2, . . .}
with 1 < δm. Define

Ui :=
{
x ∈ E : d(x,Q) <

1
i

}
for i ∈ {m,m + 1, . . .};

here d is the metric associated with E. Fix i ∈ {m,m + 1, . . .}. Since
dist(B,Q) > δ then we see that B ∩ Ui = ∅. In addition Ui is open,
0 ∈ Ui and Fr : Ui → E is a continuous, compact map. Theorem 8.4
guarantees, since B ∩ Ui = ∅, that there exists

(yi, λi) ∈ ∂Ui × (0, 1) with yi = λiFr(yi).

Consequently

(8.11) λjFr(yj) /∈ Q for j ∈ {m,m + 1, . . .}.
We now look at

D := {x ∈ E : x = λFr(x) for some λ ∈ [0, 1]}.
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Notice that D 
= ∅ is closed and in fact compact since F : Q → E is
compact. This together with

d(yj , Q) =
1
j

and |λj | ≤ 1 for j ∈ {m,m + 1, . . .}

implies that we may assume without loss of generality that

λj → λ� ∈ [0, 1] and yj → y� ∈ ∂Q.

In addition we have

yj = λjFr(yj) → λ�Fr(y�)

and therefore y� = λ�Fr(y�). Note that λ� 
= 1 since B∩Q = ∅. Hence
0 ≤ λ� < 1. However, (8.10) with

xj = r(yj) ∈ ∂Q and x = y� = r(y�)

implies that λjFr(yj) ∈ Q for j sufficiently large. This contradicts
(8.11). Thus B ∩Q 
= ∅, therefore there exists x ∈ Q with x = Fr(x) =
F (x).

We now illustrate how Theorem 8.5 can be applied in practice. In
particular we will establish existence principles and results for the second
order boundary value problems

(8.12)

{
y′′ + m2y′ = f(t, y), a.e. on [0,∞),
y(0) = a, lim

t→∞ y(t) = 0

and

(8.13)

{
y′′ −m2y = f(t, y), a.e. on [0,∞),
y(0) = a, lim

t→∞ y(t) = 0;

here m 
= 1 is a constant and y takes values in R. Let C([0,∞),R)
be the space of continuous mappings from [0,∞) to R, the topology
being that of uniform convergence on each compact interval of [0,∞). If
u ∈ C([0,∞),R) then for every m ∈ {1, 2, . . .}, we define the seminorms
ρm(u) by

ρm(u) := sup
t∈[0,tm]

|u(t)|

where tm ↑ ∞; the metric (since the topology is determined by a count-
able number of seminorms) is defined by

d(x, y) :=
∞∑
m=1

1
2m

ρm(x− y)
1 + ρm(x− y)

.



102 Fixed Point Theory in Hausdorff Spaces

Note that C([0,∞),R) is a Fréchet space (a complete metrisable locally
convex linear topological space). BC[0,∞) will denote the space of
bounded continuous mappings from [0,∞) to R. If u ∈ BC[0,∞) then
we write

|u|∞ := sup
t∈[0,∞)

|u(t)|.

The Arzelà–Ascoli theorem says that a set Ω ⊆ C([0,∞),R) is relatively
compact if Ω is uniformly bounded and equicontinuous on each compact
interval of [0,∞).

Theorem 8.6 Assume that the following conditions are satisfied:

(8.14)




f : [0,∞) ×R → R is an L-Carathéodory function;
(i) s �→ f(s, y) is measurable for any y ∈ R,
(ii) y �→ f(s, y) is continuous for a.e. s ∈ [0,∞),
(iii) for each r > 0 there exists τr ∈ L1[0,∞) such that

|y| ≤ r implies |f(s, y)| ≤ τr(s) for almost all

s ∈ [0,∞) and lim
t→∞ e−m

2t

∫ t

0

em
2sτr(s) ds = 0;

and

(8.15)




there exists a constant M0 > |a| with |u(t)| ≤ M0, t ∈ [0,∞),
for any function u ∈ BC([0,∞),R) ∩W 2,1

loc ([0,∞),R)
which satisfies u′′ + m2u′ = λf(t, u) a.e. on [0,∞),
u(0) = a, lim

t→∞u(t) = 0 for 0 ≤ λ < 1.

Then (8.12) has a solution y ∈ BC([0,∞),R) ∩W 2,1
loc ([0,∞),R).

Remark 8.2

(i) Let I = [a, b]. The Sobolev class of functions u such that u(m−1) is
absolutely continuous and u(m) ∈ Lp(I) is denoted by Wm,p(I,R).

(ii) By a solution of (8.12) we mean a function

y ∈ BC([0,∞),R) ∩W 2,1
loc ([0,∞),R)

which satisfies the differential equation almost everywhere on [0,∞)
and the stated boundary data.

(iii) If in addition f : [0,∞) ×R → R is continuous, then by a solution
of (8.12) we mean a function y ∈ C2([0,∞),R) which satisfies the
differential equation everywhere on [0,∞) and the stated boundary
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data. Also, in assumption (8.15), in this case u ∈ C2([0,∞),R)
and u satisfies the differential equation everywhere.

Proof of Theorem 8.6 It is easy to see from (8.14) that solving (8.12) is
equivalent to finding a y ∈ BC([0,∞),R) which satisfies

(8.16) y(t) = ae−m
2t − 1

m2

∫ ∞

t

f(s, y(s)) ds

−e−m
2t

m2

∫ t

0

em
2sf(s, y(s)) ds

+
e−m

2t

m2

∫ ∞

0

f(s, y(s)) ds.

Let E := C([0,∞),R),

Q := {y ∈ C([0,∞),R) : y ∈ BC([0,∞),R) with |y|∞ ≤ M0 + 1 ≡ N0}
and

Fy(t) := ae−m
2t − 1

m2

∫ ∞

t

f(s, y(s)) ds

−e−m
2t

m2

∫ t

0

em
2sf(s, y(s)) ds +

e−m
2t

m2

∫ ∞

0

f(s, y(s)) ds.

Now Q is a closed, convex, bounded subset of C([0,∞),R). We now
show that F : Q → C([0,∞),R) is a continuous, compact map. First we
examine continuity. Let yn → y in Q. Then there exists τN0 ∈ L1[0,∞)
with

|f(s, yn(s))| ≤ τN0(s) and |f(s, y(s))| ≤ τN0(s) for almost all s ∈ [0,∞).

In addition for each t ∈ [0,∞) we have

f(s, yn(s)) → f(s, y(s)) for a.a. s ∈ [0,∞).

This together with the Lebesgue dominated convergence theorem implies
that Fyn(s) → Fy(s) pointwise on [0, tm]. Let x, t ∈ [0, tm] with t < x.
Then

|Fyn(t) − Fyn(x)| ≤ |a|
∣∣∣e−m2t − e−m

2x
∣∣∣ +

1
m2

∫ x

t

τN0(s) ds

+
1
m2

[
e−m

2t − e−m
2x
] ∫ t

0

τN0(s) ds

+
e−m

2t

m2

∫ x

t

τN0(s) ds
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+
1
m2

[
e−m

2t − e−m
2x
] ∫ ∞

0

τN0(s) ds.

A similar bound can be found for |Fy(t) − Fy(x)|. Therefore, given
ε > 0, there exists a δ > 0 such that for any t, x ∈ [0, tm] and |t− x| < δ

we have

(8.17) |Fyn(t) − Fyn(x)| < ε for all n

and

(8.18) |Fy(t) − Fy(x)| < ε.

Hence (8.17), (8.18) and the fact that Fyn(s) → Fy(s) pointwise on
[0, tm] imply the convergence is uniform on [0, tm]. As a result F : Q →
E is continuous.

We next show that F (Q) is relatively compact in E. This follows once
we illustrate the uniform boundedness and relative compactness of F (Q)
on [0, tm]. We know that there exists τN0 ∈ L1[0,∞) with |f(s, u)| ≤ τN0

for almost every s ∈ [0,∞) and |u| ≤ M0. The equicontinuity of F (Q)
on [0, tm] follows essentially by the same reasoning as that used to prove
(8.18). In addition, F (Q) is uniformly bounded since for t ∈ [0, tm] we
have that

|Fu(t)| ≤ |a| +
3
m2

∫ ∞

0

τN0(s) ds

for each u ∈ Q. Thus F (Q) is relatively compact in E and hence F :
Q → E is a compact map.

The result follows immediately from Theorem 8.5 once we show that
(8.10) is satisfied. Take a sequence {(yj , λj)}∞j=1 in ∂Q × [0, 1] with
λj → λ and yj → y with y = λF (y) and 0 ≤ λ < 1. We need to
show that λjF (yj) ∈ Q for j sufficiently large. Take any v ∈ E and
|v(t)| ≤ N0 for t ∈ [0,∞). Then

|Fv(t)| ≤ |a|e−m2t +
1
m2

∫ ∞

t

τN0(s) ds + e−m
2t

∫ t

0

em
2sτN0(s) ds

+
e−m

2t

m2

∫ ∞

0

τN0(s) ds ≡ ΨN0(t).

Notice that lim
t→∞ ΨN0(t) = 0. This together with the fact that yj ∈ Q

implies that there exists an a0 ≥ 0 with

|Fyj(t)| ≤ M0 + 1 ≡ N0, for t ∈ [a0,∞) and j ∈ {1, 2, . . .}.
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Consequently

(8.19) |λjFyj(t)| ≤ N0 for t ∈ [a0,∞) and j ∈ {1, 2, . . .}.

Next consider the situation where t ∈ [0, a0]. Since F is continuous on Q

we have that Fyj → Fy uniformly on [0, a0]. In addition since λj → λ

and F (Q) is a bounded set in E we see that

λjFyj → λFy uniformly on [0, a0].

Thus there exists j0 ∈ {1, 2, . . .} with

(8.20) |λjFyj(t)| ≤ |λFy(t)| + 1, t ∈ [0, a0], for j ≥ j0.

Now y = λF (y); therefore (8.15) implies for j ≥ j0 that

(8.21) |λjFyj(t)| ≤ M0 + 1 = N0 for t ∈ [0, a0].

Now (8.19) and (8.21) imply that λjF (yj) ∈ Q for j ≥ j0. Consequently
all the conditions of Theorem 8.5 are satisfied and therefore (8.12) has
a solution.

We also have an existence principle for (8.13).

Theorem 8.7 Assume that the following conditions are satisfied:

(8.22)




f : [0,∞) ×R → R is an LL-Carathéodory function;
(i) s �→ f(s, y) is measurable for any y ∈ R,
(ii) y �→ f(s, y) is continuous for a.e. s ∈ [0,∞),
(iii) for each r > 0 there exists τr ∈ L1[0,∞) such that

|y| ≤ r implies |f(s, y)| ≤ τr(s) for almost all

s ∈ [0,∞) together with lim
t→∞ e−mt

∫ t

0

emsτr(s) ds = 0

and lim
t→∞ emt

∫ ∞

t

e−msτr(s) ds = 0;

and

(8.23)




there exists a constant M0 > |a| with |u(t)| ≤ M0, t ∈ [0,∞),
for any function u ∈ BC([0,∞),R) ∩W 2,1

loc ([0,∞),R)
which satisfies u′′ −m2u = λf(t, u) a.e. on [0,∞),
u(0) = a, lim

t→∞u(t) = 0 for 0 ≤ λ < 1.

Then (8.13) has a solution y ∈ BC([0,∞),R) ∩W 2,1
loc ([0,∞),R).
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Proof If follows from (8.22) that solving (8.13) is equivalent to finding
a y ∈ BC([0,∞),R) which satisfies

y(t) = ae−mt +
e−mt

2m

∫ ∞

0

e−msf(s, y(s)) ds

−emt

2m

∫ ∞

t

e−msf(s, y(s)) ds− e−mt

2m

∫ t

0

emsf(s, y(s)) ds.

Let

Q := {y ∈ C([0,∞),R) : y ∈ BC([0,∞),R) with |y|∞ ≤ M0 + 1 ≡ N0}
and

Fy(t) := ae−mt +
e−mt

2m

∫ ∞

0

e−msf(s, y(s)) ds

−emt

2m

∫ ∞

t

e−msf(s, y(s)) ds− e−mt

2m

∫ t

0

emsf(s, y(s)) ds.

Essentially the same reasoning as in Theorem 8.6 will now establish the
result.

The general existence principles derived above can now be easily used
to establish existence results for (8.12) and (8.13).

Example 8.1 Consider the boundary value problem

(8.24)

{
y′′ + m2y′ = f(t, y), 0 ≤ t < ∞, m 
= 0,
y(0) = 0, lim

t→∞ y(t) = 0.

Assume that (8.14),

(8.25) f : [0,∞) ×R → R is continuous

and

(8.26)
{

there exists a constant M0 > 0 such that
|y| > M0 implies that yf(t, y) > 0 for all t ∈ [0,∞)

hold. Then (8.12) has a solution y ∈ BC([0,∞),R) ∩ C2([0,∞),R).
This follows immediately from Theorem 8.6 once we show that (8.15)

holds. To see this let u ∈ BC([0,∞),R) ∩ C2([0,∞),R) be a solution
of {

u′′ + m2u′ = λf(t, u), 0 ≤ t < ∞, 0 ≤ λ < 1,
u(0) = 0, lim

t→∞u(t) = 0.

We claim that |u(t)| ≤ M0 for t ∈ [0,∞). If λ = 0 this is true since
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u ≡ 0. Therefore suppose that 0 < λ < 1. If there exists a t ∈ (0,∞)
with |u(t)| > M0 then

max
t∈[0,∞)

|u(t)| = |u(t0)| > M0

with t0 ∈ (0,∞) and u′(t0) = 0. Consequently

u(t0)u′′(t0) = u(t0)[u′′(t0) + m2u′(t0)]

= λu(t0)f(t0, u(t0)) > 0,

which contradicts the maximality of |u(t0)|. Hence |u(t)| ≤ M0 for
t ∈ [0,∞) and therefore (8.15) holds. Existence of a solution of (8.24) is
now guaranteed from Theorem 8.6.

Example 8.2 Consider the boundary value problem

(8.27)

{
y′′ −m2y = f(t, y), 0 ≤ t < ∞, m 
= 0,
y(0) = 0, lim

t→∞ y(t) = 0.

Assume that (8.22), (8.25) and

(8.28)
{

there exists a constant M0 > 0 such that
|y| > M0 implies that yf(t, y) ≥ 0 for all t ∈ [0,∞).

Then (8.13) has a solution y ∈ BC([0,∞),R) ∩ C2([0,∞),R).
The result follows immediately from Theorem 8.7. We need only check

that (8.23) holds. Let u ∈ BC([0,∞),R) ∩ C2([0,∞),R) be a solution
of {

u′′ −m2u = λf(t, u), 0 ≤ t < ∞, 0 ≤ λ < 1,
u(0) = 0, lim

t→∞u(t) = 0.

Again assume that 0 < λ < 1 and max
t∈[0,∞)

|u(t)| = |u(t0)| > M0 with

t0 ∈ (0,∞). Then

u(t0)u′′(t0) = m2[u(t0)]2 + λu(t0)f(t0, u(t0)) > 0

– a contradiction.

Finally in this chapter we present a continuation principle for contin-
uous, compact maps defined on Fréchet spaces. In particular we present
the 0-epi map approach by Furi, Martelli and Vignoli. For the remainder
of this chapter E will be a Fréchet space and U an open subset of E (in
fact any normal locally convex linear topological space will suffice).
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Definition 8.1 We let M∂U (U,E) denote the set of continuous maps
F : U → E with F (x) 
= 0 for x ∈ ∂U .

Definition 8.2 We let K(U,E) denote the set of continuous, compact
maps F : U → E.

Definition 8.3 We let OK∂U (U,E) denote the maps F ∈ K(U,E)
with F (x) = 0 for x ∈ ∂U .

Definition 8.4 A map F ∈ M∂U (U,E) is called 0-epi if for every
G ∈ OK∂U (U,E) there exists x ∈ U with F (x) = G(x).

Remark 8.3 If F ∈ M∂U (U,E) is 0-epi then there exists x ∈ U with
F (x) = 0.

Theorem 8.8 Let E be a Fréchet space, U an open subset of E and
0 ∈ U . Then the identity map i : U → E, given by i(x) := x, is 0-epi.

Proof Let G ∈ OK∂U (U,E). We must show that there exists x ∈ U

with x = G(x). Define the map J : E → E by

J(x) :=
{

G(x), x ∈ U,

0, x ∈ E\U.

Notice that J : E → E is a continuous, compact map. The Schauder–
Tychonoff theorem guarantees that there exists x ∈ E with x = J(x).
In fact x ∈ U since 0 ∈ U and as a result x = G(x).

We next show that the property of being 0-epi is invariant by homo-
topy for compact maps.

Theorem 8.9 Let E be a Fréchet space and U an open subset of E.
Suppose that F ∈ M∂U (U,E) is 0-epi and H : U × [0, 1] → E is a
continuous, compact map with H(x, 0) = 0 for every x ∈ ∂U . In addition
assume that

(8.29) F (x) 
= H(x, t) for all x ∈ ∂U and t ∈ [0, 1]

holds. Then F (·) −H(·, 1) : U → E is 0-epi.

Proof Let G ∈ OK∂U (U,E) and consider

B := {x ∈ U : F (x) = G(x) + H(x, t) for some t ∈ [0, 1]}.
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When t = 0 we have

G(·) + H(·, 0) ∈ OK∂U (U,E)

and this together with the fact that F is 0-epi implies that B 
= ∅. It
is immediate that B is closed and (8.29) guarantees that B ∩ ∂U = ∅.
Thus there exists a continuous

µ : U → [0, 1] with µ(∂U) = 0 and µ(B) = 1.

Define a map J : U → E by

J(x) := G(x) + H(x, µ(x)).

Clearly J is a continuous, compact map. Also for x ∈ ∂U we have that

J(x) = 0 + H(x, 0) = 0

and as a result J ∈ OK∂U (U,E). Now since F is 0-epi there exists
x ∈ U with F (x) = G(x) + H(x, µ(x)). Thus x ∈ B (by definition)
and consequently µ(x) = 1. Hence F (x) = G(x) + H(x, 1) and we are
finished.

We can deduce some applicable results from Theorem 8.9.

Theorem 8.10 Let E be a Fréchet space and U an open subset of E.
Suppose that F ∈ M∂U (U,E) is 0-epi and G ∈ K(U,E). Then either

(A1) there exists x ∈ U with F (x) = G(x), or
(A2) there exists x ∈ ∂U and λ ∈ (0, 1) with F (x) = λG(x).

Proof Assume that (A2) does not hold and F (x) 
= G(x) for x ∈ ∂U

(otherwise we are finished). Consequently

(8.30) there exist x ∈ ∂U and λ ∈ [0, 1] with F (x) = λG(x)

cannot occur. Let H : U × [0, 1] → E be defined by

H(x, t) := tG(x).

Clearly H is a continuous, compact map with H(x, 0) = 0 for x ∈ ∂U

(in fact for x ∈ U). Now Theorem 8.9 implies that F (·) −G(·) is 0-epi,
therefore there exists x ∈ U with F (x)−G(x) = 0, in other words, (A1)
occurs.

Theorem 8.11 Let E be a Fréchet space, U an open subset of E and
0 ∈ U . Suppose that G ∈ K(U,E). Then either
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(A1) there exists x ∈ U with x = G(x), or
(A2) there exist x ∈ ∂U and λ ∈ (0, 1) with x = λG(x).

Remark 8.4 Of course Theorem 8.11 is our nonlinear alternative of
Leray–Schauder type in Fréchet spaces.

Proof of Theorem 8.11 Let F = I (the identity map). Theorem 8.8
implies that F ∈ M∂U (U,E) is 0-epi. The result follows immediately
from Theorem 8.11.

Notes Theorems 8.5–8.7 are taken from O’Regan [139], while the 0-epi
map approach is adapted from Furi, Martelli and Vignoli [70].

Exercises

8.1 Let E be a Banach space and C ⊆ E a closed, convex set. Suppose
that F : C → C is weakly continuous and F (C) is relatively compact
in the weak topology. Show that F has a fixed point.

8.2 Let E be a Hausdorff locally convex linear topological space, U a
convex, symmetric neighbourhood of the origin in E, F : U → E

a continuous, compact map and F (−x) = −F (x) for all x ∈ ∂U .
Show that F has a fixed point.

8.3 Let E be a Hausdorff locally convex linear topological space, C

a closed, convex subset of E and U an open subset of C. As in
Chapter 6, K(U,C) denotes the set of all continuous, compact maps
F : U → C, with K∂U (U,C) denoting the maps F ∈ K(U,C) with
x 
= F (x) for x ∈ ∂U . A map F ∈ K∂U (U,C) is essential in
K∂U (U,C) if for every map H ∈ K∂U (U,C) with H|∂U = F |∂U
there exists x ∈ U with x = H(x).

(a) Suppose that F,G ∈ K∂U (U,C) with F � G in K∂U (U,C)
(that is, there exists a continuous, compact mapping H : U ×
[0, 1] → C with Ht(·) : U → C belonging to K∂U (U,C) for each
t ∈ [0, 1] with H0 = F and H1 = G). Show that F is essential
in K∂U (U,C) if and only if G is essential in K∂U (U,C).

(b) Suppose that p ∈ U . Show that the constant map F (U) = p is
essential in K∂U (U,C).

(c) Let E be a Fréchet space and C a closed, convex subset of E.
Suppose that F : C → E. Show for each Ω ⊆ C that there
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exists a closed, convex subset D, depending on F,C and Ω,
with Ω ⊆ D and

co(F (D ∩ C) ∪ Ω) = D.

8.4 Let E be a Fréchet space, C a closed, convex subset of E and
K a lattice with a minimal element (denoted by 0). A mapping
Φ : 2E → K is called a measure of noncompactness if for any A,B

in 2E

(a) Φ(A) = 0 if and only if A is precompact,
(b) Φ(co(A)) = Φ(A),
(c) Φ(A ∪B) = max{Φ(A),Φ(B)}.

Let E, C and Φ, a measure of noncompactness of E, be as described
above. Suppose that F : C → C is a continuous, Φ-condensing map
(that is, F : C → C is said to be Φ-condensing provided that if
Ω ⊆ C and Φ(F (Ω)) ≥ Φ(Ω), then Ω is relatively compact). Show
that F has a fixed point.



9

Contractive and Nonexpansive Multivalued
Maps

In this chapter we present some fixed point results for multivalued con-
tractive and nonexpansive mappings. Throughout this chapter let (X, d)
be a metric space and B(x, r) the open ball in X, centred at x with ra-
dius r. Also B(C, r) will denote

⋃
x∈C

B(x, r), where C is a subset of X.

For C and K two nonempty closed subsets of X, we define

D(C,K) := inf{ε > 0 : C ⊆ B(K, ε), K ⊆ B(C, ε)} ∈ [0,∞].

D is called the Hausdorff distance.
Let C be a nonempty subset of X. A multivalued mapping F : C → X

with nonempty, bounded, closed values is said to be contractive if there
exists a constant k, 0 ≤ k < 1, with

D(F (x), F (y)) ≤ k d(x, y);

and is said to be nonexpansive if

D(F (x), F (y)) ≤ d(x, y).

We begin by presenting the Banach contraction principle for contractive
mappings with closed values. This result is due to Nadler. It will follow
immediately from the next result.

Theorem 9.1 Let (X, d) be a complete metric space with x0 ∈ X and
r > 0. Suppose that F : B(x0, r) → X is a multivalued contraction with
nonempty, bounded, closed values such that

(9.1) dist(x0, F (x0)) < (1 − k)r

where 0 ≤ k < 1 is the constant of contraction. Then F has a fixed
point, that is, there exists x ∈ B(x0, r) with x ∈ F (x).

112
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Proof We first show (by induction) that there exists a sequence of points
{xn} in B(x0, r) with

(a)n xn ∈ F (xn−1),

and

(b)n d(xn, xn−1) < kn−1(1 − k)r.

Now (9.1) guarantees the existence of a point x1 ∈ F (x0) with

d(x1, x0) < (1 − k)r.

Next suppose that there exist points xi satisfying (a)i, (b)i for 1 ≤ i ≤ n.
Notice that

D(F (xn), F (xn−1)) ≤ kd(xn, xn−1) < kn(1 − k)r,

therefore there exists xn+1 ∈ F (xn) with

d(xn+1, xn) < kn(1 − k)r.

By induction there exists a sequence {xn} in B(x0, r) satisfying (a)n and
(b)n. The estimate

d(xn+p, xn) < (1 + k + · · · + kp−1)kn(1 − k)r

implies that {xn} is Cauchy and hence converges to a point x ∈ B(x0, r).
On the other hand, since F (x) is closed and

D(F (xn), F (x)) ≤ kd(xn, x)
(

therefore lim
n→∞ dist(xn+1, F (x)) = 0

)
,

we have immediately that x ∈ F (x).

Our next result is known as Nadler’s fixed point theorem.

Theorem 9.2 Let (X, d) be a complete metric space and F : X → X

a multivalued contraction with nonempty, bounded, closed values. Then
F has a fixed point.

Proof Let x0 ∈ X. Choose r > 0 with

dist(x0, F (x0)) < (1 − k)r,

where 0 ≤ k < 1 is the constant of contraction. The result now follows
from Theorem 9.1.

We next show that the property of having a fixed point is invariant
by homotopy for contractive multivalued mappings.
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Definition 9.1 Let U be an open subset of X, with F : U → X and
G : U → X two multivalued contractive maps with nonempty, bounded,
closed values; here U denotes the closure of U in X. We say that F and G

are homotopic if there exists H : U × [0, 1] → X, a multivalued mapping
with nonempty, bounded, closed values, with the following properties:

(a) H(·, 1) = F and H(·, 0) = G;
(b) x /∈ H(x, t) for every x ∈ ∂U and t ∈ [0, 1] (here ∂U denotes the

boundary of U in X);
(c) there exists α, 0 ≤ α < 1, such that D(H(x, t), H(y, t)) ≤ αd(x, y)

for all t ∈ [0, 1] and x, y ∈ U ;
(d) there exists a continuous, increasing function φ : [0, 1] → R such that

D(H(x, t), H(x, s)) ≤ |φ(t) − φ(s)| for all t, s ∈ [0, 1] and x, y ∈ U .

Theorem 9.3 Let (X, d) be a complete metric space and U an open
subset of X. Suppose that F : U → X and G : U → X are two homotopic
contractions with nonempty, bounded, closed values and G has a fixed
point in U . Then F has a fixed point in U .

Proof Let H be the homotopy between F and G. Consider the set

Q := {(t, x) ∈ [0, 1] × U : x ∈ H(x, t)}.
Notice that Q is nonempty since G has a fixed point. On Q we define
the partial order

(t, x) ≤ (s, y) if and only if t ≤ s and d(x, y) ≤ 2(φ(s) − φ(t))
1 − α

,

where α and φ are as in Definition 9.1.
Let P be a totally ordered subset of Q. We now show that P has an

upper bound in Q. Define

t� := sup{t : (t, x) ∈ P}.
Take a sequence {(tn, xn)} in P with

(tn, xn) ≤ (tn+1, xn+1) and tn → t�.

Notice that

d(xm, xn) ≤ 2(φ(tm) − φ(tn))
1 − α

for all m > n.

Thus {xn} is a Cauchy sequence and therefore converges to some x� ∈ U .
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It is clear from the continuity of H (see Exercise 9.1) that (t�, x�) ∈ Q.
It is also immediate that

(t, x) ≤ (t�, x�) for every (t, x) ∈ P,

therefore (t�, x�) is an upper bound on P . Consequently every totally
ordered subset of Q has an upper bound in Q. It follows from Zorn’s
lemma that Q admits a maximal element (t0, x0) ∈ Q.

To complete the proof we need to show that t0 = 1. Suppose that this
is not true. Then we can choose r > 0 and t ∈ (t0, 1] with

B(x0, r) ⊂ U and r =
2(φ(t) − φ(t0))

1 − α
.

Next notice that

dist(x0, H(x0, t)) ≤ dist(x0, H(x0, t0)) + D(H(x0, t0), H(x0, t))

≤ φ(t) − φ(t0) < (1 − α)r.

Theorem 9.1 guarantees that H(·, t) has a fixed point x ∈ B(x0, r).
Thus (t, x) ∈ Q with (t0, x0) < (t, x). This however contradicts the
maximality of (t0, x0).

We next present a nonlinear alternative of Leray–Schauder type for
multivalued contractions in the particular case where X is a Banach
space.

Theorem 9.4 Suppose that U is an open subset of a Banach space X,
0 ∈ U and F : U → X a multivalued contraction with nonempty, closed
values such that F (U) is bounded. Then either

(A1) F has a fixed point in U , or
(A2) there exist x ∈ ∂U and λ ∈ (0, 1) with x ∈ λF (x)

is true.

Proof Assume that (A2) does not hold and F has no fixed points on ∂U .
Then u /∈ λF (u) for all u ∈ ∂U and λ ∈ [0, 1]. Let H : U × [0, 1] → X

be given by

H(x, t) := tF (x)

and let G be the zero map. Apply Theorem 9.3 to deduce that there
exists x ∈ U with x ∈ F (x).

As in Chapter 3 we now ask the question whether we can extend
Theorem 9.4 to nonexpansive multivalued maps. Let E be a Banach
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space and K a nonempty, closed subset of E. The following concepts
will be needed in the proof of our main result.

Definition 9.2 Let {xn} be a bounded sequence in E. The asymptotic
radius of {xn} in K is the number defined by

r(K, {xn}) := inf
x∈K

lim sup
n→∞

‖x− xn‖.

Definition 9.3 Let {xn} be a bounded sequence in E. The asymptotic
centre of {xn} in K is the (possibly empty) set defined by

A(K, {xn}) :=
{
x ∈ K : lim sup

n→∞
‖x− xn‖ ≤ r(K, {xn})

}
.

Definition 9.4 A bounded sequence {xn} is said to be regular relative
to K if

r(K, {xn}) = r(K, {xnk
}) for every subsequence {xnk

} of {xn}.

Remark 9.1 To become familiar with these concepts we advise the
reader at this stage to attempt Exercise 9.2 and Exercise 9.3.

Theorem 9.5 Let E be a uniformly convex Banach space and U a
nonempty, open, bounded, convex subset of E. Suppose that F : U → E

is a multivalued nonexpansive mapping with nonempty, compact values.
Also assume that there exists a multivalued mapping H : U × [0, 1] → E,
with nonempty, bounded, closed values, which has the following proper-
ties:

(a) H(·, 1) = F ;
(b) H(·, 0) has a fixed point in U ;
(c) for every t ∈ [0, 1), there exists α, 0 ≤ α < 1, such that for all x,

y ∈ U and all s ∈ [0, t] we have D(H(x, s), H(y, s)) ≤ α ‖x− y‖;
(d) there exists a continuous function φ : [0, 1] → R such that for every

t, s ∈ [0, 1] we have D(H(x, t), H(x, s)) ≤ |φ(t) − φ(s)|.
Then either

(A1) F has a fixed point in U , or
(A2) there exist t ∈ [0, 1) and x ∈ ∂U with x ∈ H(x, t)

is true.
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Proof Assume that (A2) does not hold (in particular note that this
implies that H(·, 0) has no fixed points on ∂U). Now Theorem 9.3
guarantees that for every t ∈ [0, 1), H(·, t) has a fixed point in U . Thus
we can take sequences {tn} and {xn} such that

tn ∈ [0, 1), xn ∈ U, xn ∈ H(xn, tn) and tn → 1.

The sequence {xn} is bounded and we can assume that it is regular
relative to U by Exercise 9.3. Let

{x} := A(U, {xn}) and r := r(U, {xn}).

Since F (x) is compact valued we may choose (see Exercise 9.5) yn ∈ F (x)
such that

(9.2) ‖xn − yn‖ ≤ D(H(xn, tn), F (x)).

Again since F (x) is compact valued, some subsequence {ynk
} of {yn}

converges to y ∈ F (x). Notice that (9.2), and (c) and (d) in the state-
ment of the theorem, yield

‖xnk
− y‖ ≤ ‖xnk

− ynk
‖ + ‖ynk

− y‖
≤ D(H(xnk

, tnk
), H(xnk

, 1)) + D(H(xnk
, 1), H(x, 1))

+‖ynk
− y‖

≤ |φ(tnk
) − φ(1)| + ‖xnk

− x‖ + ‖ynk
− y‖.

Consequently

lim sup
k→∞

‖xnk
− y‖ ≤ lim sup

k→∞
‖xnk

− x‖ = r.

Now Exercise 9.2 implies that y = x and therefore x ∈ F (x).

Theorem 9.6 Let E be a uniformly convex Banach space, U a
nonempty, open, bounded, convex subset of E and 0 ∈ U . Suppose
that F : U → E is a multivalued nonexpansive mapping with nonempty,
compact values such that F (U) is bounded. Then either

(A1) F has a fixed point in U , or
(A2) there exist x ∈ ∂U and λ ∈ (0, 1) with x ∈ λF (x).

Proof Let H : U × [0, 1] → X be given by

H(x, t) := tF (x)

and let G be the zero map. Now apply Theorem 9.5.
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Notes The results in Chapter 9 were taken from Frigon [68].

Exercises

9.1 Let (X, d) be a metric space and C a nonempty subset of X. A
multivalued mapping F : C → X with nonempty values is said to be
continuous if it is continuous with respect to the Hausdorff distance
D. Show that the mapping H in Definition 9.1 is continuous.

9.2 Let E be a uniformly convex Banach space, K a nonempty,
bounded, closed, convex subset of E and {xn} a bounded sequence
in E. Show that A(K, {xn}) is a singleton.

9.3 Let E be a Banach space. Show that every bounded sequence in E

has a subsequence regular relative to K.

9.4 Let (X, d) be a metric space, Ψd the collection of nonempty,
bounded (that is, d-bounded), closed subsets of X and let D be
the Hausdorff distance. Show that the set Ψd equipped with D is a
metric space.

9.5 Let (X, d) be a metric space, D the Hausdorff metric and A and B

nonempty subsets of X.

(a) If B is compact, show that for each a ∈ A, there exists some
b ∈ B with d(a, b) ≤ D(A,B).

(b) If A and B are both compact, show that there exist a ∈ A and
b ∈ B with d(a, b) = D(A,B).

9.6 Show that the fixed point in Theorem 9.2 need not be unique.

9.7 Let E be a Banach space, F : E → E such that for all r > 0, F |B(0,r)

is a multivalued contraction with nonempty, bounded, closed values.
Define

Φ(F ) := {x ∈ E : x ∈ λF (x) for some λ ∈ [0, 1]}.
Show that either Φ(F ) is unbounded or F has a fixed point.

9.8 Suppose that U is an open subset of a Banach space E, 0 ∈ U and
F : U → X is a multivalued contraction with nonempty, closed
values such that F (U) is bounded. Assume that for every x ∈ ∂U ,
any one of the following conditions is satisfied:

(i) ‖F (x)‖ = D(0, F (x)) ≤ ‖x‖,
(ii) ‖F (x)‖ ≤ dist(x, F (x)),
(iii) ‖F (x)‖ ≤ ([dist(x, F (x))]2 + ‖x‖2)1/2,
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(iv) ‖F (x)‖ ≤ max{‖x‖,dist(x, F (x))}.

Show that F has a fixed point.



10

Multivalued Maps with Continuous
Selections

In this chapter we present some fixed point results for multivalued maps
which have continuous selections. To illustrate the methods involved
we will, for the convenience of the reader, restrict our attention to one
particular class of maps, namely the Φ� maps. In addition an application
in abstract economies is given.

Suppose that X and Y are Hausdorff topological spaces and F : X →
Y . F is said to be of type Φ�, and we write F ∈ Φ�(X,Y ), if

(1) Y is convex,
(2) F (x) has convex values for all x ∈ X,
(3) there exists a selection B : X → Y such that B(x) 
= ∅ for all

x ∈ X and the fibres B−1(y) = {z : y ∈ B(z)} are open (in X) for
all y ∈ Y .

Remark 10.1 B is a selection of F if B(x) ⊆ F (x) for all x ∈ X.

Definition 10.1 The topological space X is paracompact if X is Haus-
dorff and every open covering of X has a locally finite open refinement
that covers X.

We now begin with a selection theorem for Φ� maps.

Theorem 10.1 Let X and Y be Hausdorff topological spaces with F ∈
Φ�(X,Y ). If X is paracompact then there exists a continuous, single
valued selection s : X → Y of F .

Proof Let B : X → Y be a selection of F . Then

{B−1(y) : y ∈ Y }

120
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is an open cover of X. Since X is paracompact there exists a locally
finite refinement

{Uα}α∈A of {B−1(y) : y ∈ Y }

that covers X. For each α ∈ A fix yα such that Uα ⊆ B−1(yα). Let
{λα}α∈A be a partition of unity subordinate to {Uα}α∈A. For each
x ∈ X there exists a finite collection

Nx = {α1, . . . , αn}

with λα(x) 
= 0 if and only if α ∈ Nx. Let s : X → Y be defined by

s(x) :=
∑
α∈Nx

λα(x)yα.

It is easy to see that s : X → Y is continuous. In addition α ∈ Nx

implies that λα(x) 
= 0, which in turn implies that x ∈ Uα. Thus

α ∈ Nx ⇒ x ∈ B−1(yα) ⇔ yα ∈ B(x) ⊆ F (x).

Now since F (x) is convex it follows that

s(x) ∈ F (x) for all x ∈ X.

We are now in a position to present fixed point theory for Φ� maps.

Theorem 10.2 Let Q be a convex subset of a Hausdorff locally convex
linear topological space E and let G ∈ Φ�(Q,Q) be a compact map. Then
G has a fixed point, that is, there exists x ∈ Q with x ∈ G(x).

Remark 10.2 Recall that G : Q → Q is compact if G(Q) is relatively
compact in Q.

Proof of Theorem 10.2 Choose a compact set X such that

G(Q) ⊆ X ⊆ Q.

Let Y := co(X) (that is the convex hull of X). Let G� denote the
restriction of G to Y . We first show that

G� ∈ Φ�(Y, Y ).

To see this let B : Q → Q be a selection of G with B(x) 
= ∅ for all
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x ∈ Q and B−1(y) is open in Q for all y ∈ Q. Let B� denote the
restriction of B to Y . Notice that for y ∈ Y ,

(B�)−1(y) = {x ∈ co(X) : y ∈ B�(x)}
= {x ∈ co(X) : y ∈ B(x)}
= co(X) ∩B−1(y)

which is open in Y = co(X). Consequently G� ∈ Φ�(Y, Y ) (note
G�(Y ) ⊆ X ⊆ Y ). It is also well known (see Exercise 10.1) that
Y = co(X) is paracompact. Now Theorem 10.1 guarantees that
G� : Y → Y has a continuous selection g : Y → Y . Thus g : Y → Y

is continuous and compact (since g(Y ) ⊆ G�(Y ) ⊆ X ⊆ Y ) and there-
fore the Schauder–Tychonoff theorem (Theorem 8.3) implies that g has
a fixed point. Thus G has a fixed point.

Next we present a nonlinear alternative of Leray–Schauder type for
Φ� maps.

Theorem 10.3 Let Q be a convex subset of a Hausdorff locally con-
vex linear topological space E. Assume that U is relatively open in Q,
u0 ∈ U , U (the closure of U in Q) is paracompact and G ∈ Φ�(U,Q) a
compact map. Then either

(A1) G has a fixed point in U , or
(A2) there exist u ∈ ∂U and λ ∈ (0, 1) with u ∈ λG(u) + (1 − λ){u0}
is true.

Proof Suppose that (A2) does not hold and assume that G does not have
a fixed point in ∂U (otherwise we are finished, that is, (A1) occurs). Let
f : U → Q (note U is paracompact) be a continuous selection of G

(guaranteed from Theorem 10.1). Put

H := {x ∈ U : x = λf(x) + (1 − λ)u0 for some λ ∈ [0, 1]}.
Notice that H 
= ∅ since u0 ∈ U . In addition H is closed since f

is continuous. Moreover H is compact since G is compact map. Since
H∩∂U = ∅ there exists a continuous function (note that E is completely
regular)

µ : U → [0, 1] with µ(H) = 1 and µ(∂U) = 0.

Let

J(x) :=
{

µ(x)f(x) + (1 − µ(x))u0, x ∈ U,

u0, x ∈ Q\U.
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It is easy to see that J : Q → Q is continuous. In fact J is compact
since G is a compact map. The Schauder–Tychonoff theorem (Theorem
8.3) implies that there exists w ∈ Q with w ∈ J(w). In fact w ∈ U since
u0 ∈ U . Thus

w = µ(w)f(w) + (1 − µ(w))u0 = λf(w) + (1 − λ)u0

where 0 ≤ λ = µ(x) ≤ 1. Consequently w ∈ H and therefore µ(w) = 1.
Thus w = f(w) ∈ G(w).

We also have a Furi–Pera type result for Φ� maps.

Theorem 10.4 Let E be a metrisable (with metric d) locally convex
linear topological space with Q a closed, convex subset of E and 0 ∈
Q. Assume that G ∈ Φ�(Q,E) is a compact map and suppose that the
following condition is satisfied:

(10.1)




if {(xj , λj)}∞j=1is a sequence in ∂Q× [0, 1] converging to
(x, λ) with x ∈ λG(x) and 0 ≤ λ < 1, then there exists
j0 ∈ {1, 2, . . .} with {λjG(xj)} ⊆ Q for each j ≥ j0.

Then G has a fixed point in Q.

Remark 10.3 Note that Q is paracompact since metrisable spaces are
paracompact, and closed subsets of paracompact spaces are paracom-
pact.

Proof of Theorem 10.4 From Theorem 10.1 there exists a continuous
selection f : Q → E of G. Let r : E → Q be a continuous retraction
with r(z) ∈ ∂Q for z ∈ E\Q (see Theorem 8.5). Consider

X := {x ∈ E : x = fr(x)}.

Notice that X 
= ∅; this follows from the Schauder–Tychonoff theorem
(Theorem 8.3) since fr : E → E is a continuous, compact map (note
fr(E) ⊆ G(Q)). In addition X is closed and in fact compact since
X ⊆ fr(X) ⊆ G(Q).

It remains to show that X ∩Q 
= ∅. Suppose that X ∩Q = ∅. Then
there exists δ > 0 with dist(X,Q) > δ. Choose m ∈ {1, 2, . . .} such that
1 < δm. Fix i ∈ {m,m + 1, . . .}. Let

Ui :=
{
x ∈ E : d(x,Q) <

1
i

}
.
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Thus X ∩ U i = ∅. Now the nonlinear alternative for compact single
valued maps (Theorem 8.4) implies (since X ∩U i = ∅) that there exists

(yi, λi) ∈ ∂Ui × (0, 1) with yi = λifr(yi).

Now λifr(yi) /∈ Q for i ∈ {m,m + 1, . . .} and therefore

(10.2) {λiGr(yi)} 
⊆ Q for each i ∈ {m,m + 1, . . .}.

Let

D := {x ∈ E : x = λfr(x) for some λ ∈ [0, 1]}.

D is compact (since G is compact); therefore we may assume without
loss of generality that

λj → λ� and yj → y� ∈ ∂Q.

In addition y� = λ�fr(y�). Now λ� 
= 1 since X ∩ Q = ∅. Thus
0 ≤ λ� < 1. But in this case (10.1), with xj = r(yj), x = y� = r(y�),
implies that there exists j0 ∈ {1, 2, . . .} with {λjGr(yj)} ⊆ Q for each
j ≥ j0. This contradicts (10.2). Thus X ∩Q 
= ∅, in other words there
exists w ∈ Q with w ∈ Gr(w) = G(w).

Theorem 10.2 and Theorem 10.4 will immediately give us coincidence
type results for Φ� maps.

Theorem 10.5 Let E1 and E2 be Hausdorff locally convex linear topolo-
gical spaces, Q a convex subset of E1 and C a convex subset of E2.
Suppose that G ∈ Φ�(Q,C) and F ∈ Φ�(C,Q) are compact maps. Then
G and F−1 have a coincidence, that is, there exists (x0, y0) ∈ Q × C

with y0 ∈ G(x0) and x0 ∈ F (y0).

Proof Define the map

Ψ(x, y) := F (y) ×G(x) for (x, y) ∈ Q× C.

It is easy to see that Ψ ∈ Φ�(Q × C,Q × C) and Ψ is a compact map
since Ψ(Q×C) ⊆ F (C)×G(Q). Theorem 10.2 implies that there exists
(x0, y0) ∈ Q× C with (x0, y0) ∈ Ψ(x0, y0).

Theorem 10.6 Let E be a metrisable locally convex linear topological
space with Q and X closed, convex subsets of E and 0 ∈ Q. Assume
that G ∈ Φ�(Q,X) and F ∈ Φ�(X,E) are compact maps and suppose
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that the following condition is satisfied:

(10.3)




if {(xj , λj)}∞j=1is a sequence in ∂Q× [0, 1] converging to
(x, λ) with x ∈ λFG(x) and 0 ≤ λ < 1, then there exists
j0 ∈ {1, 2, . . .} with {λjFG(xj)} ⊆ Q for each j ≥ j0.

Then G and F−1 have a coincidence, that is, there exists (x0, y0) ∈ Q×X

with y0 ∈ G(x0) ∩ F−1(x0).

Proof Q is paracompact. Let g : Q → X be a continuous selection of
G (guaranteed from Theorem 10.1) and note that Fg ∈ Φ�(Q,E) is a
compact map. Suppose that {(xj , λj)}∞j=1 is a sequence in ∂Q × [0, 1]
converging to (x, λ) with x ∈ λFg(x) and 0 ≤ λ < 1. Then x ∈
λFG(x), therefore (10.3) implies that there exists j0 ∈ {1, 2, . . .} with
{λjFG(xj)} ⊆ Q for each j ≥ j0. Thus {λjFg(xj)} ⊆ Q for each
j ≥ j0. Apply Theorem 10.4 to deduce that there exists x0 ∈ Q with
x0 ∈ Fg(x0).

To illustrate the generality of the fixed point theorems derived in this
chapter we discuss an application in abstract economies. First however
we need to present a generalisation of Theorem 10.2 which is particularly
useful in the abstract economy setting.

Theorem 10.7 Let I be an index set and {Qi}i∈I a family of nonempty,
convex sets, each in a locally convex Hausdorff linear topological space
Ei. For each i ∈ I, let Gi ∈ Φ�(Q,Qi) be a compact map; here Q :=∏
i∈I

Qi. Then there exists

x� ∈ G(x�) ≡
∏
i∈I

Gi(x�),

that is,

x�i ∈ Gi(x�) for all i ∈ I;

here x�i is the projection of x� on Ei.

Proof For each i ∈ I, choose a compact set Xi ⊆ Ei with

Gi(Q) ⊆ Xi ⊆ Qi.

Let X :=
∏
i∈I

Xi. Note that X is compact. Let Y := co(X) and from Ex-

ercise 10.1 we see that Y is paracompact. Let G�i denote the restriction
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of Gi to Y . We now show that

G�i ∈ Φ�(Y, co(Xi)) for each i ∈ I.

(Note that Gi(Y ) ⊆ Gi(Q) ⊆ Xi ⊆ co(Xi).) To see this, for each i ∈ I,
let Bi : Qi → Qi be a selection of Gi with Gi(x) 
= 0 for all x ∈ Q and
B−1(y) open in Q for all y ∈ Qi. Let B�

i denote the restriction of B to
Y . Notice that for each i ∈ I and yi ∈ co(Xi),

(B�
i )−1(yi) = {x ∈ co(X) : yi ∈ B�

i (x)}
= {x ∈ co(X) : yi ∈ Bi(x)}
= co(X) ∩B−1

i (yi)

which is open in Y = co(X). Thus G�i ∈ Φ�(Y, co(Xi)) for each i ∈ I.
Theorem 10.1 guarantees that Gi has a continuous selection gi : Y →
co(Xi) for each i ∈ I (in fact gi : Y → Xi since gi(Y ) ⊆ Gi(Y ) ⊆ Xi).
Let g : Y → Y be defined by

g(x) :=
∏
i∈I

gi(x);

note that g(Y ) ⊆
∏
i∈I

Xi = X ⊆ Y . Also g is continuous and compact

since g(Y ) ⊆ X. Now the Schauder–Tychonoff theorem (Theorem 8.3)
implies that there exists x� ∈ Y ⊆ Q with

x� = g(x�) =
∏
i∈I

gi(x�) ⊆
∏
i∈I

Gi(x�).

Let I be the set of agents (possibly uncountable). We shall describe
an abstract economy by

Γ = (Qi, Fi, Gi, Pi)i∈I ,

where for each i ∈ I, Qi (⊆ Ei) is the choice (or strategy) set, Fi, Gi :∏
i∈I

Qi ≡ Q → 2Qi are constraint correspondences and Pi : Q → 2Qi is

a preference correspondence. A point x� ∈ Q is called an equilibrium
point for Γ (or a generalised Nash equilibrium point) if for each i ∈ I,

x�i ∈ Gi(x�) and Fi(x�) ∩ Pi(x�) = ∅

(here x�i is the projection of x� on Ei); if such an x� exists we say that
Γ has an equilibrium point.
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Theorem 10.8 Let Γ = (Qi, Fi, Gi, Pi)i∈I be an abstract economy such
that for each i ∈ I the following conditions hold:

(10.4)
{

Qi is a nonempty, convex set in a Hausdorff
locally convex linear topological space Ei;

(10.5)




for each x ∈ Q ≡
∏
i∈I

Qi, we have Fi(x) 
= ∅,

Fi(x) ⊆ Gi(x) and Gi(x) is convex valued;

(10.6)
{

for each y ∈ Qi, the set [(co(Pi))−1(yi) ∪Mi] ∩ F−1
i (yi)

is open in Q; here Mi := {x ∈ Q : Fi(x) ∩ Pi(x)} = ∅;

(10.7) Gi : Q → 2Qi is a compact map;

and

(10.8)
{

for each x ∈ Q, xi /∈ co(Pi(x));
here xi is the projection of x on Ei.

Then Γ has an equilibrium point x� ∈ Q, that is, for each i ∈ I,

x�i ∈ Gi(x�) and Fi(x�) ∩ Pi(x�) = ∅;

here x�i is the projection of x� on Ei.

Proof For each i ∈ I let

Ni := {x ∈ Q : Fi(x) ∩ Pi(x) 
= ∅}
and for each x ∈ Q let

I(x) := {i ∈ I : Fi(x) ∩ Pi(x) 
= ∅}.
For each i ∈ I, define the correspondences Ai, Bi : Q → 2Qi by

Ai(x) :=
{

co(Pi(x)) ∩ Fi(x) if i ∈ I(x) (that is, if x ∈ Ni),
Fi(x) if i /∈ I(x)

and

Bi(x) :=
{

co(Pi(x)) ∩Gi(x) if i ∈ I(x),
Gi(x) if i /∈ I(x).

It is easy to see (use (10.5)) that for each i ∈ I and x ∈ Q

Bi(x) is convex valued, Ai(x) 
= 0 and Ai(x) ⊆ Bi(x).
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In addition for each i ∈ I and yi ∈ Qi we have

(Ai)−1(yi) =
{[

(co(Pi))−1(yi) ∩ F−1
i (yi)

] ∩Ni

} ∪ [F−1
i (yi) ∩Mi]

=
[
(co(Pi))−1(yi) ∩ F−1

i (yi)
] ∪ [F−1

i (yi) ∩Mi]

=
[
(co(Pi))−1(yi) ∪Mi

] ∩ F−1
i (yi)

which is open in Q by (10.6). Thus Bi ∈ Φ�(Q,Qi) for each i ∈ I. In
addition (10.7) implies that Bi is a compact map for each i ∈ I. Now
Theorem 10.7 implies that there exists x� ∈ Q with x�i ∈ Bi(x�) for all
i ∈ I (here x�i is the projection of x� on Ei). Note that if i ∈ I(x�) for
some i ∈ I, then

Fi(x�) ∩ Pi(x�) 
= ∅ and x�i ∈ co(Pi(x�)) ∩Gi(x�)

(in particular x�i ∈ co(Pi(x�))). This contradicts (10.8). Thus i /∈ I(x�)
for all i ∈ I. Consequently we have that Fi(x�) ∩ Pi(x�) = ∅ and
x�i ∈ Gi(x�) for all i ∈ I.

Notes The results in Chapter 10 were adapted from Ben-El-Mechaiekh,
Deguire and Granas [18], and O’Regan [142, 143]. Other maps of this
type are discussed in [52, 87, 126, 178].

Exercises

10.1 Let D be a nonempty, compact subset of a Hausdorff topologi-
cal space E. Show that co(D) is σ-compact (hence Lindelöf and
paracompact).

10.2 Let X and Y be Hausdorff topological spaces with F ∈ Φ�(X,Y ).
If X is compact show that there exist a finite collection {y1, . . . , yn}
of elements of Y and a continuous single valued selection s : X →
Y of F with s(X) ⊆ co{y1, . . . , yn}.

10.3 Let X be a nonempty, paracompact Hausdorff topological space
and Y a nonempty, convex subset of a topological vector space.
Suppose that S, T : X → 2Y are correspondences such that

(a) for each x ∈ X, co(S(x)) ⊆ T (x) and S(x) 
= ∅,
(b) for each y ∈ Y , S−1(y) is open in X.

Show that T has a continuous selection.

10.4 Let {Xi}i∈I be a family of nonempty, convex sets, each in a locally
convex Hausdorff topological vector space Ei, where I is an index
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set. For each i ∈ I, let Di be a nonempty compact subset of Xi

and Si, Ti : X =
∏
i∈I

Xi → 2Di be such that for each i ∈ I,

(a) for each x ∈ X, co(Si(x)) ⊆ Ti(x) and Si(x) 
= ∅,
(b) for each yi ∈ Di, S−1

i (yi) is open in X.

Show that there exists
x� ∈ D =

∏
i∈I

Di with x� ∈ T (x�) =
∏
i∈I

Ti(x�).
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Multivalued Maps with Closed Graph

In this chapter we extend the Schauder–Tychonoff theorem to the mul-
tivalued case. The basic results in this chapter are due to S. Kakutani,
I. L. Glicksberg and K. Fan.

We begin this chapter by presenting Sperner’s combinatorial lemma.
A set {x0, . . . , xn} in a Euclidean space is said to be affinely independent
if

n∑
i=0

λixi = 0 and
n∑
i=0

λi = 0 imply λ0 = · · · = λn = 0.

Definition 11.1 Let v0, v1, . . . , vn be an affinely independent set of
n + 1 points in a Euclidean space E. Their convex hull{

x ∈ E : x =
n∑
i=0

λivi, 0 ≤ λi ≤ 1,
n∑
i=0

λi = 1

}

is called the (closed) n-simplex and is denoted by v0v1 . . . vn. The points
v0, v1, . . . , vn are called the vertices of the simplex.

For 0 ≤ k ≤ n and 0 ≤ i0 < i1 < · · · < ik ≤ n, the k-simplex
vi0vi1 . . . vik is a subset of the n-simplex v0v1 . . . vn; it is called a k dimen-

sional face (or simply k-face) of v0v1 . . . vn. In addition if y =
n∑
i=0

λivi

we let χ(y) = {i : λi > 0}.
Suppose that T = {τ0, . . . , τm} is a collection of n-simplexes in

v0v1 . . . vn such that

(a)
m⋃
i=1

τi = v0v1 . . . vn

and
(b) τi∩τj is either empty or a common face of τi and τj (i, j = 1, . . . ,m).

130
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Then T is called a triangulation (or simplicial subdivision) of v0v1 . . . vn.
The mesh of the subdivision is the diameter of the largest subsimplex.

Let T be a triangulation. A vertex of a simplex in T is called a vertex
of T . An (n− 1)-face of a simplex from T is called a boundary (n− 1)-
simplex of T if it is a face of exactly one n-simplex of T .

We now sketch the proof of Sperner’s combinatorial lemma (the proof
here is based on an argument by Ky Fan).

Theorem 11.1 Let T be a triangulation of an n-simplex v0v1 . . . vn. Let
φ be a function which assigns to each vertex v of T one of the integers
0, 1, . . . , n (that is, φ(v) ∈ {0, 1, . . . , n}) such that whenever

(11.1) v ∈ vi0vi1 . . . vik then φ(v) ∈ {i0, i1, . . . , ik}
for 0 ≤ k ≤ n and 0 ≤ i0 < i1 < · · · < ik ≤ n (that is, such that φ(v) ∈
χ(v) – we say that φ is a proper labelling of the triangulation). Then the
number of n-simplexes in T whose vertices receive n+ 1 different values
is odd.

Proof We may think of T as a house; the n-simplexes are the rooms of
the house. A room will be considered a good room if its n + 1 vertices
are labelled with n+1 different integers, otherwise it will be called a bad
room. If the vertices of an (n− 1)-face of a simplex τ of T are labelled
with the integers 0, 1, . . . , n−1, then that face is considered to be a door
to the room τ . A door which is a boundary (n−1)-simplex of T is called
an external door. It is clear that a good room has exactly one door and
a bad room has either no doors or two doors. We will now trace paths
through the house going through each door exactly once.

To start a path either we enter a room through an external door or
we leave a good room through its unique door. Every time we enter
a room through a door and see a second door in the room, we go out
through the second door. This will lead us to either the outside of the
house or a new room. According to this rule, our path will stop either
when we get to the outside of the house through an external door or
when we get to a good room. After going through each door exactly
once by tracing various paths, we pair off the two ends of each path.
In this way each good room is paired with either another good room or
an external door. In addition each external door is paired with either
another external door or a good room. This pairing implies that the
number of good rooms and the number of external doors are congruent
modulo 2 (that is, these numbers have the same parity). To complete



132 Multivalued Maps with Closed Graph

the proof (Exercise 11.9) we note (use induction) that the number of
boundary (n− 1)-simplexes in T with vertices labelled 0, 1, . . . , n− 1 is
odd.

We now use Sperner’s lemma to present the theorem of Knaster, Ku-
ratowski and Mazurkiewicz (KKM theorem).

Theorem 11.2 Let {F0, . . . , Fn} be a family of n + 1 closed subsets of
an n-simplex v0v1 . . . vn. Suppose that for each 0 ≤ k ≤ n and 0 ≤ i0 <

i1 < · · · < ik ≤ n we have

(11.2) vi0vi1 . . . vik ⊆ Fi0 ∪ Fi1 ∪ · · · ∪ Fik .

Then
n⋂
i=0

Fi 
= ∅.

Proof Let T be an arbitrary triangulation of the simplex v0v1 . . . vn. For
each vertex v of T we assign the integer φ(v) ∈ {0, 1, . . . , n} with

v ∈ Fφ(v) and φ(v) ∈ {i0, . . . , ik} whenever v ∈ {vi0 , vi1 , . . . , vik};

notice that (11.2) guarantees that this possible. Now Theorem 11.1
implies that there is a simplex w0w1 . . . wn of T with

φ(wi) = i for i = 0, 1, . . . , n.

Then

wi ∈ Fφ(wi) = Fi for i = 0, 1, . . . , n.

Consider the sequence of triangulations {T (m)} of v0v1 . . . vn such that
the mesh of T (m) tends to zero as m → ∞. For each m, there exists an
n-simplex w

(m)
0 w

(m)
1 . . . w

(m)
n in T with w

(m)
i ∈ Fi for i = 0, 1, . . . , n. The

compactness of v0v1 . . . vn guarantees that we can choose a subsequence
{mj} of {m} with m1 < m2 < · · · and such that

lim
j→∞

w
(mj)
i = qj exists for i = 0, 1, . . . , n.

Now since the mesh of T (mj) tends to zero as j → ∞, it follows imme-
diately that q0 = q1 = · · · = qn. Thus

lim
j→∞

w
(mj)
i = q for all i = 0, 1, . . . , n.

Since Fi is closed for each i = 0, 1, . . . , n we have that q ∈ Fi for i =

0, 1, . . . , n. Consequently
n⋂
i=0

Fi 
= ∅.
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We next present an infinite dimensional version of the KKM theorem.
This will be used to establish Ky Fan’s minimax theorem which is the
crucial result that is needed to establish the analogue of the Schauder–
Tychonoff theorem for multivalued maps.

Definition 11.2 Let Q be a convex set in a vector space X, A a
nonempty subset of Q and F : A → 2Q (here 2Q denotes the set of all
subsets of Q). The family {F (x) : x ∈ A} is said to be a KKM covering
for Q if

co{x : x ∈ N} ⊆
⋃
x∈N

F (x)

for any finite set N ⊆ A.

Theorem 11.3 Let Q be a convex set in a Hausdorff topological vector
space X, A a nonempty subset of Q, F : A → 2Q and {F (x) : x ∈ A} a
KKM covering for Q. If there exists an a ∈ A with F (a) compact, then⋂

x∈A
F (x) 
= ∅.

Proof From a standard result in topology it suffices (since F (a) is com-
pact) to show that the family {F (x) : x ∈ A} has the finite intersection
property. Let {x0, . . . , xn} ⊆ A and let σ = v0v1 . . . vn be an n-simplex.
Define ψ : σ → Q by

(11.3) ψ

(
n∑
i=0

µivi

)
=

n∑
i=0

µixi

for each µi ≥ 0 (i = 0, . . . , n) with
n∑
i=0

µi = 1. Now ψ is continuous,

therefore the set

Gi = ψ−1(F (xi)) is closed in σ

for each i = 0, . . . , n. If 0 ≤ k ≤ n and 0 ≤ i0 < i1 < · · · < ik ≤ n, we
claim that

vi0vi1 . . . vik ⊆
k⋃
j=0

Gij .

If the claim is true, then Theorem 11.2 guarantees that
n⋂
i=0

Gi 
= ∅.
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However,
n⋂
j=0

Gj =
n⋂
i=0

ψ−1(F (xi)) = ψ−1

(
n⋂
i=0

F (xi)

)
,

and therefore
n⋂
i=0

F (xi) 
= ∅ and we are finished.

It remains to prove the claim. Since {F (x) : x ∈ A} is a KKM covering
for Q we have

co{xi0 , xi1 , . . . , xik} ⊆
k⋃
j=0

F (xij ) ⊆
k⋃
j=0

F (xij ).

This together with (11.3) gives

vi0vi1 . . . vik = co{vi0 , vi1 , . . . , vik} = ψ−1(co{xi0 , xi1 , . . . , xik})

and therefore

vi0vi1 . . . vik ⊆ ψ−1


 k⋃
j=0

F (xij )


 =

k⋃
j=0

ψ−1
(
F (xij )

)
=

k⋃
j=0

Gij .

We are now in a position to prove Ky Fan’s minimax theorem. A
real valued function φ on a topological space X is lower (respectively
upper) semicontinuous if the set {x ∈ X : φ(x) ≤ λ} (respectively {x ∈
X : φ(x) ≥ λ}) is closed in X for each λ ∈ R. If Q is a convex set in a
vector space then a real valued function φ on Q is said to be quasiconcave
(respectively quasiconvex) if {x ∈ Q : φ(x) > λ} (respectively {x ∈ Q :
φ(x) < λ}) is convex for each λ ∈ R.

Theorem 11.4 Let K be a nonempty, convex, compact subset of a
Hausdorff topological vector space X and φ a real valued function on the
product space K ×K satisfying the following conditions:

(11.4) for each fixed x ∈ K, φ(x, ·) is lower semicontinuous on K

and

(11.5) for each fixed y ∈ K, φ(·, y) is quasiconcave on K.

Then there exists y� ∈ K with

φ(x, y�) ≤ sup
z∈K

φ(z, z) for all x ∈ K

(
and therefore min

y∈K
sup
x∈K

φ(x, y) ≤ sup
x∈K

φ(x, x)
)
.
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Proof Let λ := sup
x∈K

φ(x, x). We may assume that λ 
= ∞. For each

x ∈ K let

F (x) := {y ∈ K : φ(x, y) ≤ λ}.
Condition (11.4) guarantees that each F (x) is closed and hence compact
in K (note that K is compact). We claim that

{F (x) : x ∈ K} is a KKM covering for K.

If the claim is true then Theorem 11.3 guarantees that
⋂
x∈K

F (x) 
= ∅.

Take y� ∈
⋂
x∈K

F (x) and we are finished.

It remains to prove the claim. Suppose it is not true. Then there exist

{x1, . . . , xn} ⊆ K and αi ≥ 0 (i = 0, 1, . . . , n) with
n∑
i=0

αi = 1 such that

w =
n∑
i=0

αixi /∈
n⋃
i=0

F (xi).

This together with the definition of F (x) yields

(11.6) φ

(
xi,

n∑
i=0

αixi

)
= φ(xi, w) > λ for i = 0, 1, . . . , n.

Finally (11.6) together with the quasiconcavity of φ(·, w) guarantees that
φ(w,w) > λ – a contradiction.

Definition 11.3 Let X and Y be topological spaces and F : X → 2Y

be a set valued map (that is, for each x ∈ X, f(x) ∈ 2Y ). We say that F

is upper semicontinuous at x0 ∈ X if for each open set G with f(x0) ⊆ G,
there exists an open neighbourhood N(x0) of x0 with F (x) ⊆ G for all
x ∈ N(x0). F is upper semicontinuous on X if it is upper semicontinuous
at every point of X.

Theorem 11.5 Let X be a Hausdorff topological vector space, Q a
nonempty subset of X and F : Q → 2Q upper semicontinuous with F (x)
nonempty and bounded for each x ∈ Q. Then for any g ∈ X ′ (dual) the
map φg : Q → R, defined by

φg(x) := sup
x∈F (y)

Re 〈x, y〉 (note 〈x, g〉 = g(x)),

is upper seimcontinuous in the sense of real valued functions.
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Proof Fix y0 ∈ Q. Let ε > 0 be given and let

Uε :=
{
x ∈ Q : | 〈x, g〉 | < ε

2

}
.

Notice that Uε is an open neighbourhood of 0. Since F (y0) + Uε is an
open set containing F (y0), it follows from the upper semicontinuity of
F at y0 that there exists a neighbourhood N(y0) of y0 in Q with

F (y) ⊆ F (y0) + Uε for all y ∈ N(y0).

Thus for each y ∈ N(y0) we have that

φg(y) = sup
x∈F (y)

Re 〈x, g〉 ≤ sup
x∈F (y0)+Uε

Re 〈x, g〉

≤ sup
x∈F (y0)

Re 〈x, g〉 + sup
x∈Uε

Re 〈x, g〉

< φg(y0) + ε,

therefore φg is upper semicontinuous.

We are now in a position to prove the analogue of the Schauder–
Tychonoff theorem in the multivalued case, namely Ky Fan’s fixed point
theorem. In the proof we will use the following separation theorem (the
proof of which follows from the Hahn–Banach theorem and can be found
in any standard functional analysis text).

Theorem 11.6 Suppose that A and B are disjoint, nonempty, convex
sets in a Hausdorff locally convex linear topological space X. If A is
compact and B is closed, then there exist f ∈ X ′ and γ ∈ R with

max f(A) < γ ≤ inf f(B).

Theorem 11.7 Let K be a nonempty, convex, compact subset of a
Hausdorff locally convex linear topological space X and let F : K → 2K

be upper semicontinuous with F (x) a nonempty, closed, convex subset of
K for each x ∈ K. Then there exists a y� ∈ K with y� ∈ F (y�).

Proof Suppose that the result is not true, that is, suppose y /∈ F (y) for
each y ∈ K. Now for each y ∈ K, Theorem 11.5 guarantees that there
exists fy ∈ X ′ with

(11.7) Re 〈y, fy〉 − sup
x∈F (y)

Re 〈x, fy〉 > 0.
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For each g ∈ X ′, let

V (g) :=

{
y ∈ K : Re 〈y, g〉 − sup

x∈F (y)

〈x, g〉 > 0

}
.

Notice that (11.7) ensures that K =
⋃
g∈X′

V (g). In addition Theorem

11.5 implies that V (g) is open in K. The compactness of K guarantees
the existence of

g1, g2, . . . , gn ∈ X ′ with K =
n⋃
i=1

V (gi).

Let {λ1, . . . , λn} be a partition of unity on K subordinate to {V (g1), . . . ,
V (gn)} (let Vi = V (gi) for i = 1, . . . , n), that is, λ1, . . . , λn are continu-
ous, nonnegative, real valued functions on K with λi vanishing on K\Vi
for each i = 1, . . . , n and

n∑
i=1

λi(x) = 1 for all x ∈ K. Let φ : K×K → R

be given by

φ(x, y) :=
n∑
i=1

λi(y)Re 〈y − x, gi〉 .

It is easy to see that all the conditions of Ky Fan’s minimax theorem
(Theorem 11.4) are satisfied and therefore there exists y0 ∈ K with

φ(x, y0) ≤ 0 for all x ∈ K,

that is,

(11.8)
n∑
i=1

λi(y0)Re 〈y0 − x, gi〉 ≤ 0 for all x ∈ K.

Suppose that i ∈ {1, 2, . . . , n} is such that λi(y0) > 0. Then y0 ∈ V (gi)
(since λi vanishes on K\Vi) and consequently

Re 〈y0, gi〉 > sup
x∈F (y0)

〈x, gi〉 ≥ Re 〈x0, gi〉

for all x0 ∈ F (y0) (that is, Re 〈y0 − x0, gi〉 > 0 for all x0 ∈ F (y0)). Thus

λi(y0)Re 〈y0 − x0, gi〉 > 0 whenever λi(y0) > 0 (for i = 1, . . . , n)

for all x0 ∈ F (y0). Since λi(y0) > 0 for at least one i ∈ {1, 2, . . .}, it
follows that

n∑
i=1

λi(y0)Re 〈y0 − x0, gi〉 > 0 for all x0 ∈ F (y0).
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This contradicts (11.8).

We now present some results where we assume compactness on the
operator instead of compactness on the space K.

Theorem 11.8 Let K be a nonempty, closed, convex subset of a com-
plete Hausdorff locally convex linear topological space and let F : K →
2K be an upper semicontinuous, compact map (that is, F (K) is a rela-
tively compact subset of K) with F (x) a nonempty, closed, convex subset
of K for each x ∈ K. Then there exists a y� ∈ K with y� ∈ F (y�).

Proof Let Q := co(F (K)). It is well known (Exercise 11.1) that Q is a
nonempty, convex, compact subset of K. In addition F (Q) ⊆ F (K) ⊆
Q. Theorem 11.7 guarantees that there exists y� ∈ Q with y� ∈ F (y�).

Theorem 11.9 Let K be a nonempty, closed, convex subset of a com-
plete Hausdorff locally convex linear topological space and let F : K →
2K be a closed (that is, having closed graph), compact map with F (x) a
nonempty, closed, convex subset of K for each x ∈ K. Then F has a
fixed point in K.

Proof Let Q := co(F (K)). Notice that F : Q → 2Q with Q compact.
Also, F |Q has closed graph, therefore Exercise 11.5 ensures that F |Q is
upper semicontinuous. Now apply Theorem 11.7.

Finally in this chapter we establish a nonlinear alternative of Leray–
Schauder type for closed maps.

Theorem 11.10 Let E be a complete Hausdorff locally convex linear
topological space, U an open subset of E and 0 ∈ U . Suppose that
F : U → 2E is a closed, compact map with F (x) a nonempty, closed,
convex subset of E for each x ∈ U . Then either

(A1) F has a fixed point in U , or
(A2) there are a u ∈ ∂U and a λ ∈ (0, 1) with u ∈ λF (u).

Proof Suppose that (A2) does not hold and F has no fixed points on
∂U (otherwise we are finished). Consider

A := {x ∈ U : x ∈ λF (x) for some λ ∈ [0, 1]}.
Notice that A 
= ∅ is closed. To see this let (xα) be a net in A (that
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is, xα ∈ λαF (xα) for some λα ∈ [0, 1]) with xα → x0 ∈ U . Without
loss of generality, assume that λα → λ0 ∈ (0, 1]. Since xα ∈ A there

exists yα ∈ F (xα) with xα = λαyα. Now xα → x0 and yα → 1
λ0

x0. The

closedness of F implies that
1
λ0

x0 ∈ F (x0) and therefore x0 ∈ A. Thus

A is closed. In addition F : U → 2E being a compact map implies that
A (= A) is compact.

Notice that A∩ ∂U = ∅. Since E is completely regular, A is compact
and ∂U is closed, there exists a continuous function µ : U → [0, 1] with
µ(A) = 1 and µ(∂U) = 0. Let

N(x) :=
{

µ(x)F (x), x ∈ U,

{0}, x ∈ E\U.

It is immediate that N : E → 2E is a closed, compact map (see Exercise
11.1) and N(x) has nonempty, closed, convex values for each x ∈ E.
Theorem 11.9 ensures the existence of an x ∈ E with x ∈ N(x). Notice
that x ∈ U since 0 ∈ U . Thus

x ∈ µ(x)F (x) = λF (x) where 0 ≤ λ = µ(x) ≤ 1.

Consequently x ∈ A, therefore µ(x) = 1 and we are finished.

Remark 11.1 We remark that the results in Chapter 6 and Chapter
7 extend to upper semicontinuous, compact maps. We leave the details
to the reader.

Notes The approach in Chapter 11 is adapted from Fan [64] and Wong
[188]. We refer the reader to Aliprantis and Border [3], and Zeidler [191]
for other approaches. Theorem 11.10 is taken from O’Regan [141].

Exercises

11.1 Let E be a complete Hausdorff locally convex linear topological
space. Show that the closed convex hull of a compact subset of
E is compact.

11.2 Show that an upper semicontinuous map F : X → 2Y is closed
if either

(i) F is closed valued and Y is regular, or
(ii) F is compact valued and Y is Hausdorff

hold.
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11.3 Let A be a subset of a regular space X and let F : A → 2X be
an upper semicontinuous, closed valued map. Show that the set
of fixed points of F is closed.

11.4 Let Q be a closed, convex subset of a Fréchet space E, 0 ∈ Q, and
let F : Q → 2E be a closed, compact map with F (x) a nonempty,
closed, convex subset of E for each x ∈ Q. In addition assume
that


if {(xj , λj)}∞j=1 is a sequence in ∂Q× [0, 1] converging to (x, λ)
with x ∈ λF (x) and 0 ≤ λ < 1, then there exists j0 ∈ {1, 2, . . .}
with {λjF (xj)} ⊆ Q for each j ≥ j0

is satisfied. Show that F has a fixed point in Q.

11.5 Show that a closed valued map with compact Hausdorff range
space (codomain) is closed if and only if it is upper semicontinu-
ous.

11.6 Let K be a nonempty, convex, compact subset of a Haudorff
topological vector space X and let ψ be a real valued continuous
function defined on K ×K. If for each fixed y ∈ K, the function
ψ(·, y) is quasiconvex on K, show that there exists y� ∈ K with

ψ(x, y�) ≥ ψ(y�, y�) for all x ∈ K.

11.7 Complete the details in Remark 11.1.

11.8 Let A be a nonempty, convex subset of a complete Hausdorff
locally convex linear topological space and let F : A → 2K be an
upper semicontinuous map with F (x) a nonempty, closed, convex
subset of A for each x ∈ K. In addition suppose that F (A) is
contained in some compact subset C of A. Show that F has a
fixed point. (Note that we do not assume that A is closed!)

11.9 Complete the proof in Theorem 11.1 (that is, supply the induc-
tion argument).

11.10 Let X be a Fréchet space with metric d. Suppose that K ⊆ X is
compact, V is a neighbourhood of 0 and ε > 0. Show that there
exists a convex neighbourhood of 0, W , such that W ⊆ V and
also such that whenever x ∈ K and y ∈ W then d(x + y, x) < ε.

11.11 Let X be a Fréchet space, C ⊆ X closed and convex, and let F :
C → 2X be an upper seimcontinuous map with F (x) a nonempty,
compact, convex subset of X for each x ∈ C. Then given ε > 0
and d a metric on X, show that there exists a continuous, single
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valued mapping f : C → X such that if x ∈ C then there are a
y ∈ C and z ∈ F (y) such that d(x, y) < ε and d(f(x), z) < ε.
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Degree Theory

In our final chapter we introduce the concept of the degree of a map.
It will be used here to provide another approach to presenting (i) fixed
point theory, and (ii) continuation principles.

We begin by defining the degree of a map defined on subsets of Rn.
Here

Rn := {x = (x1, . . ., xn) : xi ∈ R for i = 1, . . ., n}
with |x| := max{|xi| : i = 1, . . ., n}; ρ denotes the induced distance
(induced by | · |) and

B(y, r) := {x : ρ(x, y) < r}
is the open ball with centre y and radius r. Let D be a bounded open
subset of Rn and p ∈ Rn. C(D) is the linear subspace of continuous
functions from D into Rn with norm

‖f‖ := sup
x∈D

|f(x)|;

f ′(x) is the derivative of the function f at the point x; the symbol ‘,j ’

denotes the operator
∂

∂xj
and Jf (x) is the Jacobian of f at x, that is,

Jf (x) := det f ′(x) = det(fi,j(x)).

We say that f ∈ C1(D) if f ∈ C(D) and there is an extension f̃ of f

defined on an open set D(f) containing D such that f has continuous
first order partial derivatives in D(f); the norm on C1(D) is

‖f‖1 := sup
x∈D

1≤i≤n
|fi(x)| + sup

x∈D
1≤i,j≤n

|fi,j(x)|.

C2(D) is the subspace of C1(D) consisting of those functions for which

142
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the corresponding extensions f̃ have continuous partial derivatives of
the second order in D(f). Finally Cr0(D) (r = 1, 2) is the subspace of
Cr(D) consisting of those functions whose support is contained in D

(the support of f , denoted by supp(f), is {x : f(x) 
= 0}).

Definition 12.1 A point x ∈ Rn for which f(x) = p is called a p-point
of f . For f ∈ C(D), f−1(p) is then the collection of p-points of f in D.

Definition 12.2 Let φ ∈ C1(D). We say that x is a critical point of φ
if Jφ(x) = 0; then φ(x) is a critical value of φ. The set of critical points
of φ in D is denoted by Zφ(D) or Zφ. The set of critical values, φ(Zφ),
is called the crease of φ.

Theorem 12.1 If φ ∈ C1(D) and p /∈ creaseφ, then φ−1(p) is finite.

Proof We claim that the p-points of φ in D are isolated. Suppose the
claim is true. Notice that φ−1(p) is closed and also compact. Since the
p-points of φ in D are isolated, there exists an open covering {Aα}α∈A
of φ−1(p) with

φ−1(p) ⊆
⋃
α∈A

Aα

and with each Aα containing at most one p-point of φ in D. We can
now extract a finite subcovering and as a result, φ−1(p) is finite.

It remains to prove the claim. If this were not true then we would
have a sequence (xn) in D convergent to x0 say, with φ(xn) = p for all
n. Then x0 ∈ D, φ(x0) = p and

(12.1) 0 = φ(xn) − φ(x0) = φ′(x0)(xn − x0) + o(|xn − x0|) as n → ∞.

Since φ′(x0) is nonsingular, there is an r > 0 with

(12.2) |φ′(x0)(u)| ≥ r|u| for u ∈ Rn.

For n sufficiently large we have from (12.1) that

|φ′(x0)(xn − x0)| < 1
2
r|xn − x0|,

and this contradicts (12.2).

Definition 12.3 Suppose that φ ∈ C1(D), p /∈ φ(∂D) and p /∈ creaseφ.
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Define the degree of φ at p relative to D to be d(φ,D, p), where

d(φ,D, p) :=
∑

x∈φ−1(p)

sign Jφ(x).

Remark 12.1

(i) ∂D denotes the boundary of D.
(ii) Since p /∈ creaseφ, Theorem 12.1 guarantees that the summation in

the definition is finite.

We have immediately the following result.

Theorem 12.2 Let I denote the identity map. If p ∈ D then d(I,D, p)
= 1, whereas if p /∈ D then d(I,D, p) = 0.

Our goal is to remove the restrictions that φ ∈ C1(D) and p /∈ creaseφ
in Definition 12.3. We first give some definitions (the justifications will
follow).

Definition 12.4 If φ ∈ C1(D) and p /∈ φ(∂D) but p ∈ creaseφ, define
d(φ,D, p) to be d(φ,D, q), where q is any point such that

q /∈ creaseφ and |q − p| < ρ(p, φ(∂D)).

Remark 12.2 Since ∂D is compact, φ(∂D) is closed and therefore as
a result ρ(p, φ(∂D)) > 0 since p /∈ φ(∂D).

To justify Definition 12.4 we need to show that we can find a q as
described. In addition we need to prove that the degree does not depend
on the particular point q chosen.

Definition 12.5 Suppose that φ ∈ C(D) and p /∈ φ(∂D). Define
d(φ,D, p) to be d(ψ,D, p) where ψ is any function in C1(D) satisfying

|φ(x) − ψ(x)| < ρ(p, φ(∂D)) for x ∈ D.

To justify Definition 12.5 we need to show that the degree does not
depend on the function ψ chosen.

We now gather together the results that will be needed to justify the
above definitions.

Theorem 12.3 Suppose that φ ∈ C1(D) and p /∈ φ(Zφ)∪φ(∂D). Then
there is a δ > 0, depending on p and φ, such that if ‖ψ − φ‖1 < δ then

p /∈ ψ(Zψ) ∪ ψ(∂D) and d(ψ,D, p) = d(φ,D, p).
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Proof If φ−1(p) = ∅ take δ =
1
2
ρ(p, φ(∂D)). Then if ‖ψ − φ‖1 < δ

we have |ψ(x) − p| > δ for x ∈ D, that is, ψ has no p-points in D.
Consequently d(φ,D, p) = d(ψ,D, p) from Definition 12.3.

Suppose next that φ−1(p) = {a1, . . ., ak} (we know that φ−1(p) is
finite since p is not a critical value of φ). We can take (Exercise 12.1)
disjoint balls Bi := B(ai, r) and make a sequence of choices of r and
δ such that eventually every ψ ∈ C1(D) satisfying ‖ψ − φ‖1 < δ has
exactly one p-point in each Bi and none elsewhere, and Jφ and Jψ have
the same sign in each Bi.

With r chosen as above, there is an ε > 0 with |φ(x) − p| ≥ ε for
x ∈ A ≡ D\B(r) where B(r) := B(a1, r)∪ · · · ∪B(ak, r). By decreasing
δ further if necessary we can ensure that |φ(x) − ψ(x)| ≤ ε

2
for x ∈ D.

Thus if x ∈ A,

|ψ(x) − p| ≥ |φ(x) − p| − |φ(x) − ψ(x)| ≥ ε

2

and therefore ψ−1(p) ⊆ B(r). Since no point of B(r) is a critical point
of ψ, we also have that p /∈ creaseψ. Consequently

d(ψ,D, p) =
∑

x∈ψ−1(p)

sign Jψ(x) =
k∑
i=1

sign Jφ(ai) = d(φ,D, p).

Next we state, for the convenience of the reader, a version of Sard’s
well known theorem on manifolds which will be particularly useful here.

Theorem 12.4 Let φ ∈ C1(D). Then the crease φ(Zφ) has zero mea-
sure in Rn.

Remark 12.3 Since φ(Zφ) has measure zero, it cannot have interior
points.

If X is a subset of Rn, we can write C1(X,Rm) for the vector space of
continuously differentiable functions from X into Rm, and C1

0 (X,Rm)
for the subset consisting of those functions whose support is compact.
We now state two well known results. The proofs are not difficult (Ex-
ercise 12.2) and can be found in any standard analysis book.

Theorem 12.5 Let φ ∈ C2(D) and v ∈ C1
0 (Rn,Rn) with supp(v)

disjoint from φ(∂D). Then there is a function u ∈ C1
0 (D) with

(div u)(x) = Jφ(x) · (div v)(φ(x)).
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Theorem 12.6 Let f ∈ C1
0 (Rn,R) and K = supp(f). Let γ(s) be a

path in Rn such that the tube

A ≡ {k + γ(s) : k ∈ K and 0 ≤ s ≤ 1}
is contained in D. Then there is a v ∈ C1

0 (D) with

(div v)(x) = f(x− γ(0)) − f(x− γ(1)).

Our next result expresses the degree of a map as an integral.

Theorem 12.7 Suppose that φ ∈ C1(D), p /∈ φ(∂D) and p /∈ creaseφ.
Let fε : Rn → R be a continuous function with

Kε ≡ supp(fε) ⊆ B(0, ε) and
∫
Rn

fε(x) dx = 1.

Then there is an ε0, depending on p and φ, such that if 0 < ε < ε0 then

(12.3) d(φ,D, p) =
∫
D

fε(φ(x) − p)Jφ(x) dx.

Proof Suppose that φ−1(p) = {a1, . . . , ak} (note that p /∈ creaseφ). For
sufficiently small ε there are disjoint neighbourhoods Ai(ε) of ai in D

such that for each i,

φ(Ai(ε)) = B(p, ε) and φ|Ai
is one-to-one.

In addition choose ε such that the Ai(ε) are disjoint from ∂D and Jφ 
= 0
in them. As a result

supp(fε(φ(·) − p)) ⊆
k⋃
i=1

Ai(ε),

and therefore since Jφ is one sign in each Ai(ε) we have

∫
D

fε(φ(x) − p)Jφ(x) dx =
k∑
i=1

∫
Ai

fε(φ(x) − p)Jφ(x) dx

=
k∑
i=1

sign Jφ(ai)
∫
Kε

fε(y) dy

=
k∑
i=1

sign Jφ(ai) = d(φ,D, p).

We are now in a position to prove the last theorem that will be needed
in the justification of Definition 12.4.
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Theorem 12.8 Let φ ∈ C1(D) and suppose that p1 and p2 are in the
same component of Rn\φ(∂D) with neither in the crease of φ. Then

d(φ,D, p1) = d(φ,D, p2).

Proof Suppose to begin with that φ ∈ C2(D). Since φ(∂D) is closed,
we have that Rn\φ(∂D) is an open subset of Rn and therefore from a
standard topology course we know that its connected components are
path connected. Let Ω be the component of Rn\φ(∂D) containing p1

and p2. There exists a path γ(s) in Ω with γ(0) = p1 and γ(1) = p2.
Since {γ(s) : 0 ≤ s ≤ 1} is compact there exists an ε1 > 0 such that the
ε1-neighbourhood of γ is contained in Ω. Let ε < ε1 and let fε be chosen
such that d(φ,D, p1) and d(φ,D, p2) are given by (12.3). Next let

Ks,ε := {z + γ(s) : z ∈ supp(fε)}.
Notice that Ks,ε ⊆ Ω for 0 ≤ s ≤ 1. Theorem 12.6 guarantees a v ∈
C1

0 (D) with supp(v) ⊆ Ω and

(12.4) (div v)(x) = fε(x− p1) − fε(x− p2).

Theorem 12.5 (note that φ ∈ C2(D) and supp(v) is disjoint from φ(∂D))
guarantees a u ∈ C1

0 (D) with

(12.5) (div u)(x) = Jφ(x) · (div v)(φ(x)).

Now using (12.4), (12.5) and the divergence theorem we obtain

d(φ,D, p1) =
∫
D

fε(φ(x) − p1)Jφ(x) dx

=
∫
D

fε(φ(x) − p2)Jφ(x) dx +
∫
D

Jφ(x) · (div v)(φ(x)) dx

=
∫
D

fε(φ(x) − p2)Jφ(x) dx +
∫
D

(div u)(x) dx

= d(φ,D, p2).

It remains to consider the case when φ is no longer in C2(D). Of
course there is a sequence {φn}∞n=1 with

φn ∈ C2(D) and φn → φ in C1(D) as n → ∞.

Let γ(s) be as above and let δ = ρ(γ, φ(∂D)) (note that δ > 0 since

γ and φ(∂D) are compact). If ‖φ − φn‖ <
δ

2
, then for x ∈ ∂D and
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0 ≤ s ≤ 1 we have for this n,

|φn(x) − γ(s)| ≥ |φ(x) − γ(s)| − |φ(x) − φn(x)| > δ

2
;

thus p1 and p2 are in the same component of Rn\φn(∂D). Choosing n

sufficiently large we obtain from Theorem 12.3 (applied twice) that

d(φ,D, p1) = d(φn, D, p1) = d(φn, D, p2) = d(φ,D, p2).

Justification of Definition 12.4 From Theorem 12.4 every ball B(p, r)
contains points q /∈ creaseφ. The component of p in Rn\φ(∂D) con-
tains B(p, ρ(p, φ(∂D))). Consequently Theorem 12.8 guarantees that
d(φ,D, q) has the same value for all q /∈ creaseφ satisfying |q − p| <

ρ(p, φ(∂D)).

We will need one more definition and theorem before we justify Defi-
nition 12.5.

Definition 12.6 A C1 homotopy between φ and ψ of C1(D) is a
function H : D × [0, 1] → Rn such that H0 = φ, H1 = ψ, Ht ∈ C1(D)
for 0 ≤ t ≤ 1 and ‖Ht−Hs‖1 → 0 as s → t; here Ht denotes the function
x �→ H(x, t).

Theorem 12.9 Let φ ∈ C1(D).

(i) d(φ,D, ·) is constant on components of Rn\φ(∂D).
(ii) If p /∈ φ(∂D) there is an ε > 0, depending on p and φ, with

d(φ,D, p) = d(ψ,D, p) when ‖φ− ψ‖1 < ε.
(iii) Let H(x, t) be a C1 homotopy between φ and ψ with p /∈ H(∂D, t)

for all t ∈ [0, 1]. Then d(φ,D, p) = d(ψ,D, p).

Proof

(i) Let Ω be a component of Rn\φ(∂D) with p1, p2 ∈ Ω. For i = 1, 2
choose (Theorem 12.4) qi /∈ creaseφ with |qi − pi| < ρ(pi, φ(∂D)).
Note that q1, q2 ∈ Ω and Definition 12.4 (applied twice) with The-
orem 12.8 give

d(φ,D, p1) = d(φ,D, q1) = d(φ,D, q2) = d(φ,D, p2).

(ii) Let δ = ρ(p, φ(∂D)) and choose q such that |q − p| < δ/2 and q /∈
creaseφ (Theorem 12.4). Also choose ε < δ/2 such that ‖φ−ψ‖1 < ε
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implies q /∈ creaseψ and d(φ,D, q) = d(ψ,D, q) (Theorem 12.3).
Note that if x ∈ ∂D then

|p− ψ(x)| ≥ |p− φ(x)| − |φ(x) − ψ(x)| > δ

2
,

therefore p and q are in the same component of Rn\ψ(∂D) (also p

and q are in the same component of Rn\φ(∂D)). Applying part (i)
twice we obtain

d(φ,D, p) = d(φ,D, q) = d(ψ,D, q) = d(ψ,D, p).

(iii) d(Hε, D, p) is defined for all t ∈ [0, 1] and it is easy to see from part
(ii) that it is a continuous function from [0, 1] into R. This together
with the fact that d is integer valued guarantees the result.

Justification of Definition 12.5 Let δ = ρ(p, φ(∂D)) and suppose for
i = 1, 2 that ψi ∈ C1(D) with ‖φ− ψi‖ < δ. Define the C1 homotopy

ht(x) := tψ1(x) + (1 − t)ψ2(x) for x ∈ D and 0 ≤ t ≤ 1.

Notice that

|ht(x) − φ(x)| = |t(ψ1(x) − φ(x)) + (1 − t)(ψ2(x) − φ(x))|
< tδ + (1 − t)δ = δ,

therefore if x ∈ ∂D then

|p− ht(x)| ≥ |p− φ(x)| − |φ(x) − ht(x)| > δ − δ = 0.

Thus p /∈ ht(∂D) for 0 ≤ t ≤ 1 and therefore d(ψ1, D, p) = d(ψ2, D, p)
from Theorem 12.9 (iii). Consequently d(ψ,D, p) is the same for all
ψ ∈ C1(D) if |φ(x) − ψ(x)| < δ for x ∈ D.

Theorem 12.10 Let φ ∈ C(D) and p /∈ φ(∂D). If d(φ,D, p) is nonzero
then there is a q ∈ D with φ(q) = p.

Proof If p /∈ φ(D) take ψ ∈ C1(D) with ‖φ − ψ‖ < ρ(p, φ(D)). For
x ∈ D note that

|p− ψ(x)| ≥ |p− φ(x)| − |φ(x) − ψ(x)| > 0.

Thus p /∈ ψ(D) and therefore d(ψ,D, p) = 0 from Definition 12.3. As
a result d(φ,D, p) = 0 from Definition 12.5 – a contradiction. Hence
p ∈ φ(D), that is, there exists q ∈ D with φ(q) = p.



150 Degree Theory

Let X and Y be topological spaces. Two continuous functions f and g

are said to be homotopic (written f � g) if there is a continuous function
h : [0, 1] ×X → Y with h(0, x) = f(x) and h(1, x) = g(x) for all x ∈ X.

Theorem 12.11

(i) Suppose that φ ∈ C(D) and p /∈ φ(∂D). If ‖ψ − φ‖ < ρ(p, φ(∂D))
then d(ψ,D, p) is defined and equals d(φ,D, p).

(ii) If h(t, x) := ht(x) is a homotopy and p /∈ ht(∂D) for 0 ≤ t ≤ 1,
then d(ht, D, p) is independent of t ∈ [0, 1].

Proof

(i) If x ∈ ∂D then

|p− ψ(x)| ≥ |p− φ(x)| − |φ(x) − ψ(x)| > 0.

Thus p /∈ ψ(∂D) and therefore d(ψ,D, p) is defined. Let σ ∈ C1(D)
be such that

‖σ − ψ‖ + ‖ψ − φ‖ < ρ(p, φ(∂D)).

This implies that

‖σ − φ‖ ≤ ‖σ − ψ‖ + ‖ψ − φ‖ < ρ(p, φ(∂D)),

therefore Definition 12.5 implies that d(φ,D, p) = d(σ,D, p). In
addition since

ρ(p, φ(∂D)) ≤ ρ(p, ψ(∂D)) + ‖φ− ψ‖
we have ‖σ−ψ‖ < ρ(p, ψ(∂D)). Once again Definition 12.5 implies
that d(ψ,D, p) = d(σ,D, p). As a result,

d(ψ,D, p) = d(φ,D, p) if ‖ψ − φ‖ < ρ(p, φ(∂D)).

(ii) Notice that d(ht, D, p) is defined for all t ∈ [0, 1]. It is easy to see
from part (i) that t �→ d(ht, D, p) is a continuous function from [0, 1]
into R. This together with the fact that d is integer valued implies
that d(ht, D, p) is a constant.

We now use degree theory to give an alternative proof of Brouwer’s
fixed point theorem (Theorem 4.3).

Theorem 12.12 Let Bn denote the closed unit ball in Rn. Then every
continuous map ψ : Bn → Bn has a fixed point.
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Proof If ψ(x0) = x0 for some x0 ∈ ∂Bn then we are finished.
For the remainder of the proof we suppose that ψ(x) 
= x for x ∈

∂(intBn) = ∂Bn. Consider

ht(x) = x− tψ(x) for x ∈ Bn and 0 ≤ t ≤ 1.

If x ∈ ∂(intBn) and 0 ≤ t < 1, then tψ(x) ∈ int(Bn) and therefore

ht(x) 
= 0 for x ∈ ∂(intBn) and 0 ≤ t < 1.

Also 0 /∈ h1(∂(intBn)) since x 
= ψ(x) for x ∈ ∂(intBn). We can apply
Theorem 12.11 (ii) to deduce that

(12.6) d(I − ψ, int(Bn), 0) = d(I, int(Bn), 0);

here I denotes the identity map. Notice that Theorem 12.2 guarantees
that d(I, int(Bn), 0) = 1 and this together with (12.6) yields

d(I − ψ, int(Bn), 0) = 1.

Theorem 12.10 guarantees that there is an x ∈ int(Bn) with (I−ψ)(x) =
0, that is, x = ψ(x).

The following nonlinear alternative of Leray–Schauder type is also
easily deduced from degree theory.

Theorem 12.13 Let D be a bounded, open subset of Rn and φ ∈ C(D).
Suppose that p ∈ D is such that

(12.7) φ(x) − p 
= µ(x− p) for all x ∈ ∂D and µ > 1.

Then φ has a fixed point in D.

Proof Assume that φ has no fixed points in ∂D (otherwise we are fin-
ished). Consider

ht(x) = x− p− t(φ(x) − p) for x ∈ D and 0 ≤ t ≤ 1.

If ht(x) = 0 for x ∈ ∂D and 0 < t < 1 then

φ(x) − p = µ(x− p) with µ =
1
t
;

which contradicts (12.7). Note also that h1(x) 
= 0 for x ∈ ∂D and
h0(x) 
= 0 for x ∈ ∂D since p ∈ D. Theorem 12.11 (ii) with p ∈ D

guarantees that

d(I − φ,D, 0) = d(I − p,D, 0) = 1;

here I is the identity map. Now apply Theorem 12.10.
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Next we define the degree of a map defined on a normed linear space
(X, ‖ · ‖). Here D will denote an open, bounded subset of X and p will
be a point of X. As before, ρ will denote the induced distance (induced
by ‖ · ‖). We shall consider maps φ = I − F where I is the identity and
F : D → X is continuous and compact. Suppose also that p /∈ φ(∂D).
In our definition of degree we will use as before ρ(p, φ(∂D)). We first
show

(12.8) δ = ρ(p, φ(∂D)) > 0.

If δ := inf{‖p − φ(x)‖ : x ∈ ∂D} = 0 then there exists a sequence (xn)
in ∂D with φ(xn) → p as n → ∞. Since F : D → X is a compact map
we deduce that the set {F (xn)}∞n=1 is relatively compact and therefore
has a convergent subsequence. That is, there exists a subsequence S of
N with F (xn) → y (say) as n → ∞ in S. Notice that y ∈ F (D) and

xn = F (xn) + φ(xn) → y + p as n → ∞ in S.

Note that y + p ∈ ∂D since xn ∈ ∂D and ∂D is closed. The continuity
of F now implies y = F (y + p) and therefore φ(y + p) = p. That is,
p ∈ φ(∂D) – a contradiction. Thus (12.8) is true.

Next take ε with 0 < ε < δ = ρ(p, φ(∂D)). The Schauder approx-
imation theorem (Theorem 4.12) guarantees that there is a mapping
Fε : D → X with finite dimensional range such that

‖F (x) − Fε(x)‖ < ε for x ∈ D.

Let Hε be the finite dimensional normed space spanned by Fε(D) and
p, that is, Hε = span{Fε(D), p}. In addition let

Dε = D ∩Hε and φε(x) = x− Fε(x) for x ∈ D.

Clearly Dε is a bounded, open subset of Hε and ∂εDε ⊆ ∂D (here ∂εDε

is the boundary of Dε in Hε). In addition φε(Dε) ⊆ Hε and for x ∈ ∂D

‖x− Fε(x) − p‖ ≥ ‖x− F (x) − p‖ − ‖F (x) − Fε(x)‖ > δ − ε > 0;

thus d(φε, Dε, p) is defined.
We now claim

(12.9) d(φε, Dε, p) is independent of ε.

To see this take ε and η both in (0, δ). Let Hε, Hη be as defined above
and let

Hµ := span{Hε, Hη} and Dµ := D ∩Hµ.
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Exercise 12.5 now guarantees that

(12.10) d(φε, Dε, p) = d(φε, Dµ, p)

and

(12.11) d(φη, Dη, p) = d(φη, Dµ, p).

Consider

ht(x) = tφε(x) + (1 − t)φη(x) for x ∈ Dµ and 0 ≤ t ≤ 1.

Notice that

‖ht(x) − φ(x)‖ ≤ t‖φε(x) − φ(x)‖ + (1 − t)‖φη(x) − φ(x)‖
< tε + (1 − t)η < δ

and therefore for x ∈ ∂Dµ we have

‖ht(x) − p‖ ≥ ‖φ(x) − p‖ − ‖φ(x) − ht(x)‖ > 0.

Thus

(12.12) d(φε, Dµ, p) = d(φη, Dµ, p).

Now (12.10), (12.11) and (12.12) guarantee that (12.9) is true.
Finally if V is any finite dimensional space containing Hε where 0 <

ε < δ, then with DV = D ∩ V , Exercise 12.5 guarantees that

d(φε, DV , p) = d(φε, Dε, p).

We are now in a position to give the definition of the degree (Leray–
Schauder) of maps of the form I − F where I is the identity and F is
continuous and compact.

Definition 12.7 Let D be an open, bounded subset of a normed linear
space X = (X, ‖ · ‖) and φ = I − F where F : D → X is continuous
and compact. Also let p ∈ X\φ(∂D). Take φ̂ = I − F̂ where F̂ is a
continuous mapping defined in D with finite dimensional range chosen
such that

‖F (x) − F̂ (x)‖ < ρ(p, φ(∂D)) for x ∈ D.

Choose a finite dimensional linear space V to contain F̂ (D) and p and
let DV = D ∩ V . Define

d(φ,D, p) = d(φ̂,DV , p).



154 Degree Theory

Theorem 12.14 Let D be an open, bounded subset of a normed linear
space X. If p ∈ D then d(I,D, p) = 1 whereas if p /∈ D then d(I,D, p) =
0.

Proof In Definition 12.7 take F̂ = 0 and the space V to contain p. Now
apply Theorem 12.2.

Theorem 12.15 Let D be an open, bounded subset of a normed linear
space X = (X, ‖ · ‖) and φ = I −F where F : D → X is continuous and
compact. Suppose that p /∈ φ(∂D) and d(φ,D, p) 
= 0. Then there is an
x ∈ D with φ(x) = p.

Proof For all sufficiently small ε, we can choose as in the Schauder
approximation theorem (Theorem 4.12) a mapping Fε with finite di-
mensional range such that ‖F (x) − Fε(x)‖ < ε for x ∈ D. Definition
12.7 together with d(φ,D, p) 
= 0 implies for n sufficiently large (that is
for n ≥ n0, n0 ∈ N, say) that there exists an xn ∈ D with

xn − F 1
n

(xn) = p.

Now {F (xn)}∞n=n0
is relatively compact, therefore there is a subsequence

S of {n0, n0 + 1, . . .} with F (xn) → y, say, as n → ∞ in S. In addition,

‖xn − F (xn) − p‖ =
∥∥∥F 1

n
(xn) − F (xn)

∥∥∥ <
1
n
,

therefore xn → y + p as n → ∞ in S. From the continuity of F we have
y = F (y + p), therefore φ(y + p) = p.

Definition 12.8 Let D be an open, bounded subset of a normed linear
space X = (X, ‖ · ‖) and suppose h maps [0, 1] into K(D); here K(D)
denotes the set of continuous, compact maps from D into X. We say
that h is a homotopy of compact transformations on D if given ε > 0
there is a δ > 0, depending on ε, with

‖(h(t))(x) − (h(s))(x)‖ < ε for x ∈ D and |t− s| < δ.

Theorem 12.16 (Invariance under homotopy) Let D be an open,
bounded subset of a normed linear space X = (X, ‖ · ‖) and let h(t) be a
homotopy of compact transformations on D such that if φt = I − h(t),
p /∈ φt(∂D) for 0 ≤ t ≤ 1. Then d(φt, D, p) is independent of t ∈ [0, 1].
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Proof We claim there exists an r > 0 with

(12.13) ‖φt(x) − p‖ ≥ r for x ∈ ∂D and 0 ≤ t ≤ 1.

If not then there are sequences (xn) in D and (tn) in [0, 1] with

‖φtn(xn) − p‖ <
1
n
.

There exists a subsequence S1 of N with tn → τ , say, as n → ∞ in
S1. Since h(τ) is compact there exists a subsequence S2 of S1 with
(h(τ))(xn) → y, say, as n → ∞ in S2. In addition

‖(h(τ))(xn) − (h(tn))(xn)‖ → 0 as n → ∞ in S2,

and therefore

‖y − (h(tn))(xn)‖ ≤ ‖y − (h(τ))(xn)‖ + ‖(h(τ))(xn) − (h(tn))(xn)‖
→ 0 as n → ∞ in S2.

Therefore (h(tn))(xn) → y as n → ∞ in S2 and

xn = (φtn(xn) − p) + (h(tn))(xn) + p → y + p as n → ∞ in S2.

Now y + p ∈ ∂D since xn ∈ ∂D and ∂D is closed. In addition

φτ (y + p) = y + p− y = p,

and this contradicts p /∈ φt(∂D) for 0 ≤ t ≤ 1. Thus (12.13) is true.
We now define a relation on [0, 1] as follows:

(12.14) s ∼ t if d(φs, D, p) = d(φt, D, p).

Clearly (12.14) defines an equivalence relation. We claim

(12.15) the equivalence classes are open subsets of [0, 1].

If (12.15) is true then by the connectedness of [0, 1] we have only one
such class, therefore we are finished.

It remains to show (12.15). Take η ∈ [0, 1] and choose ε such that

0 < ε <
1
4r

; here r is chosen as in (12.13). Corresponding to ε, take a

vector space V and a mapping hε(η) to approximate h(η) as in Definition
12.7 with

(12.16) ‖(hε(η))(x) − (h(η))(x)‖ <
1
4r

for x ∈ D.

Definition 12.8 guarantees a δ > 0 such that |t− η| < δ implies

(12.17) ‖(h(η))(x) − (h(t))(x)‖ <
1
4r

for x ∈ D.
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Combining (12.16) and (12.17) gives

‖(h(t))(x) − (hε(η))(x)‖ <
1
2r

for |t− η| < δ and x ∈ D,

that is, hε(η) can be used as an approximation for h(t) in Definition
12.7. Consequently

d(φt, D, p) = d(I − hε(η), DV , p)

where DV = D ∩ V and V is a suitably chosen finite dimensional space.
Notice that

d(I − hε(η), DV , p) = d(φη, D, p);

therefore t ∼ η if |t− η| < δ. Thus (12.15) holds.

We can now use degree theory to give an alternative proof of
Schauder’s fixed point theorem (Theorem 4.14).

Theorem 12.17 Let C be a closed, bounded, convex subset of a normed
linear space X with 0 ∈ intC. Let φ : C → C be a continuous, compact
map. Then φ has a fixed point in C.

Proof Let D = intC. Note that D = C and ∂D = ∂C. Consider

ht(x) = x− tφ(x) for x ∈ D and 0 ≤ t ≤ 1.

Assume that x 
= φ(x) for x ∈ ∂D (otherwise we are finished). If x ∈ ∂D

and 0 ≤ t < 1 then tφ(x) ∈ D and therefore ht(x) 
= 0 for x ∈ ∂D and
0 ≤ t < 1. In addition 0 ∈ h1(∂D) since x 
= φ(x) for x ∈ ∂D. We can
apply Theorem 12.16 to deduce that

(12.18) d(I − φ,D, 0) = d(I,D, 0).

Notice that Theorem 12.14 guarantees that d(I,D, 0) = 1 and this to-
gether with (12.18) yields

d(I − φ,D, 0) = 1.

Now apply Theorem 12.15.

Remark 12.4 It is possible to define a topological degree for many
other classes of maps, for example, condensing maps, multivalued upper
semicontinuous maps etc. The details can be found in any standard
book on degree theory.
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Notes We follow the approach of Lloyd [121] in Chapter 12. Other
approaches may be found in Browder [31], Cronin [44], Deimling [50],
Mawhin [124] and Zeidler [191].

Exercises

12.1 Complete the details in the proof of Theorem 12.3.

12.2 Prove Theorem 12.5 and Theorem 12.6.

12.3 Suppose that X is a real normed space of dimension n. Note that
X can be identified with Rn once a basis has been chosen. Thus
the degree of mappings from X can be defined provided we can
show that the degree we have defined in Rn is independent of the
basis shown. Let D ⊆ Rn be open and bounded, φ ∈ C(D) and
p /∈ φ(∂D). Show that d(φ,D, p) is invariant under a nonsingular
C1 change of coordinates.

12.4 Let D ⊆ Rn be open and bounded and let φ ∈ C(D). Use The-
orem 12.9 to show that d(φ,D, ·) is constant on components of
Rn\φ(∂D).

12.5 Suppose that m ≤ n, D is an open, bounded subset of Rn and
φ ∈ C(D,Rm). Let ψ : D → Rm be defined by

ψ(x) := x + φ(x) for x ∈ D.

Let Dm := Rm ∩D and let η be the restriction of ψ to Rm ∩D.
If p ∈ Rm\ψ(∂D), show that

d(ψ,D, p) = d(η,Dm, p).

12.6 Let D ⊆ Rn be open and bounded and suppose that p /∈ φ(∂D)
and φ ∈ C(D).

(i) If D is the disjoint union of open sets Di (i = 1, 2, . . .) show

d(φ,D, p) =
∑
i

d(φ,Di, p).

(ii) If K ⊆ D is closed and p /∈ φ(K) show that

d(φ,D, p) = d(φ,D\K, p).
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nonlinéaires dans les espaces de Banach, Dissertationes Math.
(Rozprowy Mat.), 263 (1988), 1–80.

[115] K. KURATOWSKI and C. RYLL-NARDZEWSKI, A general theorem
on selections, Bull. Acad. Polon. Sci. Ser. Sci. Math. Astronom. Phys,
13 (1965), 397–403.

[116] E. LAMI DOZO, Multivalued nonexpansive mappings and Opial’s
condition, Proc. Amer. Math. Soc., 38 (1973), 286–292.

[117] J. W. LEE and D. O’REGAN, Existence priciples for differential
equations and systems of equations, Topological methods in differential
equations and inclusions (A. Granas and M. Frigon, eds), NATO ASI
Series C, Kluwer Acad. Publ., 1995, 239–289.

[118] R. LEGGETT and L. WILLIAMS, Multiple positive fixed points of
nonlinear operators on ordered Banach spaces, Indiana Univ. Math. J.,
28 (1979), 673–688.

[119] J. LERAY and J. SCHAUDER, Topologie et équations fonctionnelles,
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Lp-Carathéodory function, 8
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