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Abstract 

 

Effective data analysis of big datasets is a challenge and when data changes over time, 

new feature values are added, as a result, its complexity increases. An advanced approach of 

rough sets theory known as the Dominance-based Rough Set Approach (DRSA) is a powerful 

mathematical tool for identifying meaningful information in preference-ordered datasets. Data 

analysis using DRSA is primarily based on the lower and upper approximations calculation, 

which are very expensive to compute. It mainly used resources i.e., time execution and memory 

consumption. When the data changes over time, approximation sets must be recalculated. As a 

result, calculations that are repeating, increase the cost of approximation’s computation in the 

real-time domain. The proposed approach computes approximations for increasing object values 

with time. Results were compared with the conventional approach using UCI publicly available 

datasets. When compared to the usual method, our suggested approach updated approximations 

in less time, with an average reduction of 99.2%. 

 

Index Terms- Rough Set Theory, Dominance Based Rough Sets Approximation, Dynamic Dataset, 

KD Tree, Dynamic Update, Dynamic System 
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CHAPTER 1 :     INTRODUCTION 
 

The concept of data is constantly changing and evolving in our daily lives. Data complexity 

refers to the level of difficulty in examining and handling data [1]. Due to the rapid expansion of 

digital information, data complexity become a serious challenge. Factors that affect complexity of 

data are its expansion, growth, velocity and variety. When large amount of data generated from its 

source, it’s way more difficult to handle, analyze, preprocess and computation analysis [2]. An 

algorithm can become affected by irrelevant, redundant, and noisy features, which will have a 

negative impact on efficiency, accuracy and computational cost.  

Dealing with large data requires advance techniques, tools and expertise to find meaningful 

information for decision making process [3]. So, there is a need to select relevant features that can 

help algorithm to work more effectively and efficiently. 

Relevant features lead to data processing more accurately. But as the quantity and variety of 

datasets increase with time, it contains irrelevant and redundant features most likely noisy data. As 

the quantity of data increases, the size also increases. It will affect the model’s accuracy and 

efficiency very badly. With the help of the feature selection techniques, we can eliminate irrelevant 

and redundant features.  

It also helps in improving the model’s efficiency, and performance and lowers its 

computational expense. It reduces overfitting and improves accessibility. To assess the relevance 

and value of features, various techniques such as statistical testing, correlation analysis, and 

regularization procedures are used.  

Effective feature selection can result in more efficient and accurate models which allow for 

better decision-making and data insights [4]. With the feature selection method, we can remove 

irrelevant features and make the algorithm easier to understand and debug. Also, we can increase 

the model’s performance and enable the model to train fast. 
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1.1 Feature selection 

The process of selecting the most reliable, non-redundant, and relevant characteristics to add in a 

model is known as feature selection [5]. As the number and diversity of datasets expand over time, 

it is critical to gradually minimize their size. The basic goals of feature selection are to improve 

the performance of a predictive model while also lowering its computing cost. 

The act of selecting the most important features to input into algorithmic methods for machine 

learning is known as feature selection, and it is one of the primary elements of feature design [6]. 

By deleting redundant or unneeded features and reducing the number of features that are most 

critical to the predictive model. 

1.1.1 Advantages of Feature Selection 

There are many advantages of feature selection. Some of them are listed below: 

1. It removes irrelevant features 

2. It makes algorithm easier to understand and debug 

3. It increases the performance of model 

4. It makes training fast 

 

Figure 1 : Generic Process of feature selection 
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1.2 Methods of Feature selection 

There are two types of feature selection algorithms: 

1.2.1 Supervised 

This strategy may be used on labeled data to identify relevant features [7] and improve the 

efficacy of supervised models [6] such as regression and classification. This includes SVM, 

decision trees, and linear regression. Supervised techniques also include filter methods, wrapper 

methods, and embedded methods. 

1.2.1.1 Filter Methods 

In contrast to cross-validation performance, filter algorithms pick features based on 

statistics [9], [10]. A predetermined measure is used to identify superfluous properties and perform 

recursive feature selection. Multivariate filter approaches assess the overall relevance of the 

features while identifying redundant and unnecessary features [11], in contrast to univariate filter 

methods, which create a specific ordering list of features to help with the final pick of feature 

subsets. 

1.2.1.2 Wrapper Methods 

Wrapper feature selection techniques treat feature selection as a search issue by preparing, 

evaluating, and comparing a particular feature combination to another [12], [13]. This method 

makes it easier to identify possible interactions between variables. Wrapper techniques focus on 

feature subsets to enable the selection algorithm provide higher-quality outcomes [14]. Boruta and 

Forward feature selection are two popular examples. 

1.2.1.3 Embedded Methods 

In this methods, classification and selection of features are carried out concurrently as part 

of the learning algorithm by integrating the feature selection machine learning algorithm [15]. 

During every iteration of the model training process, the most important characteristics are 

carefully extracted [16]. Embedded techniques include random forest feature selection, decision 

tree feature selection, and LASSO feature selection. 
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1.2.2 Unsupervised 

This method can be applied to unlabeled data that can be used [17] with these methods. 

Because there are no clearly defined data labels in unsupervised, it is difficult to evaluate the 

effectiveness of an algorithm [18] The algorithm divides a dataset into various categories after 

discovering a deep structure in the data on its own. The algorithm is frequently selected in 

accordance with business objectives. Examples include Principal Component Analysis, 

Hierarchical Clustering, and K-Means Clustering. 

1.2.2.1 Data Dimensions Criteria 

The machine learning (ML) technique known as dimensionality reduction is used to identify 

patterns in data and solve complex computational problems [19]. This approach uses a collection 

of algorithms transform complex input data to a space of low dimensions., thereby reducing the 

number of input variables in a dataset [20]. When working with visual and audio data involving 

speech, video, images, or text, as well as when condensing datasets to better fit a predictive model, 

dimension reduction is useful. 

1.3 Rough Set Theory 

Rough set theory [21] is a mathematical approach developed by Zdzislaw Pawlak in 1982 

that is used to manage [22] unclear, irrelevant, incomplete, imprecise, and noisy data for decision 

making and data analysis. RST provides a number of data structures to represent real-world data, 

including Information Systems, Decision Systems, and Approximations [23].  

Based on the indiscernibility connection, rough set theory splits data into two different and 

equivalent types. By indiscernibility, we imply that a data collection cannot be recognized by a 

certain set of characteristics. Rough set theory allows for the identification of relevant traits while 

deleting those that are redundant or unnecessary [26]. RST offers a variety of data types to 

represent data from real-world situations such as Information Systems, Reasoning Systems, and 

Approximate values. It offers a structured framework for knowledge discovery, feature selection, 

and rule induction, making it particularly useful in data mining, machine learning, and expert 

systems. Rough set theory has applications in a wide range of domains, including finance, 

medicine, and pattern recognition. Because of its ability to deal with ambiguity and missing or 

inaccurate data, it is beneficial in circumstances where traditional approaches may fail.  
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The theory provides a solid foundation for analyzing and interpreting big data, enabling the 

extraction of important data and relevant qualities. Its adaptability and agility make it a vital tool 

in artificial intelligence, aiding with the creation of statistical analysis and support systems for 

decision-making. 

Rough set theory, like probability, statistics, entropy, and Dempster-Shafer theory, is one of 

several methodologies that may be used to analyze uncertain systems. However, this method does 

not work for preferred ordering. 

1.4 Dominance Based Rough Set Approach (DRSA) 

To address this issue, Greco, Matarazzo, and Sowiski [24] suggested dominance-based rough 

set theory, a modified version of rough set theory. DRSA [25] uses the dominance connection to 

replace the indiscernibility connection. Theory of rough set is a strong paradigm for coping with 

unclear data and inadequate expertise in data analysis and decision-making strategies based on 

dominance. It incorporates object dominance relations into the usual rough set theory.  

Objects are compared based on their preference order in this theory, and dominance 

connections are built to assess the relative value of items. Rough set theory based on dominance 

provides for a deep understanding of the interactions between items and features based on 

preference order. It provides a versatile and effective method for feature selection, classification, 

and decision-making tasks, particularly when data is few or imprecise.  

The fundamental benefit of utilizing rough set theory based on dominance is that it can 

handle complicated and unpredictable material without requiring precise numerical values. The 

theory can represent the inherent complexity and incomplete data in real-world by studying 

preference order. This makes it especially effective in sectors where data is likely to be inadequate, 

noisy, or open to human interpretation. DRSA has found applications in a variety of disciplines, 

that includes finance, healthcare, and engineering, where decision-making under uncertainty is 

important.  

DRSA calculates lower and upper approximations based on preference order between 

objects. To achieve this, objects are compared according to their order of preference. The 

computational complexity develops because dominance-based rough set theory considers various 

qualities and their combinations. As dataset increases its attribute set also increases, as a result the 
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number of dominance comparison also grows. This cause consumption of resources such as time 

and memory. 

 Approximation sets must be recalculated when the data evolve over time. Therefore, 

Repeated computations raise the computational price of approaches in the current time realm. To 

avoid this problem, we devised a solution in which the method computes approximations for object 

values that increase over time.  

The conventional definition of DRSA approximations is finding objects that fit into the 

greatest and least value ordered choice classes are required. The stage is computationally costly 

for bigger datasets. Rough approximation computations are complex and time-consuming, which 

contributes to DRSA's slow performance. Our research methodology lowers the quantity of RAM 

required and the processing time.  

For a single approximation, the traditional DRSA model repeatedly compares each instance 

and its attributes with the complete dataset. In this research paper, we provide an optimized method 

to improve efficiency in updating approximation sets and to decrease time complexity. All 

estimates were correctly updated using the proposed approach, which also avoided unnecessary 

iterations across the whole dataset. 

1.5 Motivation 

DRSA is a modified version of rough set theory. It easily handles difficult data. It is used by 

many applications for a variety of data mining tasks. It is advance concept but reduction in 

computational difficulty is still required. A lot of researchers work to minimize the computational 

complexity and cost. 

1.6 Problem description 

DRSA calculates greatest and least value ordered choice classes based on ranking of 

preferences between objects. This is done by comparing objects based on their ranking of 

preferences. The computational difficulty develops because dominance-based rough set theory 

considers various qualities and their combinations. As dataset increases, its attribute set also 

increases, as a result the number of dominance comparison also grows. This cause consumption of 

resources such as time and memory.  
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Approximation sets must be recalculated when the data evolve over time. Therefore, the 

computational cost of approximations in the real-time domain is increased by repetitive 

calculations. To avoid this problem, we devised a solution in which the method computes 

approximations for object value that increase over time.  

 

1.7 Aims and Objectives 

The primary goals are: 

• To reduce the computational burden of modelling and improve the performance of a predictive 

model.  

• To determine the upper and lower bounds of approximations for dynamic datasets in which 

object values vary over time. 

• To reduce execution time and memory consumption.  

 

1.8 Scope 

The standard description of DRSA approximations is that finding items that fit into both the 

greatest and least prefer ordered decision classes is required. This stage is computationally 

intensive for bigger datasets. Rough approximation computations are laborious and time-

consuming, which contributes to DRSA's sluggish performance. Our methodology lowers the 

amount of RAM used and the observed execution time.  

The old DRSA model [27] compares every instance and its attributes with the entire dataset 

numerous times for a single approximation. In this paper we come with optimized approach to 

reduce time complexity and to update approximation sets more efficiently. The proposed approach 

effectively updated every approximation without going through the whole dataset in needless 

rounds. 

Our proposed model reduces cost of DSRA algorithm, it focuses on improving less memory 

consumption, improves time complexity and sticks to the absolute accuracy. We have tested our 

proposed method's effectiveness using ten UCI datasets and compared its performance to that of 

traditional algorithm as well as parallel and incremented approaches.  
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The results demonstrated that our suggested strategy decreased execution time by almost 

99.2%. The main objective of our study is to show how the proposed method can be used in real-

world problems such as medical diagnostics, using less processing and storage space to perform 

behavior analysis, prediction, categorization, and making choices on huge datasets. 

1.9 Research Contributions 

We contributed following things in our research: 

• Reduce computational cost of DRSA algorithm 

• Focus on improving less memory consumption 

• Improve time complexity 

• Stick to absolute set accuracy 

 

1.10  National Needs 

The primary goal of research is to gain knowledge in order to better build our nation. We 

must link research with national development in order to build a society, polity, and economy that 

eliminates poverty, unemployment, and inequality, along with other things. The main objective of 

our study is to show how the proposed method can be used in real-world problems such as medical 

diagnostics, using less processing and storage space to perform behavior analysis, prediction, 

categorization, and making choices on huge datasets with prefer choice attributes. 

1.11  Applications 

Pawlak proposed the revolutionary RST in 1982, which was a milestone in the history of 

non-statistical data mining approaches [21]. Building on this basis, the DRSA evolved as a 

modified version which demonstrate amazing ability to handle complex data structures [24]. Its 

adaptability has resulted in extensive usage in a variety of disciplines, including financial 

forecasting, image segmentation, classification tasks, and fault identification. Furthermore, DRSA 

is used in data exploration to facilitate the extraction of useful insights from difficult datasets. 

Furthermore, it is an effective tool for developing exact decision rules, which improves decision-

making processes in a variety of scenarios. Notably, DRSA plays an important part in multi-criteria 

decision aid systems which allow it for the selection of optimal investment projects among 
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competing options. DRSA remains the foundation of modern data mining procedures, because to 

its broad applicability and excellent performance. 

 

1.12  Thesis Structure 

Following is the overall thesis structure: 

• Chapter 2: Dominance Based Rough Set Approach (DRSA):  

Rough Set Theory's foundational concepts are covered in Chapter 2. Additionally, it 

analyses rough-set theory and gives examples of both its strengths and weaknesses. 

• Chapter 3: Literature Review 

In this chapter we have discussed some preliminary concepts regarding DRSA  

• Chapter 4: Challenges in computation: 

In this chapter we discussed the challenges in computation of DRSA and its algorithm. 

• Chapter 5: Proposed methodology: 

In this chapter, we have put forth a computationally efficient algorithm to replace the 

traditional upper and lower approximation algorithms used in DRSA. 

• Chapter 6: Results and analysis: 

Results are produced in this chapter after our suggested solution has been tested on various 

datasets. Following that, an analysis and conclusion are drawn based on the findings of the 

experiment. 

• Chapter 7: Conclusion and future work: 

In this chapter we concluded our work and additional future work is provided. 
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CHAPTER 2 :  DOMINANCE BASED ROUGH SET APPROACH 
 

In this chapter, we will discuss major concepts regarding DRSA. In 2.1 main concept is 

elaborated. After that in 2.2, related terms are explained. Further in 2.3, dominance relation is 

discussed. In 2.4, class concept is described. In 2.5, approximation calculation steps are shown and 

in last section 2.6, how to find reducts and core using upper and lower approximation is elaborated. 

2.1 Concepts 

Data mining is done by classification, which is a process of extracting and discover the 

vital knowledge from large datasets. With the help of classification method [5],[6], data points are 

separated into different classes.  

It is used to organize data and improve quality of datasets. But there is a need to improve 

classification process. In machine learning, feature selection algorithms are applied on them to 

select relevant features which then further use in classification. There are many algorithms used 

for feature selection. RST is one of them. 

Dataset attributes are of many types. Rough sets work on discrete-valued attributes having 

independent values and produces good results [21]. But some attributes have ordered values called 

preference value. These attributes are known as criteria and usually, they have to do with economic 

matters, like financial or marketing data. [24]. These attributes are different from independent 

attributes, where rough set couldn’t apply on it.  

There is a need to make a decision or to do classification with certain criteria. There are 

objects set that are examined by a certain criterion. When multiple attributes are used to describe 

an object, multi-criteria decision analysis is used [27]. 

These attributes have assigned criterion values that belongs to specific class. For example, 

home appliance has its specific model number and company name. It’s country and color have no 

use. Rough sets can’t apply on such attributes. The relationship between attributes known as a 

monotonic relation occurs when one attribute depends on another. In monotonic relationships, the 

type of dependence can either be directly proportional or inversely proportional. In a monotonic 

relation, four types of relationships are taken into account. 
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• Increase in one attribute increases the other attribute.  

• Increase in one attribute decreases the other attribute.  

• Decrease in one attribute increases the other attribute.  

• Decrease in one attribute decreases the other attribute. 

Some examples of monotonic relation are as follows: 

• If a person is paid for working at a regular rate, the money that he earned is directly 

proportional to the time. 

• The number of construction workers increases, less time will require to finish the project. 

• As the diameter of the circle increases its circumference increases. 

Greco, Sowiski, and Matarazzo introduce DRSA to handle properties that are ordered by 

preference, multi criteria decision analysis, and monotonic relationships [24]. In DRSA, the 

dominance relation takes place of the indiscernibility relation. Important features are chosen and 

classification rules are generated with the aid of DRSA. 

2.2 Related terms 

The dataset is regarded as a decision table in traditional RST.  Decision table consist of finite 

number of elements called universe denoted by U. Having two kinds of attributes i.e., conditional 

attribute (C) and decision attribute (D). A decision system is described as: 

Table 1: Decision Table 

Universe English Mathematics Grades 

X1 B B Good 

X2 C B Good 

X3 B C Good 

X4 A B Very Good 

X5 A A Excellent 

X6 A B Very Good 
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For simplicity, we considered numbers as Excellent = 1, Very Good =2, Good =3 for decision 

attribute. And for conditional attribute we considered A=1, B=2 and C=3. 

𝐼𝑆 = (𝑈, 𝑄, 𝑉, 𝑓)                            (1) 

U in this case denotes a limited collection of objects (universe), Q represents limited set of criteria 

𝑄 = (𝐶 ∪ 𝐷), that contains conditional and decision attributes, V = 𝑈𝑞∈𝑄𝑉𝑞 where 𝑉𝑞 is the 

collection of criterion q values. f represents function of 𝑓(𝑥, 𝑞) which designates a specific value 

𝑉𝑞 to an object x for attribute q. 

DRSA analyses the dominance relation to take into account the objects' preference order. The 

following is a definition of an object's dominance relationship: 

DRSA makes advantage of the prioritized attributes dominance connection to locate reductions 

and the core. Because P is a valid subset of C, it is employed in this procedure and is subject to a 

dominance relation. two different kinds of dominance relationships are. 

• Dominance positive relation:  

               𝐷𝑝−(𝑥) = {𝑦 ∈  ∪: 𝑥𝐷𝑝𝑦}                         (2) 

• Dominance negative relation:  

             𝐷𝑝+(𝑥) = {𝑥 ∈  ∪: 𝑦𝐷𝑝𝑥}                                                          (3) 

DRSA decision union classes further classified into two types. 

• Upward Union of classes 𝐶𝑙𝑡
≥:  it includes objects greater than preference order t. 

𝐶𝑙𝑡
≥ = 𝑈𝑠≥𝑡𝐶𝑙𝑠                                                                                                                    (4) 

• Downward Union of classes s 𝐶𝑙𝑡
≤:   

• it includes objects less than preference order t. 

𝐶𝑙𝑡
≤ = 𝑈𝑠≤𝑡𝐶𝑙𝑠                                                                                                                     (5) 

Whenever a new object is inserted, the approximations are updated. 
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We assumed that a new set of objects would be used to further clarify the implementation of our 

suggested strategy 𝑈+ = {𝑿𝟕, 𝑿𝟖, 𝑿𝟗} details of the conditional and decision attribute are 

provided in the decision system as {Universe, English, Mathematics, Grade}:  

• (𝐗𝟕, 𝐂, 𝐁, 𝐆𝐨𝐨𝐝) 

• (X8, B, A, Very Good) 

• (X9, A, A, Excellent) 

Take new objects X7, X8, X9 into consideration. In order to update the approximation sets, we 

first update the decision classes and the corresponding groups arranged by greater or lower 

preference. Consider Table 1, we set object X3 as origin and P = {English}. Then, using equation 2 and 3 

we have, 

𝐷𝑝−(𝑥) = {𝑋1, 𝑋2, 𝑋3, 𝑋7}  

And 

𝐷𝑝+(𝑥) = {𝑋1, 𝑋3, 𝑋4, 𝑋5, 𝑋6, 𝑋8, 𝑋9}   

We have taken preference order t = 2. The set of class union greater and equal to 𝐶𝑙𝑡
≥(𝑥) have a 

value set: 

 𝐶𝑙𝑡
≥(𝑥) = {𝑋4, 𝑋5, 𝑋6, 𝑋8, 𝑋9} 

That is these objects either belonging to class ‘Very Good’ or class ‘Excellent’. 

Similarly, 𝐶𝑙𝑡
≤(𝑥) = {𝑋1, 𝑋2, 𝑋3, 𝑋4, 𝑋6. 𝑋7, 𝑋8} 

This means these objects either belonging to class ‘Very Good’ or less preferred class ‘Good’. 

Now, if we change preference order t=1: 
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𝐶𝑙𝑡
≥(𝑥) = {𝑋5, 𝑋9}  

𝐶𝑙𝑡
≤(𝑥) = {𝑋1, 𝑋2, 𝑋3, 𝑋4, 𝑋5, 𝑋6, 𝑋7, 𝑋8, 𝑋9}  

2.3 Approximations 

The essential idea in finding reducts and core is approximation. Approximations are 

computed to determine whether or not an item belongs to a class of decision attribute. Two 

different categories of approximations exist. In dominance based rough set theory we have two 

kinds of approximations; one is Lower approximation and other is Upper approximation. 

2.3.1 Lower Approximations 

Lower approximation in RST defines the set of objects that must belong to a decision class 

based on the given attributes. Given in DSRA, all the objects that will unquestionably belong to 

𝐶𝑙𝑡
≥(𝑥) are specified by the P⊆C P-lower approximation. Similarly, all the objects that 

unquestionably belong to 𝐶𝑙𝑡
≤(𝑥) will be included in the P-lower approximation of 𝐶𝑙𝑡

≤(𝑥). A 

subset is required to compute lower approximation. If every element of one set (A) is present in 

the other set (B), then set A is a proper subset of set B. For example, consider two sets 

A = {9, 10, 20, 30} 

B = {2, 3, 9, 10, 20, 30} 

A is a proper subset of set B because it has all the elements present in set B. Lower Approximation 

is calculated by these expressions. Mathematically it can be written as: 

𝐹𝑜𝑟 𝐶𝑙𝑡
≥(𝑥) : 

𝑃(𝐶𝑙𝑡
≥) = {𝑥 ∈ 𝑈: 𝐷𝑝+(𝑥) ⊆  𝐶𝑙𝑡

≥}                                                                                            (6) 
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For  𝐶𝑙𝑡
≤(𝑥): 

𝑃(𝐶𝑙𝑡
≤) = {𝑥 ∈ 𝑈: 𝐷𝑝−(𝑥) ⊆  𝐶𝑙𝑡

≤}                                                                                                    (7) 

Calculation of Lower approximation is determined by three steps, taking example of above table 

1 for 𝑃(𝐶𝑙𝑡
≥) i.e., 

Step 1:   

In this step, we calculated the objects belongs to (𝐶𝑙𝑡
≥) union class. In our example we have 

calculated  𝑃(𝐶𝑙𝑡
≥)  𝑓𝑜𝑟 𝑡 = 2  which is class ‘Very Good’. 

 𝐶𝑙𝑡
≥(𝑥) = {𝑋4, 𝑋5, 𝑋6, 𝑋8, 𝑋9} 

Step 2:  

In this step, we have found 𝐷𝑝+ for each object identified by  𝐶𝑙𝑡
≥(𝑥). 

𝐹𝑜𝑟 𝑋4 ∶  𝐷𝑝+(𝑋4) = {𝑋4, 𝑋5, 𝑋6, 𝑋9}    

𝐹𝑜𝑟 𝑋5 ∶  𝐷𝑝+(𝑋5) = {𝑋5, 𝑋9}    

𝐹𝑜𝑟 𝑋6 ∶  𝐷𝑝+(𝑋6) = {𝑋4, 𝑋5, 𝑋6, 𝑋9}    

𝐹𝑜𝑟 𝑋8 ∶  𝐷𝑝+(𝑋8) = {𝑋5, 𝑋8, 𝑋9}    

𝐹𝑜𝑟 𝑋9 ∶  𝐷𝑝+(𝑋9) = {𝑋5, 𝑋9}    

The above-mentioned example shows that we must calculate 𝐷𝑝+ for each object, which 

is time consuming and computationally very expensive. If we talk about large dataset or the dataset 

that changes with time, calculation 𝐷𝑝+ of each object by iterating for the whole dataset consumes 

a lot of time and memory consumption. That will increase computational cost significantly.  
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Step 3:  

In this step which is actually last step of lower approximation calculation, we need to find subset. 

Lower approximation will include step 2's recognized sets, which are subsets of step 1's identified 

sets. 

𝑃(𝐶𝑙𝑡
≥) = {𝑋5, 𝑋9}      

 

Figure 2: Subset property for lower approximation 𝑃(𝐶𝑙𝑡
≤) 
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Repeat above mentioned three steps to get  𝑷(𝑪𝒍𝒕
≤) 

Step 1:  

In this step, we calculated the objects belongs to (𝐶𝑙𝑡
≤) union class. In our example we have 

calculated  𝑃(𝐶𝑙𝑡
≤)  𝑓𝑜𝑟 𝑡 = 2  which is class ‘Very Good’. 𝐶𝑙𝑡

≤(𝑥) = {𝑋1, 𝑋2, 𝑋3, 𝑋4, 𝑋6, 𝑋7, 𝑋8} 

Step 2:  

Calculate  𝐷𝑝− for each individual object found in step 1 

𝐹𝑜𝑟 𝑋1 ∶  𝐷𝑝−(𝑋1) = {𝑋1, 𝑋4, 𝑋5, 𝑋8, 𝑋9}    

𝐹𝑜𝑟 𝑋2 ∶  𝐷𝑝−(𝑋2) = {𝑋1, 𝑋2, 𝑋4, 𝑋5, 𝑋6, 𝑋7, 𝑋8, 𝑋9}    

𝐹𝑜𝑟 𝑋3 ∶  𝐷𝑝−(𝑋3) = {𝑋3, 𝑋4, 𝑋5, 𝑋6, 𝑋8, 𝑋9}   

𝐹𝑜𝑟 𝑋4 ∶  𝐷𝑝−(𝑋4) = {𝑋4, 𝑋5, 𝑋6, 𝑋9}    

𝐹𝑜𝑟 𝑋6 ∶  𝐷𝑝−(𝑋6) = {𝑋4, 𝑋5, 𝑋6, 𝑋9}    

𝐹𝑜𝑟 𝑋7 ∶  𝐷𝑝−(𝑋7) = {𝑋1, 𝑋2, 𝑋4, 𝑋5, 𝑋6, 𝑋7, 𝑋8, 𝑋9}    

𝐹𝑜𝑟 𝑋8 ∶  𝐷𝑝−(𝑋8) = {𝑋5, 𝑋8, 𝑋9}    

Step 3:  

This step gave us lower approximation subset as shown in figure below. 
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Figure 3: Subset property for lower approximation 𝑃(𝐶𝑙𝑡
≤) 

2.3.2 Upper Approximations 

In the conventional RST-based method, the upper approximation determines the set of 

items that could possibly correspond to the notion X. The set of objects in DSRA that might may 

be a part of the union of classes 𝐶𝑙𝑡
≥(𝑥) is defined by the P-upper approximation of 𝐶𝑙𝑡

≥(𝑥) for 

P⊆C. Similar to this, the set of objects that relate to the union of classes 𝐶𝑙𝑡
≤(𝑥) is defined by the 

P-upper approximation of 𝐶𝑙𝑡
≤(𝑥). An intersection is required to compute upper approximation. 

The group of elements that are part of both sets A and B can be found at their intersection. It is 

denoted as A∩B.  For example, consider two sets 
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A = {9, 10, 20, 30} 

B = {2, 3, 9, 10, 20, 30} 

A∩B = {9, 10, 20, 30} 

Upper Approximation is calculated by these expressions. Mathematically it can be written as: 

𝐹𝑜𝑟 𝐶𝑙𝑡
≥(𝑥) : 

�̅�(𝐶𝑙𝑡
≥) = {𝑥 ∈ 𝑈: 𝐷𝑝−(𝑥) ∩ 𝐶𝑙𝑡 ≥ ≠ ∅}                                                                                                           (8)        

For  𝐶𝑙𝑡 ≤ (𝑥): 

�̅�(𝐶𝑙𝑡
≤) = {𝑥 ∈ 𝑈: 𝐷𝑝+(𝑥) ∩ 𝐶𝑙𝑡 ≠ ∅}                                                                                                                 (9) 

Calculation of Upper approximation is also determined by three steps, taking above table 1 as an 

example for �̅�(𝐶𝑙𝑡
≥) i.e., 

We calculated upper approximation with preference order t=2. 

Step 1:  

In this step, just like step 1 of lower approximation, we again identify the class union. The column 

of decision attribute is traversed. Items are stored in an array for further processing if their decision 

label matches the class. We again calculated the objects belongs to (𝐶𝑙𝑡
≥) union class. In our 

example we have calculated 𝐶𝑙𝑡
≥(𝑥) = {𝑋4, 𝑋5, 𝑋6, 𝑋8, 𝑋9} 

Step 2:  

We calculated 𝐷𝑝+  of each individual object of  𝐶𝑙𝑡
≥(𝑥) found in step 1. 

𝐹𝑜𝑟 𝑋4 ∶  𝐷𝑝−(𝑋4) = {𝑋1, 𝑋2, 𝑋3, 𝑋4, 𝑋6, 𝑋7}    
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𝐹𝑜𝑟 𝑋5 ∶  𝐷𝑝−(𝑋5) = {𝑋1, 𝑋2, 𝑋3, 𝑋4, 𝑋5, 𝑋6, 𝑋7, 𝑋8, 𝑋9}    

𝐹𝑜𝑟 𝑋6 ∶  𝐷𝑝−(𝑋6) = {𝑋1, 𝑋2, 𝑋3, 𝑋4, 𝑋6, 𝑋7}    

𝐹𝑜𝑟 𝑋8 ∶  𝐷𝑝−(𝑋8) = {𝑋1, 𝑋2, 𝑋3, 𝑋7, 𝑋8}    

𝐹𝑜𝑟 𝑋9 ∶  𝐷𝑝−(𝑋9) = {𝑋1, 𝑋2, 𝑋3, 𝑋4, 𝑋5, 𝑋6, 𝑋7, 𝑋8, 𝑋9}    

Step 2 has significantly worsen performance because we must locate objects that dominate each 

object. To accomplish this, the dataset must be traversed entirely for each object. 

Step 3:  

In this step, we need to find intersection set. Upper approximation will include the sets identified 

in step 2 that are intersection of the sets identified in step 1. 

�̅�(𝐶𝑙𝑡
≥) = {𝑋1, 𝑋2, 𝑋3, 𝑋4, 𝑋5, 𝑋6, 𝑋7, 𝑋8, 𝑋9}  
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Figure 4: Intersection property for upper approximation �̅�(𝐶𝑙𝑡
≤) 

 

Repeat above mentioned three steps for �̅�(𝑪𝒍𝒕
≤) 

Step 1:  

In this step, we’ve calculated the objects belongs to (𝐶𝑙𝑡
≤) union class. 𝐶𝑙𝑡

≤ (𝑥) =

{𝑋1, 𝑋2, 𝑋3, 𝑋4, 𝑋6, 𝑋7, 𝑋8} 

Step 2:  
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Calculate  𝐷𝑝− for each individual object found in step 1 

𝐹𝑜𝑟 𝑋1 ∶  𝐷𝑝+(𝑋1) = {𝑋1, 𝑋4, 𝑋5, 𝑋6, 𝑋8, 𝑋9}    

𝐹𝑜𝑟 𝑋2 ∶  𝐷𝑝+(𝑋2) = {𝑋1, 𝑋2, 𝑋4, 𝑋5, 𝑋6, 𝑋7, 𝑋8, 𝑋9}    

𝐹𝑜𝑟 𝑋3 ∶  𝐷𝑝+(𝑋3) = {𝑋1, 𝑋4, 𝑋5, 𝑋6, 𝑋8, 𝑋9}    

𝐹𝑜𝑟 𝑋4 ∶  𝐷𝑝+(𝑋4) = {𝑋4, 𝑋5, 𝑋6, 𝑋9}    

𝐹𝑜𝑟 𝑋6 ∶  𝐷𝑝+(𝑋6) = {𝑋4, 𝑋5, 𝑋6, 𝑋9}    

𝐹𝑜𝑟 𝑋7 ∶  𝐷𝑝−(𝑋7) = {𝑋1, 𝑋2, 𝑋4, 𝑋5, 𝑋6, 𝑋7, 𝑋8, 𝑋9}  

𝐹𝑜𝑟 𝑋8 ∶  𝐷𝑝+(𝑋8) = {𝑋5, 𝑋8, 𝑋9}  

Step 3:  

With this step we have got our upper approximation set 

�̅�(𝐶𝑙𝑡
≤) = {𝑋1, 𝑋2, 𝑋3, 𝑋4, 𝑋5, 𝑋6, 𝑋7, 𝑋8, 𝑋9}   
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Figure 5: Intersection property of upper approximation �̅�(𝐶𝑙𝑡
≤) 

 

Conventional DRSA approach’s steps to calculate lower and upper approximations. 

Conventional method is expensive and time consuming. These steps can apply on a smaller dataset 

but for large dataset or the dataset that changes with time this traditional approach is not suitable.  
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2.4 Quality of Approximation and reducts 

The following criteria should be met following the discovery of lower and upper approximations. 

𝑃(𝐶𝑙𝑡
≤)  ⊆  𝐶𝑙𝑡

≤ ≤ ⊆  �̅�(𝐶𝑙𝑡
≤)                                                                                                                                 (10) 

𝑃(𝐶𝑙𝑡
≥)  ⊆  𝐶𝑙𝑡

≤ ≥ ⊆  �̅�(𝐶𝑙𝑡
≥)                                                                                                                                 (11) 

Doubtful regions, also known as P-boundaries, are established using upper and lower 

approximation. Boundaries are useful for locating reductions. 

𝐵𝑛𝑝(𝐶𝑙𝑡
≤) = �̅�(𝐶𝑙𝑡

≤) − 𝑃(𝐶𝑙𝑡
≤)                                                                                                                          (12) 

𝐵𝑛𝑝(𝐶𝑙𝑡
≥) = �̅�(𝐶𝑙𝑡

≥) − 𝑃(𝐶𝑙𝑡
≥)                                                                                                                          (13) 

The degree of approximation quality is expressed as a ratio 𝑟𝑝(𝐶𝑙). It is denoted mathematically 

as: 

𝑟𝑝(𝐶𝑙) = |𝑈 − (((𝑈𝑡∈𝑇 𝐵𝑛𝑝(𝐶𝑙𝑡
≥)) ∪ ((𝑈𝑡∈𝑇 𝐵𝑛𝑝(𝐶𝑙𝑡

≥)))|/|𝑈|                                                  (14) 

The reduct of C is known as 𝑃 ⊆  𝐶 for each subset where 𝑟𝑐(𝐶𝑙) = 𝑟𝑝(𝐶𝑙)  and is denoted as 

𝑅𝐸𝐷𝐶𝑙(𝑃). A single decision table may have many reducts that exit. Core is the intersection point 

of all reductions. 
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CHAPTER 3 :     LITERATURE REVIEW 

 

Within this chapter we’ve done literature review to develop an understanding of existing 

research and to do critical analysis on a particular topic. It helps to gain our knowledge and 

present our study in organized manner. In section 3.1 we have discussed research order. That 

includes research inquiries, purpose of doing literature work, keywords, literature review’s 

criteria and PRISMA 2009 categorization. In section 3.2 we have done related work. And in 

section 3.3 we analyze the gaps after doing literature review. 

 

3.1 Research order 

Following are the steps to do literature review: 

3.1.1 Research inquiries 

Following are some research inquiries: 

• How are lower and upper approximations calculated in DRSA? 

• What are the methods for lowering the computational cost of DRSA? 

• What is the value of conventional lower and upper approximation? 

• How parallel computation affect calculation of DRSA approximation? 

• How incremental approach affect DRSA approximation calculation? 

3.1.2 Purpose of doing Literature Review 

The aims of our literature review are as follows: 

• To understand knowledge presented in existing research. 

• To place our study in an historical perspective. 

• To find out the gaps in the work that has already done. 

• To provide the intellectual context for our own work. 
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• To gain knowledge and do critical analysis. 

• To determine areas for future research. 

• To effectively present our research and study. 

 

3.1.3 Keywords 

Keywords are listed down below: 

• Dominance Based Rough Set Theory 

• Rough Set Theory 

• Lower approximation 

• Upper approximation 

• Computational complexity 

• Execution time 

• Memory consumption 

• Complex structure 

• Feature selection 

• Classification 

3.1.4 Literature Review’s criteria 

Literature review's selection and exclusion criteria is as follows: 

• Popular databases like Science Direct, IEEE Xplore, etc. are targeted. 

• Studies that are not relevant are omitted. 

• Properly chosen paper related to keywords. 

• Reputable and reliable researches are included. 
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3.1.5 Prisma 2009 Categorization 

An explained breakdown of the search process is shown in figure 4.1-1. [48] 

Figure 6: Prisma 2009 Categorization 
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3.2 Related Work 

Dominance-Based Rough Set Approach (RST) and Rough Set Approach (DRSA) uses 

lower and upper approximations to explain data. The standard method of recalculating the upper 

and lower approximations of DRSA is not applicable in a dynamic environment where data is 

subject to constant changes. This increases structural complexity, execution time and memory 

consumption.    

3.2.1 Conventional Approach 

The first method is conventional method for calculating dominance related 

approximations. It is time consuming and expensive approach [28], [29], [30]. When dealing 

with a dynamic environment where data is always changing, DRSA estimates must be updated 

simultaneously. The computing time of the conventional DRSA approach increases with the 

quantity of the data since approximations have to be recalculated from beginning to finish for 

every modification. 

3.2.2 Incremental Approach 

The second method is to change the algorithm so that nothing needs to be recalculated as 

new data instances are added. We refer to this as an incremental approach. 

Chen, Hongmei, et al. [31] focused on iterative methodology for updating VPRS approximations 

where dataset changes with time. It concentrated on information granulation and approximation 

for dynamic dataset where objects change over time. Significant decrease in calculation time in 

contrast to old method of calculation.  

Cheng, Yi. et al. [32] offered two incremental ways to quickly construct crude fuzzy 

approximations where one depends on The additional ones on the dividing sets and the boundary 

set. They have compared this algorithm with non-incremental algorithm. Their proposed approach 

is time efficient.  

Li, Shaoyong, Tianrui Li, and Dun Liu. et al. [33] In situations where data items change 

dynamically, an incremental technique for updating DRSA approximations was proposed. In 

dataset, when any object is added or removed, authors looked at the method that causes dynamic 

variation of DRSA approximations. It progressively updated the DRSA approximations in 

response to changes in the P-dominant sets and those items' P-dominated sets. 
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Luo, Chuan, Tianrui Li, and Hongmei Chen. [34] The authors state that dynamically maintaining 

approximations in set-valued structured decision systems is the main focus of the attribute 

generalization. Considering the main and dominated matrices in terms of dominance relation led 

to the development of a matrix-based method for calculating upward and downward 

approximations of decision classes. They came up with a step-by-step plan to enhance 

approximation computation that entails changing significant metrics without being aware of 

training datasets. 

Luo, Chuan, et al. [35] presented two incremental algorithms for updating dynamic approximation 

maintenance of set-valued data, where values are related with an individual and change with time. 

Authors showed better results by using their proposed method on UCI datasets and artificial 

datasets.  

Wang, Shu, et al. [36] focused on updating approximations for dynamic datasets where object 

values change over time. Author presented incremental approach to optimize DRSA 

approximations efficiently. They designed an algorithm that neglected unnecessary parameters to 

avoid redundant calculation. Author compares results with traditional method of DRSA. 

Computation time decreases for two-dimensional variation of objects and attributes.  

Chen, Hongmei, Tianrui Li, and Da Ruan et al. [37] In the IODS, dynamically updated 

approximations of upward and downward unions were used to coarsen or refine attribute values. 

They have used incremental approach to reduce time taken by calculation of DRSA 

approximations. Proposed method is efficient and effective when compare with conventional 

method using UCI and empirical findings.  

Liu, D., Li, T., Ruan, D. and Zou, W et al [38] suggested incremental paradigm, methodology, and 

algorithm for generating fascinating knowledge as the object collection changed over time.  

Bouzayane, Sarra, and Ines Saad et al [39] suggested Incremental Periodic Prediction Multicriteria 

Approach (MAI2P). They developed a preference model that produces a set of choice rules by 

updating DRSA approximations incrementally. The results of experiments indicate that the most 

successful preference model is generated using a pessimistic cumulative technique, with accuracy 

and F-measure values of 0.89 and 0.66, respectively. 
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Table 2: Incremental approach related work 

Paper Method and Technology Improvement Limitations 

[31] DRSA based dynamic 

incremental approach 

Improve complex 

computation 

Hard to maintain 

scalability 

[32] DRSA based dynamic 

incremental approach 

Significant decrease in 

computation time 

Complex algorithm 

architecture 

[33] DRSA based dynamic 

incremental approach (matrix- 

based) 

Upgrade approximation 

time 

Proposed model is 

complicated 

[34] DRSA based dynamic 

incremental approach 

Improve computation, 

efficient with execution 

time 

Difficulty in 

algorithmic structure 

[35] DRSA based dynamic 

incremental approach 

Provide better execution 

time to calculate 

approximations 

Complex 

methodology 

[36] DRSA based dynamic 

incremental approach 

Reduction in 

computation and 

execution time 

Complicated 

architecture for 

algorithms 

[37] DRSA based dynamic 

incremental approach 

For two-dimensional 

variations of objects and 

attributes, computation 

time reduces. 

The construction of 

algorithm is 

complex 

[38] DRSA based dynamic 

incremental approach 

Improve efficiency and 

effectiveness when 

compare with UCI and 

empirical findings 

Difficult structure of 

proposed algorithm 

[39] DRSA based dynamic 

Multicriteria Approach for the 

Incremental Periodic 

Prediction (MAI2P) 

Improved accuracy, 

advance applications 

Structure of 

proposed model is 

complicated 
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3.2.3 Parallel Approach 

The third approach involves partitioning the traditional algorithm and executing it in 

parallel across many hardware processors. This will expedite the process of calculations. It is 

also an excellent approach to speed up calculation, but the hardware becomes more expensive. 

In [40] The authors suggested using a parallel technique to calculate estimates for a number of 

granule composition and breakdown procedures. Trials in a multi-core setting demonstrated a 

decrease in the amount of time needed to make DRSA-based judgements. 

In [41] authors introduced parallel and incremental approximation calculation (PIAC) for 

lowering the cost of computing lower and upper approximations. Where they traversed the 

dataset parallelly and calculated approximations. Calculated approximations more efficiently 

when compare with traditional method. 

In [42] authors computed dominance based rough set approach approximations in parallel. 

whereby all pointless computations from the traditional method are omitted, and parallel threads 

are used to speed up computing. The dominance relation calculation and comparison object 

repetition are ignored in the suggested method. When compared to prior methodologies, the 

study demonstrates improved performance in terms of time, cost, and memory. 

In [43] for computing approximations in DRSA, the authors suggested a matrix-based method; 

they developed the relevant parallel methods on the graphics processing unit (GPU). A numerical 

example is provided to illustrate the practicality of the matrix-based method. Experimental 

investigations show that the parallel method performs much better than the old technique in 

terms of storage space and time consumption. 
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In [44] authors presented parallel approach to optimize effective computation of approximations 

that are vital in improving performance of data mining and related tasks. Proposed parallel 

approach is based on MapReduce Technique to deal with massive data. Results compared with 

the conventional approach. MapReduce parallel technique shows effective results for data 

mining. 

In [45] authors have used parallel approach to compute approximations effectively and 

efficiently, that will help in reducing the time of decision making. Compared Parallel approach 

with traditional one made multiple process elements run at a time to save time and computational 

cost.  

In [46] authors suggested a hierarchical attribute reduction technique. Hadoop MapReduce is 

used to make the algorithm work in parallel. 

Table 3: Parallel approach related work 

Paper Method and technology Improvements  Limitations 

[40] DRSA based dynamic 

parallel approach 

(Multicore environment) 

Reduce execution time 

under multicore 

environment 

Multicore environment, use 

more hardware components 

[41] DRSA based Parallel 

Incremental 

Approximation 

Calculation (PIAC) 

Calculate 

approximations more 

efficiently 

Multiprocessor, use more 

hardware components, 

expensive 
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[42] DRSA based dynamic 

parallel approach 

Show better 

performance with 

respect to time, cost 

and memory as 

compare to older 

methodology. 

Use more hardware 

components, cost 

nonefficient  

[43] GPU-based matrix-based 

parallel methodology 

Reduced intricacy of 

calculation. 

Employ additional 

hardware parts 

[44] (MapReduce) Parallel 

approach 

reduced computational 

complexity, more 

effective, and able to 

handle large amounts 

of data in cloud 

computing 

Multiprocessor, use more 

hardware components, 

expensive 

[45] DRSA based dynamic 

parallel approach 

Show effective results 

for data mining 

Use multiprocessor, 

Expensive 

[46] Hadoop (MapReduce) 

method of Parallel 

hierarchical 

Less computational 

complexity 

Employ additional 

hardware parts 

(multiprocessor) 
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3.3 Analysis 

After critically analyze the literature review, we have found gaps discussed below: 

• Complex architecture design 

• Use of more hardware 

We have addressed both of the aforementioned gaps in our proposed strategy, which is covered 

in chapter 5. Our suggested method uses a straightforward algorithm that doesn't require any 

additional hardware to operate. 

 

3.4 Gap Analysis 

In one way or another, the aforementioned methods are all based on the conventional method for 

determining DRSA approximations. As we covered in Section III, some writers have proposed 

parallel processing, while other scholars have concentrated on an incremental approach that 

integrates the idea of dominance relation to carry out their study.  

As was shown in Section II, there is a significant loss in algorithm performance when 

approximation sets are calculated using the conventional way. This is because computing rough 

approximations requires three computationally demanding procedures. To address the 

aforementioned problems, we have suggested a method based on the KD tree [49] in this study. 

Our suggested method is producing lower resource usage, including memory and time. 
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CHAPTER 4 :    CHALLENGES IN COMPUTATION 
 

In this chapter, we will first talk about the DRSA algorithm pseudo code. We then run an 

example of that algorithm in section 4.2. The final section goes into more detail about some 

elements that raise the computational cost. 

4.1 Algorithm 

Here, we'll go over the algorithm used to determine lower and upper approximations. This 

algorithm basically consists of four (4) parts. The following are these four (4) parts: 

• Lower Approximation for 𝐶𝑙𝑡
≤  (𝑃(𝐶𝑙𝑡

≤)) 

• Upper Approximation for  𝐶𝑙𝑡
≤ (�̅�(𝐶𝑙𝑡

≤)) 

• Lower Approximation for  𝐶𝑙𝑡
≥ (𝑃(𝐶𝑙𝑡

≥)) 

• Upper Approximation for   𝐶𝑙𝑡
≥ (�̅�(𝐶𝑙𝑡

≥)) 

The lower approximation algorithm will first be explained. Next, we'll go over the upper 

approximation algorithm. 

4.1.1 Lower Approximation 

In order to calculate a lower approximation, there are three steps. 

Step 1: 

Class unions are discovered in the first step. The decision attribute in the dataset is traversed 

using a loop starting at 1 and ending at |U|. The specific class label is compared to each class 

label. The following pseudo-code represents step 1 for 𝐶𝑙𝑡
≥. 
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For x=1 to |U| 

  If 𝐶𝑙𝑥 ≥ 𝐶𝑙𝑡 

    𝐶𝑙𝑡
≥= 𝐶𝑙𝑡

≥  ∪ 𝐶𝑙𝑥 

  End If 

End For 

 

For 𝐶𝑙𝑡
≤ pseudo-code is as shown below. 

For x=1 to |U| 

  If 𝐶𝑙𝑥 ≤ 𝐶𝑙𝑡 

   𝐶𝑙𝑡
≤= 𝐶𝑙𝑡

≤  ∪ 𝐶𝑙𝑥 

  End If 

End For 

 

Step 2: 

Two loops are needed for the 𝐶𝑙𝑡
≥ in the second step. Since we need to compute 𝐷𝑝+ for each 

class union, the first loop goes from 1 to 𝐶𝑙𝑡
≥. To compare each object in the class union with 

every other record in the dataset, a second loop is run from 1 to |U|. The following pseudo-code 

for step 2 is for 𝐶𝑙𝑡
≥. 

For x=1 to |𝐶𝑙𝑡
≥| 

  For y=1 to |U| 

     If 𝑋𝑦 ≥ 𝑋𝑥𝑡 

        𝐷𝑝+(𝑋𝑥) =  𝐷𝑝+(𝑋𝑥) ∪  𝑋𝑦 

     End if 
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  End For 

End For 

 

Two loops are needed for the 𝐶𝑙𝑡
≤ in the second step. Since we need to compute 𝐷𝑝− for each 

class union, the first loop goes from 1 to 𝐶𝑙𝑡
≤. To compare each object in the class union with 

every other record in the dataset, a second loop is run from 1 to |U|. The following pseudo-code 

for step 2 is for 𝐶𝑙𝑡
≤. 

For x=1 to |𝐶𝑙𝑡
≤| 

  For y=1 to |U| 

     If 𝑋𝑦 ≤ 𝑋𝑥𝑡 

        𝐷𝑝−(𝑋𝑥) =  𝐷𝑝−(𝑋𝑥) ∪  𝑋𝑦 

     End if 

  End For 

End For 

 

Step 3: 

In the third step, lower approximation is calculated using the conventional approach after 𝐷𝑝+ 

has been determined. We analyze how well the subset property holds between arrays. Three 

loops are required for this step. First and second loops are from 1 to 𝐶𝑙𝑡
≥ and 𝐷𝑝+, respectively. 

To access the indexes of 𝐷𝑝+'s two-dimensional arrays, use these two loops. Then, in order to 

determine whether the proper subset property is still valid, we must compare these indexes with 

the class unions. The third loop from 1 to the cardinality of the class union is used for this. The 

following pseudo-code for step 3 is for 𝐶𝑙𝑡
≥. 
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For x=1 to |𝐶𝑙𝑡
≥| 

 For y=1 to |𝐷𝑝+(𝑋𝑥)| 

  For z=1 to |𝐶𝑙𝑡
≥| 

     Calculate 𝐷𝑝+(𝑋𝑥𝑗)  ⊆  𝐶𝑙𝑧𝑡
≥  

   End For 

 End For 

End For 

 

In the third step, lower approximation is calculated using the conventional approach after 

𝐷𝑝− has been determined. We analyze how well the subset property holds between arrays. Three 

loops are required for this step. First and second loops are from 1 to 𝐶𝑙𝑡
≤ and 𝐷𝑝−, respectively. 

To access the indexes of 𝐷𝑝−'s two-dimensional arrays, use these two loops. Then, in order to 

determine whether the proper subset property is still valid, we must compare these indexes with 

the class unions. The third loop from 1 to the cardinality of the class union is used for this. The 

following pseudo-code for step 3 is for 𝐶𝑙𝑡
≤. 

For x=1 to |𝐶𝑙𝑡
≤| 

 For y=1 to |𝐷𝑝−(𝑋𝑥)| 

  For z=1 to |𝐶𝑙𝑡
≤| 

     Calculate 𝐷𝑝−(𝑋𝑥𝑗)  ⊆  𝐶𝑙𝑧𝑡
≤  

   End For 

 End For 

End For 
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4.1.2 Upper Approximation 

In order to calculate an upper approximation, there are three steps. 

Step 1: 

Class unions are discovered in the first step. The decision attribute in the dataset is traversed 

using a loop starting at 1 and ending at |U|. The specific class label is compared to each class 

label. The following pseudo-code represents step 1 for 𝐶𝑙𝑡
≥. 

For x=1 to |U| 

If 𝐶𝑙𝑥 ≥ 𝐶𝑙𝑡 

𝐶𝑙𝑡
≥= 𝐶𝑙𝑡

≥  ∪ 𝐶𝑙𝑥 

End If 

End For 

 

Step 2: 

Two loops are needed for the 𝐶𝑙𝑡
≥ in the second step. Since we need to compute 𝐷𝑝− against each 

class union, the first loop goes from 1 to 𝐶𝑙𝑡
≥. To compare each object in the class union with 

every other record in the dataset, a second loop is run from 1 to |U|. The following pseudo-code 

for step 2 is for 𝐶𝑙𝑡
≥. 

For x=1 to |𝐶𝑙𝑡
≥| 

  For y=1 to |U| 

     If 𝑋𝑦 ≥ 𝑋𝑥𝑡 

        𝐷𝑝−(𝑋𝑥) =  𝐷𝑝−(𝑋𝑥) ∪  𝑋𝑦 

     End if 

  End For 

End For 
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Two loops are needed for the 𝐶𝑙𝑡
≤ in the second step. Since we need to calculate 𝐷𝑝+ against 

each class union, the first loop goes from 1 to 𝐶𝑙𝑡
≤. To compare each instance in the class union 

with every other record in the dataset, a second loop is run from 1 to |U|. The following pseudo-

code for step 2 is for 𝐶𝑙𝑡
≤. 

 

For x=1 to |𝐶𝑙𝑡
≤| 

  For y=1 to |U| 

     If 𝑋𝑦 ≤ 𝑋𝑥𝑡 

        𝐷𝑝+(𝑋𝑥) =  𝐷𝑝+(𝑋𝑥) ∪  𝑋𝑦 

     End if 

  End For 

End For 

 

Step 3: 

In the third step, lower approximation is calculated using the conventional approach after 𝐷𝑝− 

has been determined. We analyze how well the subset property holds between arrays. Three 

loops are required for this step. First and second loops are from 1 to 𝐶𝑙𝑡
≥ and 𝐷𝑝−, respectively. 

To access the indexes of 𝐷𝑝−'s two-dimensional arrays, use these two loops. Then, in order to 

determine whether the proper subset property is still valid, we must compare these indexes with 

the class unions. The third loop from 1 to the cardinality of the class union is used for this. The 

following pseudo-code for step 3 is for 𝐶𝑙𝑡
≥. 
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For x=1 to |𝐶𝑙𝑡
≥| 

 For y=1 to |𝐷𝑝−(𝑋𝑥)| 

  For z=1 to |𝐶𝑙𝑡
≥| 

     Calculate 𝐷𝑝−(𝑋𝑥𝑗)  ⊆  𝐶𝑙𝑧𝑡
≥  

   End For 

 End For 

End For 

 

In the third step, lower approximation is calculated using the conventional approach after 

𝐷𝑝+ has been determined. We analyze how well the subset property holds between arrays. Three 

loops are required for this step. First and second loops are from 1 to 𝐶𝑙𝑡
≤ and 𝐷𝑝+, respectively. 

To access the indexes of 𝐷𝑝+'s two-dimensional arrays, use these two loops. Then, in order to 

determine whether the proper subset property is still valid, we must compare these indexes with 

the class unions. For this, the final loop from 1 to the class union's relationship is employed. The 

following pseudo-code for step 3 is for 𝐶𝑙𝑡
≤. 

For x=1 to |𝐶𝑙𝑡
≤| 

 For y=1 to |𝐷𝑝+(𝑋𝑥)| 

  For z=1 to |𝐶𝑙𝑡
≤| 

     Calculate 𝐷𝑝+(𝑋𝑥𝑗)  ⊆  𝐶𝑙𝑧𝑡
≤  

   End For 

 End For 

End For 
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4.2 Example 

To check the applicability of algorithm, we worked with an example ‘Evaluation for high school’ 

given in table 4 below. 

Table 4: Evaluation of high school 

Students Mathematics English Computer Score 

X1 1 2 2 2 

X2 3 3 1 3 

X3 3 2 2 2 

X4 2 2 3 3 

X5 3 2 3 3 

X6 2 2 1 1 

X7 3 2 1 2 

X8 2 3 1 2 

X9 1 2 3 1 

X10 1 1 2 1 

 

In table 4 Students are objects called universe (U) represented by (X). There is total 10 objects. 

There are three conditional attributes (C) i.e., Mathematics, English and Computer. And one 

decision attribute (D) is represented by called score. In this example we choose preference order 

t=2. 

4.2.1 Application of algorithm 

In this section we applied our DRSA algorithm on this example given in table 4. We 

calculated lower and upper approximation sets. 
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For that we found class unions. i.e. upper-class union and downward-class union. 

𝐶𝑙𝑡
≥ = {𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥5, 𝑥7, 𝑥8} 

𝐶𝑙𝑡
≤ = {𝑥1, 𝑥3, 𝑥6, 𝑥7, 𝑥8, 𝑥9, 𝑥10} 

 

4.2.1.1 Lower Approximation 

To calculate lower approximation, we followed 3 steps. 

Step 1:  

In this step, we calculated the objects belongs to (𝐶𝑙𝑡
≥) union class. In our example we have 

calculated  𝑃(𝐶𝑙𝑡
≥)  𝑓𝑜𝑟 𝑡 = 2. 

 𝐶𝑙𝑡
≥(𝑥) = {𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥5, 𝑥7, 𝑥8} 

Step 2:  

In this step, we have found 𝐷𝑝+ for each object identified by  𝐶𝑙𝑡
≥(𝑥). 

𝐹𝑜𝑟 𝑋1 ∶  𝐷𝑝+(𝑋1) = {𝑋1, 𝑋3, 𝑋4, 𝑋5, 𝑋9, 𝑋10}    

𝐹𝑜𝑟 𝑋2 ∶  𝐷𝑝+(𝑋2) = {𝑋2, 𝑋3}    

𝐹𝑜𝑟 𝑋3 ∶  𝐷𝑝+(𝑋3) = {𝑋3, 𝑋5}    

𝐹𝑜𝑟 𝑋4 ∶  𝐷𝑝+(𝑋4) = {𝑋4, 𝑋5}    

𝐹𝑜𝑟 𝑋5 ∶  𝐷𝑝+(𝑋5) = {𝑋5}    

𝐹𝑜𝑟 𝑋7 ∶  𝐷𝑝+(𝑋7) = {𝑋3, 𝑋5, 𝑋7}    

𝐹𝑜𝑟 𝑋8 ∶  𝐷𝑝+(𝑋8) = {𝑋2, 𝑋8}    
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Step 3:  

In this stage, we must compute the lower approximation result using the correct subset property. 

Each 𝐷𝑝+ is matched with a 𝑃(𝐶𝑙𝑡
≥), and the appropriate subset attribute is determined. The 

graphic below depicts the appropriate subsets. 

 

Figure 7: Subset property check for 𝑃(𝐶𝑙𝑡
≥) 
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Repeat above mentioned three steps to get  𝑷(𝑪𝒍𝒕
≤) 

Step 1:  

In this step, we calculated the objects belongs to (𝐶𝑙𝑡
≤) union class. In our example we have 

calculated  𝑃(𝐶𝑙𝑡
≤)  𝑓𝑜𝑟 𝑡 = 2. 

 𝐶𝑙𝑡
≤(𝑥) = {𝑥1, 𝑥3, 𝑥6, 𝑥7, 𝑥8, 𝑥9, 𝑥10} 

Step 2:  

Calculate  𝐷𝑝− for each individual object found in step 1 

𝐹𝑜𝑟 𝑋1 ∶  𝐷𝑝−(𝑋1) = {𝑋1, 𝑋10}    

𝐹𝑜𝑟 𝑋3 ∶  𝐷𝑝−(𝑋2) = {𝑋1, 𝑋3, 𝑋6, 𝑋7, 𝑋10}    

𝐹𝑜𝑟 𝑋6 ∶  𝐷𝑝−(𝑋6) = {𝑋6}   

𝐹𝑜𝑟 𝑋7 ∶  𝐷𝑝−(𝑋7) = {𝑋6, 𝑋7}    

𝐹𝑜𝑟 𝑋8 ∶  𝐷𝑝−(𝑋8) = {𝑋6, 𝑋8}    

𝐹𝑜𝑟 𝑋9 ∶  𝐷𝑝−(𝑋9) = {𝑋1, 𝑋9}    

𝐹𝑜𝑟 𝑋10 ∶  𝐷𝑝−(𝑋10) = {𝑋10}    

Step 3: This step gave us lower approximation subset. Shown in figure below. 
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Figure 8: Subset property check for 𝑃(𝐶𝑙𝑡
≤) 

4.2.1.2 Upper Approximation 

Just like lower approximation, in upper approximation we followed 3 steps. 

Step 1: We identify the class union in this step, exactly as we did in step 1 of the lower 

approximation. We estimated that the objects belong to the 𝐶𝑙𝑡
≥ union class once more. In our 

case, we computed 
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 𝐶𝑙𝑡
≥ = {𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥5, 𝑥7, 𝑥8} 

Step 2: we found 𝐷𝑝
− 𝑓𝑜𝑟 𝐶𝑙𝑡

≥ 

𝐹𝑜𝑟 𝑋1 ∶  𝐷𝑝−(𝑋1) = {𝑋1, 𝑋10}    

𝐹𝑜𝑟 𝑋2 ∶  𝐷𝑝−(𝑋2) = {𝑋2, 𝑋6, 𝑋7, 𝑋8}    

𝐹𝑜𝑟 𝑋3 ∶  𝐷𝑝−(𝑋3) = {𝑋1, 𝑋3, 𝑋6, 𝑋7, 𝑋10}   

𝐹𝑜𝑟 𝑋4 ∶  𝐷𝑝−(𝑋4) = {𝑋1, 𝑋4, 𝑋6, 𝑋9, 𝑋10}    

𝐹𝑜𝑟 𝑋5 ∶  𝐷𝑝−(𝑋5) = {𝑋1, 𝑋3, 𝑋4, 𝑋5, 𝑋6, 𝑋7, 𝑋9, 𝑋10}    

𝐹𝑜𝑟 𝑋7 ∶  𝐷𝑝−(𝑋7) = {𝑋6, 𝑋7}    

𝐹𝑜𝑟 𝑋8 ∶  𝐷𝑝−(𝑋8) = {𝑋6, 𝑋8}    

Step 3:  

In this step intersection property was find using figure given below. 
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Figure 9: Intersection property check for �̅�(𝐶𝑙𝑡
≥) 

 

Repeat above mentioned three steps to get �̅�(𝑪𝒍𝒕
≤) 

Step 1: 

 𝐶𝑙𝑡
≤ = {𝑥1, 𝑥3, 𝑥6, 𝑥7, 𝑥8, 𝑥9, 𝑥10} 

Step 2: 
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𝐹𝑜𝑟 𝑋1 ∶  𝐷𝑝+(𝑋1) = {𝑋1, 𝑋3, 𝑋4, 𝑋5, 𝑋9, 𝑋10}    

𝐹𝑜𝑟 𝑋3 ∶  𝐷𝑝+(𝑋3) = {𝑋2, 𝑋5}    

𝐹𝑜𝑟 𝑋6 ∶  𝐷𝑝+(𝑋6) = {𝑋2, 𝑋3, 𝑋4, 𝑋5, 𝑋6, 𝑋7, 𝑋8}    

𝐹𝑜𝑟 𝑋7 ∶  𝐷𝑝+(𝑋7) = {𝑋3, 𝑋5, 𝑋7}    

𝐹𝑜𝑟 𝑋8 ∶  𝐷𝑝+(𝑋8) = {𝑋2, 𝑋8}    

𝐹𝑜𝑟 𝑋9 ∶  𝐷𝑝+(𝑋9) = {𝑋1, 𝑋4, 𝑋5, 𝑋9}    

𝐹𝑜𝑟 𝑋10 ∶  𝐷𝑝+(𝑋10) = {𝑋1, 𝑋3, 𝑋4, 𝑋5, 𝑋9, 𝑋10}    

Step 3: 

 In this step intersection property was find using figure given below. 
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Figure 10: Intersection property check for �̅�(𝐶𝑙𝑡
≤) 

4.3 Causes of the rise in computational expenses 

Calculating lower and upper approximations, as mentioned in section 4.1, needs three stages. 

Class unions are discovered in the first stage. To explore the decision attribute in the dataset, a 

loop from 1 to |U| is employed. Because there are three labels in the section 4.2 example, we must 

repeat this procedure eight (8) times. We need to compute 𝐶𝑙𝑡
≥ and 𝐶𝑙𝑡

≤ which are the merger of 

classes, both above and downward.  

The example given above demonstrates that we must calculate 𝐷𝑝+ and 𝐷𝑝−for each object, 

which is time consuming and computationally very expensive. If we talk about large dataset or the 
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dataset that changes with time, calculation 𝐷𝑝+ and 𝐷𝑝− of each object by iterating for the whole 

dataset consumes a lot of time and memory consumption. That will increase computational cost 

significantly.  
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CHAPTER 5 :       PROPOSED METHODOLOGY 

 

We have solved the problems with complicated algorithm structure and time-consuming 

complexity in our technique. The previously described issues were resolved by our suggested 

methods. We eschew every pointless step in the traditional DRSA method. and use our suggested 

approach to shorten the processing time.  

Based on preference order, we have created two types of class unions. This categorization is 

based on a preferred order, which helps in data organization. Splitting the dataset into these two 

types makes it easier to analyze and handle the data depending on its unique properties as 

mentioned below in Table 5. 

In this section, we'll talk about how to keep DRSA approximation sets up to date as an object 

set changes over time. We suppose that the previous approximation values are known. When 

new data is entered into the system, it is validated. This stage involves determining whether or 

not the data already exists in the old dataset. If the data exists, it will not be updated, and vice 

versa. This validation procedure guarantees that no duplicate data is handled, therefore 

conserving computing resources and avoiding unnecessary redundancy. 

5.1 An algorithm to update Approximation Upon Insertion of new Object 

In this section we considered an algorithm to update approximation upon insertion of new 

object. Table 5 gives the representation of symbols when new data enter into the system with 

time t+1. In which we considered two columns named as notions of DRSA at time ‘t’. and the 

second column represents notion of DRSA at time ‘t+1’, inserting of new object dynamically. 

Characterization of DRSA notions different symbols of decision table, upper approximation, 

downward approximation at time t and t+1. 
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Table 5: Details of symbols 

Characterization  Concepts of DRSA at 

time t 

Concepts of DRSA at 

time t+1 

Decision-making system 𝑈 𝑈+ 

Decision-making class t 𝐶𝑙𝑡 𝐶𝑙𝑡
∗ 

More preferable decision class than ‘t’ 𝐶𝑙𝑡
≥ 𝐶𝑙𝑡

≥∗
 

Less preferable decision class than ‘t’ 𝐶𝑙𝑡
≤ 𝐶𝑙𝑡

≤∗
 

Lower Approximation for 𝑪𝒍𝒕
≤ 𝑃(𝐶𝑙𝑡

≤) 𝑃∗(𝐶𝑙𝑡
≤) 

Upper Approximation for  𝑪𝒍𝒕
≤ �̅�(𝐶𝑙𝑡

≤) �̅�∗(𝐶𝑙𝑡
≤) 

Lower Approximation for  𝑪𝒍𝒕
≥ 𝑃(𝐶𝑙𝑡

≥) 𝑃∗(𝐶𝑙𝑡
≥) 

Upper Approximation for  𝑪𝒍𝒕
≥ �̅�(𝐶𝑙𝑡

≥) �̅�∗(𝐶𝑙𝑡
≥) 

 

  Table 6: Pseudocode to set union of classed using preference order      

• Input: U′ = U+ = U ∪ U′ 

▪ t= Total Number of Classes 

• Output: 𝐶𝑙𝑡
∗  , 𝐶𝑙𝑡

≥∗
, 𝐶𝑙𝑡

≤∗
 

• For y=1 to t 

o For i=1 to |U+| 

▪ IF (𝑥𝑖 . t) ∈  Class y 

▪ 𝐶𝑙𝑡
∗ = 𝐶𝑙𝑡

∗ ∪ {𝑥𝑖} 

▪ Else IF (𝑥𝑖 . t) ∈ more preference class than class y 

▪ 𝐶𝑙𝑡
≥∗

= 𝐶𝑙𝑡
≥∗

 ∪ {𝑥𝑖} 

▪ Else IF (𝑥𝑖 . t) ∈  less preference class than class y 

𝐶𝑙𝑡
≤∗

= 𝐶𝑙𝑡
≤∗

∪ {𝑥𝑖} 

▪ End IF 

o End For 

End For 
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The following next step is to implement a KD (K-Dimensional) tree approach. This method 

is used to determine lower and upper approximations. A KD tree is a data structure that 

organizes points in a multidimensional space, making search and retrieval operations more 

efficient. The methodology uses the KD tree approach to optimize the overall computing 

efficiency of the operation and reduce execution time. The KD tree technique was used to 

minimize the complexity and execution time of the DRSA (Dominance-based Rough Set 

technique) algorithm. The approach attempts to increase the efficiency of the data analysis 

process by utilizing the KD tree, making it more effective and time-saving.  

Table 7: Pseudocode of KD tree 

• Input:     start-node,   //initial point 

• Output:  kd,     //representation of kd tree  

• Pre:        None   

• Post:       start-node= node-rep(kd)^ |s-legal-kdtree(kd)| 

i. IF start-node is empty THEN return the empty kd-tree 

ii. Call pivot choosing procedure, which returns two values, 

n: = a member of node 

split: = the splitting dimensions 

iii. d: = domain vector of n 

iv. Node’: = node with n removed 

v. r: = range vector of n 

vi. nodeleft: ={(d’,r’) ∈ node’ | d’split ≤ dsplit}  

vii. noderight: ={(d’,r’) ∈ node’ | d’split ≥ dsplit}  

viii. kdleft: =recursively construct kd tree from nodeleft 

ix. kdright: =recursively construct kd tree from noderight 

x. kd: = <d, r, split, kdleft, kdright> 

Proof: By inducing on the length of start-node and the definitions of node-rep and s-

legal-kdtree 
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Table 7 represents the algorithm of KD tree working. A KD tree, also known as a data 

structure called a "k-dimensional tree" is used to arrange points in a k-dimensional space. It is very 

handy for performing effective closest neighbor searches. Here's a more in-depth description of 

how a KD tree works:  

Construction  

The first step in constructing a KD tree is to choose a splitting axis [50]. This axis is chosen 

depending on a variety of factors, such the dimension with the largest variance or the one that 

splits the points evenly. After selecting an axis, the points are split into two categories according 

on where they are on that axis. 

Recursive Subdivision 

For each subset, the dividing procedure is continued recursively until a termination condition is 

fulfilled. This constraint might be a maximum depth limit, a minimum number of points in a leaf 

node, or any other requirement that the implementation defines. Balancing: It is critical to balance 

the tree in order to provide efficient search operations. This can be accomplished by choosing a 

suitable splitting axis at each level of the tree, or by employing approaches such as median splitting 

or randomness. When executing a closest neighbor search in a KD tree [51], the algorithm starts 

at the root node and traverses the tree recursively depending on the splitting criteria. It chooses 

which child node to visit at each level depending on the query point's position relative to the 

splitting plane. This procedure is repeated until a leaf node is reached. 

Backtracking 

When the algorithm reaches a leaf node, it goes back to the parent nodes to see if there are any 

closer locations in the other subtree. The distance between the question points and the dividing 

plane is calculated. If the distance is less than the current best distance, the algorithm moves on 

to the next subtree. Pruning: The method may encounter nodes that can be pruned throughout the 

backtracking phase if their bounding box or distance to the query location is greater than the 

current best distance. This aids in reducing needless computations and increasing search 

efficiency. Termination: The search ends when all viable nodes have been visited or when a 
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specified condition, such as identifying the precise nearest neighbor or exceeding a 

predetermined distance threshold, is fulfilled.      

In the next step, we need to update lower and upper approximations by using above mentioned 

KD tree rules. We carried out our computation task using the KD tree algorithm. The idea behind 

the algorithm is to use a binary tree structure to divide the data points into smaller regions. we 

were able to efficiently find nearest neighbors using this algorithm [52] as well as complete other 

calculations. For simplicity and usability, we implemented the algorithm, which has ten rules, in 

a single line of code named as kd_tree mentioned in above Table 7.  

Table 8: Details of KD tree symbols 

Input           kd_tree, t=2 

Output        𝐶𝑙≤
∗  , 𝐶𝑙≥

∗  , 𝐶𝑙𝑡
∗  , 𝐶𝑙𝑡

≥∗
, 𝐶𝑙𝑡

≤∗
 

𝑃∗(𝐶𝑙𝑡
≤), �̅�∗(𝐶𝑙𝑡

≤), 𝑃∗(𝐶𝑙𝑡
≥), �̅�∗(𝐶𝑙𝑡

≥)                       

▪ Calculate 𝐶𝑙∗
𝑡
≤
 and 𝐶𝑙∗

𝑡
≥
 

• Pass the kd_tree object, the value of t, and the count_only parameter set to True 

to the query_radius function of the kd_tree object 

• Store the result of the query_radius function in a variable named 𝐶𝑙≤
∗  & 𝐶𝑙∗

𝑡
≥
 

▪ Calculate 𝑃∗(𝐶𝑙𝑡
≤), �̅�∗(𝐶𝑙𝑡

≤), 𝑃∗(𝐶𝑙𝑡
≥), �̅�∗(𝐶𝑙𝑡

≥)                     

1) Create Empty lists of 𝑃′(𝐶𝑙𝑡
≤), �̅�′(𝐶𝑙𝑡

≤), 𝑃∗(𝐶𝑙𝑡
≥), �̅�∗(𝐶𝑙𝑡

≥)                     

2) For i, row in iterrows for  𝐶𝑙∗
𝑡
≤
  

• Set i = current point in the kd_tree 

• Reshape the current point into a 1D array and pass it to the query_radius 

function of the kd_tree 

• Set the radius= 0 and return_distance= False 
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• Sort the results of the query_radius function in ascending order and store them 

in 𝐷𝑝≤
+ 

• Repeat above two steps for 𝐷𝑝≤
− 

• Now set radius=t, and return_distance=False 

• Sort the results of the query_radius function in ascending order and store them 

in 𝐷𝑝≤
− 

3) 𝑃′(𝐶𝑙𝑡
≤) = Flatten the 𝐷𝑝≤

+ array and add 1 to each element 

4) �̅�′(𝐶𝑙𝑡
≤) = Flatten the 𝐷𝑝≤

− array and add 1 to each element 

5) Append 𝑃′(𝐶𝑙𝑡
≤), �̅�′(𝐶𝑙𝑡

≤) into 𝑃∗(𝐶𝑙𝑡
≤), �̅�∗(𝐶𝑙𝑡

≤) lists. 

6) Repeat whole process to calculate 𝑃∗(𝐶𝑙𝑡
≥), �̅�∗(𝐶𝑙𝑡

≥) as well 

7) End For Loop 
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5.2 Flow Chart of proposed methodology 

 

Figure 11: Flow chart of proposed methodology 
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5.3 Illustrative Example 

We take into consideration the following sample information system: 

Table 9: Sample decision system 

Universe English Mathematics Grades 

X1 B B Good 

X2 C B Good 

X3 B C Good 

X4 A B Very Good 

X5 A A Excellent 

X6 A B Very Good 

 

Consider that we already know about the decision classes and approximations. 

Whenever a new object is inserted, the approximations are updated. 

We assumed that a new set of objects would be used to further clarify the implementation of our 

suggested strategy 𝑈+ = {𝑿𝟕, 𝑿𝟖, 𝑿𝟗} details of the conditional and decision attribute are 

provided in the decision system as  

{Universe, English, Mathematics, Grade}:  

• (𝐗𝟕, 𝐂, 𝐁, 𝐆𝐨𝐨𝐝) 

• (X8, B, A, Very Good) 

• (X9, A, A, Excellent) 

Take new objects X7, X8, X9 into consideration. In order to update the approximation sets, we 

first update the decision classes and the corresponding higher/lower preference ordered classes. 

After adding two new objects to the same decision system: 
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i. X7 belongs to les preference class and X8 and X9 belongs to preference class as per 

preference order t=2. 

ii. More preference ordered class: 

 𝐶𝑙∗
𝑡 ≥ = {𝑋4, 𝑋5, 𝑋6, 𝑋8, 𝑋9} 

iii. Less preference ordered class: 

 𝐶𝑙∗
𝑡 ≤= {𝑋1, 𝑋2, 𝑋3, 𝑋4, 𝑋6, 𝑋7, 𝑋8} 

iv. Updated Lower Approximation for  

𝐶𝑙∗
𝑡 ≥  is: 

• 𝐹𝑜𝑟 𝑋4 ∶  𝐷𝑝+(𝑋4) = {𝑋4, 𝑋5, 𝑋6, 𝑋9}    

• 𝐹𝑜𝑟 𝑋5 ∶  𝐷𝑝+(𝑋5) = {𝑋5, 𝑋9}    

• 𝐹𝑜𝑟 𝑋6 ∶  𝐷𝑝+(𝑋6) = {𝑋4, 𝑋5, 𝑋6, 𝑋9}    

• 𝐹𝑜𝑟 𝑋8 ∶  𝐷𝑝+(𝑋8) = {𝑋5, 𝑋8, 𝑋9}    

• 𝐹𝑜𝑟 𝑋9 ∶  𝐷𝑝+(𝑋9) = {𝑋5, 𝑋9}    

v. Updated Lower Approximation for  

𝐶𝑙∗
𝑡 ≤  is: 

• 𝐹𝑜𝑟 𝑋1 ∶  𝐷𝑝−(𝑋1) = {𝑋1, 𝑋4, 𝑋5, 𝑋8, 𝑋9}    

• 𝐹𝑜𝑟 𝑋2 ∶  𝐷𝑝−(𝑋2) = {𝑋1, 𝑋2, 𝑋4, 𝑋5, 𝑋6, 𝑋7, 𝑋8, 𝑋9}    

• 𝐹𝑜𝑟 𝑋3 ∶  𝐷𝑝−(𝑋3) = {𝑋3, 𝑋4, 𝑋5, 𝑋6, 𝑋8, 𝑋9}   

• 𝐹𝑜𝑟 𝑋4 ∶  𝐷𝑝−(𝑋4) = {𝑋4, 𝑋5, 𝑋6, 𝑋9}    

• 𝐹𝑜𝑟 𝑋6 ∶  𝐷𝑝−(𝑋6) = {𝑋4, 𝑋5, 𝑋6, 𝑋9}    

• 𝐹𝑜𝑟 𝑋7 ∶  𝐷𝑝−(𝑋7) = {𝑋1, 𝑋2, 𝑋4, 𝑋5, 𝑋6, 𝑋7, 𝑋8, 𝑋9}    

• 𝐹𝑜𝑟 𝑋8 ∶  𝐷𝑝−(𝑋8) = {𝑋5, 𝑋8, 𝑋9}    
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vi. Updated Upper Approximation for  

𝐶𝑙∗
𝑡 ≥  is: 

• 𝐹𝑜𝑟 𝑋4 ∶  𝐷𝑝+(𝑋4) = {𝑋1, 𝑋2, 𝑋3, 𝑋4, 𝑋6, 𝑋7}    

• 𝐹𝑜𝑟 𝑋5 ∶  𝐷𝑝+(𝑋5) = {𝑋1, 𝑋2, 𝑋3, 𝑋4, 𝑋5, 𝑋6, 𝑋7, 𝑋8, 𝑋9}    

• 𝐹𝑜𝑟 𝑋6 ∶  𝐷𝑝+(𝑋6) = {𝑋1, 𝑋2, 𝑋3, 𝑋4, 𝑋6, 𝑋7}    

• 𝐹𝑜𝑟 𝑋8 ∶  𝐷𝑝+(𝑋8) = {𝑋1, 𝑋2, 𝑋3, 𝑋7, 𝑋8}    

• 𝐹𝑜𝑟 𝑋9 ∶  𝐷𝑝+(𝑋9) = {𝑋1, 𝑋2, 𝑋3, 𝑋4, 𝑋5, 𝑋6, 𝑋7, 𝑋8, 𝑋9}    

vii. Updated Upper Approximation for  

𝐶𝑙∗
𝑡 ≤  is: 

• 𝐹𝑜𝑟 𝑋1 ∶  𝐷𝑝−(𝑋1) = {𝑋1, 𝑋2, 𝑋3, 𝑋7}    

• 𝐹𝑜𝑟 𝑋2 ∶  𝐷𝑝−(𝑋2) = {𝑋2, 𝑋7}    

• 𝐹𝑜𝑟 𝑋3 ∶  𝐷𝑝−(𝑋3) = {𝑋3}    

• 𝐹𝑜𝑟 𝑋6 ∶  𝐷𝑝−(𝑋6) = {𝑋1, 𝑋2, 𝑋3, 𝑋4, 𝑋6, 𝑋7}    

• 𝐹𝑜𝑟 𝑋8 ∶  𝐷𝑝−(𝑋8) = {𝑋1, 𝑋2, 𝑋3, 𝑋7, 𝑋8}    

• 𝐹𝑜𝑟 𝑋9 ∶  𝐷𝑝−(𝑋9) = {𝑋1, 𝑋2, 𝑋3, 𝑋4, 𝑋5, 𝑋6, 𝑋7, 𝑋8, 𝑋9}  
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CHAPTER 6 : RESULTS AND ANALYSIS 

 

In this section, we examine the effectiveness of the suggested method for updating 

approximations as objects migrate and emigrate. In section 6.1 we have explained datasets. Section 

6.2 includes characteristics of datasets. In section 6.3, we have done our experimental measures. 

Section 6.4 shows evaluation design. Section 6.5 includes results and discussions. 

6.1 Dataset 

We used ten publicly available datasets from the UCI library to evaluate the effectiveness of 

our proposed method [47]. 

• 1st dataset that we have used was breast cancer Coimbra. There are ten statistical 

variables and a binary dependent variable with a binary dependence that indicates 

whether breast cancer is present or not are present. Anthropometric data and factors 

collected during normal blood analysis serve as predictors. If these predictors are true, 

models of prediction based on them might be utilized as a biomarker for breast cancer. 

There are no missing values. There are 116 instances and having 10 features. Dataset 

is multivariant/integer type. 

• The second dataset that we have chosen was caesarian section classification. This 

dataset provides information about the caesarian section results of 80 pregnant women 

who had the most common delivery difficulties in the medical industry. It has 80 

instances and 5 features, having univariant/integer type. 

• 3rd dataset was lung cancer. The information provided outlined three forms of 

problematic lung cancers. Having 32 instances and 56 features. The type of dataset is 

multivariant/integer. 

• 4th dataset was glass. Criminological research served as the impetus for the study of 

glass classification since glass left at the scene of crime might be used as evidence. It 

has 214 instances and 9 features. Having no missing values. The type of dataset is 

multivariant/real. 
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• Fifth dataset chosen was Haberman. Having 306 instances and 3 features. The dataset 

comprises instances from research on the survival of breast cancer patients who had 

surgery.  The type of dataset is multivariant/integer. 

• 6th dataset that we have used was Iris. This is one of the oldest datasets used in the 

classification literature, and it is frequently used in statistics and machine learning.  The 

data set is divided into three classes, each with 50 instances, and each class represents 

a different species of iris plant.  One class may be separated linearly from the other 

two; the latter cannot be separated linearly from each other. It has 4 attributes. The type 

of iris dataset is real. 

• 7th dataset was concrete compressive strength. The most significant material in civil 

engineering is concrete. The compressive strength of concrete is a highly nonlinear 

function of age and constituents. The dataset has 1.03k instances and 9 features. Dataset 

is of real type. 

• Eighth dataset was Iranian churn dataset. This information was gathered at random 

from an Iranian telecom company's database during a 12-month period. A total of 3150 

rows of data, one for each client, contain information for 13 columns. The 

characteristics included in this dataset. Call failures, SMS frequency, number of 

complaints, number of separate calls, subscription term, age group, fee amount, kind 

of service, seconds of usage, position, the amount of use, and Customer Value are all 

factors to consider. Except for attribute churn, all of the attributes are based on 

aggregated data from the first 9 months. The churn labels represent the customers' 

status at the end of a year. The minimum planning gap is three months. It has 3.15k 

instances and 13 features, having integer type. 

• 9th dataset was waveform dataset generator version 1. The characteristic of dataset is 

multivariant/data generator. It has 5k instances and 21 features. The subject area of 

dataset physics and chemistry. Feature type is real. 

• 10th dataset was letter recognition. The objective is to recognize each of the many black-

and-white rectangular pixel representations as one of the 26 capital letters in the English 
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alphabet. The character representations were created using 20 distinct typefaces, and 

each letter within these fonts was randomly deformed to create a file containing 20,000 

unique stimuli.  Each stimulus was transformed into 16 primitive numerical properties 

and scaled to fit within a range of integer values ranging from 0 to 15.  In most cases, 

we train on the first 16000 items and then use the resultant model to predict the letter 

category for the other 4000.  More information may be found in the aforementioned 

article. It has 20k instances and 64 features. 

 To thoroughly examine the effectiveness of our suggested algorithms, we compare them to 

the standard DRSA algorithm that operated in a dynamic environment. With 5% of the original 

dataset size as the variation ratio, we compared the suggested and standard techniques. With the 

understanding that the value set would remain the same, we chose random values for the 

conditional and decision characteristics of new objects. Using the new approach and the traditional 

DRSA algorithm, we updated the DRSA approximations for outdated approximation sets. By 

computing the percentage of execution time that was saved, we were able to compare the 

computational time of the two algorithms. When compared to the usual method, our suggested 

approach updated approximations in less time, with an average reduction of 99.2%. 

6.2 Characteristics of dataset 

We have tested our proposed algorithm on UCI ten datasets. Table 10 shows the 

characteristics of datasets including their instance (number of rows or objects) and attributes 

(number of columns or features) and type. Despite of their type, some datasets have more 

instance like concrete compressive strength, Iranian churn dataset, Waveform database generator 

version1 and Letter recognition. And rest of the datasets have a smaller number of instances. UCI 

datasets of different types like multivariant and univariant as well as integer and real numbers. 
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Table 10: Characteristics of UCI dataset 

Dataset Instance Attributes Type 

Breast cancer Coimbra 116 10 Multivariate/Integer 

Caesarian section classification 80 5 Univariate/Integer 

Lung cancer 32 56 Multivariate/Integer 

Glass 214 9 Multivariate/Real 

Haberman 306 3 Multivariate/Integer 

Iris 150 4 Real 

Concrete compressive strength 1.03k 9 Real 

Iranian churn dataset 3.15k 13 Integer 

Waveform database generator 

version 1 

5k 21 Multivariate, Data-Generator 

Letter recognition 20k 64 Integer 

 

6.3 Experimental measure 

Below is a brief description of the experimental settings that were used to evaluate and 

execute the recommended and standard techniques. 

6.3.1 KD Tree 

A data structure called a KD tree, often referred to as a k-dimensional tree, is used to arrange 

points in a k-dimensional space. It is very handy for performing effective closest neighbor 

searches. The KD tree technique was used to minimize the complexity and execution time of the 

DRSA (Dominance-based Rough Set technique) algorithm. The approach attempts to increase the 

efficiency of the data analysis process by utilizing the KD tree, making it more effective and time-

saving. 
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6.3.2 Execution Time 

"Execution time" refers to the amount of time an algorithm must analyses data before generating 

an output. We evaluated the algorithm execution time using a system timer in order to evaluate the 

performance of the suggested technique to the conventional approach and other relevant 

contemporary techniques. We tested our method on ten UCI datasets and determined the average 

execution time. Equation 10 was utilized to calculate the percentage reduction in the duration of 

the suggested method. 

𝑷𝒆𝒓𝒄𝒆𝒏𝒕𝒂𝒈𝒆 𝒅𝒆𝒄𝒓𝒆𝒂𝒔𝒆 = (
𝑻𝟏−𝑻𝟐

𝑻𝟏
) × 𝟏𝟎𝟎            (10) 

where ‘T1’ denotes the traditional algorithm's execution time and ‘T2’ denotes the suggested 

algorithm's execution time. 

 

Table 11: Hardware specifications 

Hardware Specifications 

Processor AMD Ryzen 5 3.60 GHz 

RAM 32 GB 

Generation AMD Ryzen 6 

Cache 512 Bytes 

 

Table 11 shows hardware specifications. Processor that we have used for our research work was 

AMD Ryzen5 3.60 GHz, generation of AMD Ryzen 6. Our hardware has 32 GB RAM. Cache 

was about 512 bytes. 

6.4 Evaluation design 

We examined both methods (conventional approach and proposed approach) using the 

parameters listed below: 

• Execution environment 

• Algorithmic parameters 
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6.4.1 Execution environment  

Table 11 lists the hardware and its specifications that was used to implement the proposed 

and conventional algorithms. AMD Ryzen (AMD Ryzen 5 3.60 GHz, RAM 32 GB) is used to 

execute both scripts on the ten datasets specified at the beginning of section 6. When comparing 

both methods, the execution environment is same. When the algorithms are executing, no further 

processes are active. During implementation, great effort is taken to ensure that the processor 

state remains consistent. 

6.4.2 Algorithmic Parameters 

Conventional and proposed algorithm takes following parameters for information system: 

• IS represents information system 

• ‘U’ represents universe or finite number of objects 

• ‘Q’ is (𝐶 ∪ 𝐷) represents a finite number of conditional and decision attributes 

• V = 𝑈𝑞∈𝑄𝑉𝑞 where 𝑉𝑞 is the set of values of criteria q 

• f represents function of 𝑓(𝑥, 𝑞) which assigns a particular value 𝑉𝑞 to an object x 

for attribute q. 

6.5 Results and discussion 

We updated the DRSA approximations for out-of-date approximation sets using the novel 

strategy and the conventional DRSA technique. We were able to compare the computational 

times of the two techniques by determining the percentage of time required for execution that 

was saved. With an average drop of 99.2%, our suggested process updated estimates faster than 

the traditional approach. 
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Table 12: Calculation time for the standard, parallel, and suggested approaches after adding new 

objects 

Dataset Time Taken(s) Percentage decrease 

in time (%) 
Conventional 

Algorithm  

Parallel 

Algorithm  

Suggested 

Algorithm 

Breast Cancer Coimbra 6.75 2.37 0.59 91.2% 

Caesarian Section 

Classification 

3.71 29.88 0.56 84.9% 

Glass 18.7 6.75 0.71 96.2% 

Haberman 49.9 16.7 1.67 97% 

Iris 11.4 3.98 0.5 95% 

Concrete Compressive 

strength 

309.2 108.2 2.1 99.3% 

Iranian Churn Data 450.9 157.8 2.9 99.3% 

Waveform database 

generator version1 

489.1 171.8 3.1 99.3% 

Letter Recognition 1545.2 541.8 11.2 99.3% 

Lung Cancer 1.04 0.36 0.54 92.6%  

 

Dominance based rough set theory (DRSA) takes more time to calculate lower and upper 

approximation because comparing dominance relations among data points can be complex. We 

have addressed the problems associated with complicated algorithmic structure and lengthy 

execution times in our methods. We do not do any traditional DRSA approach measures that are 

not essential. We have used KD tree algorithm to decrease computational time of DRSA 

approaches for calculating lower and upper approximations.  

The KD tree, in the first place, arranges the data points in a hierarchical structure to 

facilitate effective search operations. The algorithm can quickly find important areas of the data 

space, which lowers the number of comparisons required. As a result, compared to linear search 
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algorithms, search operations have a much lower complexity. Additionally, during the search 

process, the KD tree method reduces irrelevant sections. In Table 12, we have compared 

conventional, parallel and proposed algorithmic results applied on UCI ten datasets.  

Our proposed algorithm shows reduce execution time on comparison. In conclusion, the 

hierarchical structure, effective search operations, and reducing mechanism of the KD tree 

algorithm give strong evidence for its ability to shorten the computing time of DRSA techniques 

when calculating lower and higher approximations. It is a useful tool for increasing the 

effectiveness of DRSA calculations since it can handle high-dimensional spaces and lowers 

number of comparisons. 

Table 13: Execution time for conventional approach (upward and downward union class) 

Dataset Traditional methodology time duration (s) 

Set of approximation for 𝑪𝒍𝒕
≤ Set of approximation for 𝑪𝒍𝒕

≥ 

Breast Cancer Coimbra 1.06 1.5 

Caesarian Section 

Classification 

20.01 19.8 

Glass 4.1 3.8 

Haberman 11.02 10.25 

Iris 2.6 2.6 

Concrete Compressive 

strength 

68.57 70.6 

Iranian Churn Data 102.5 110.1 

Waveform database 

generator version 1 

121.1 123.3 
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Letter Recognition 330.15 324.4 

Lung Cancer 0.17 0.2 

 

Table 13 shows Execution time for conventional approach (upward and downward union class) 

of 10 UCI datasets that are available online. For Breast Cancer Coimbra, execution time for 𝐶𝑙𝑡
≤ 

= 1.06 s and for 𝐶𝑙𝑡
≥ = 1.5𝑠.  

For Caesarian Section Classification, execution time for 𝐶𝑙𝑡
≤ = 20.01 s and for 𝐶𝑙𝑡

≥ = 19.8𝑠. For 

Glass dataset, 𝐶𝑙𝑡
≤ = 4.1 s and for 𝐶𝑙𝑡

≥ = 3.8𝑠. Haberman has 𝐶𝑙𝑡
≤ = 11.02 s and for 𝐶𝑙𝑡

≥ = 10.25𝑠 

For iris, execution for conventional approach is 𝐶𝑙𝑡
≤ = 2.6 s and for 𝐶𝑙𝑡

≥ = 2.6𝑠. Concrete 

compressive strength has 𝐶𝑙𝑡
≤ = 68.57 s and for 𝐶𝑙𝑡

≥ = 70.6𝑠. Iranian churn data has 𝐶𝑙𝑡
≤ = 102.5s 

and for 𝐶𝑙𝑡
≥ = 110.1𝑠. For waveform database generator version 1, 𝐶𝑙𝑡

≤ = 121.1 s and for 𝐶𝑙𝑡
≥ =

123.3𝑠 . Letter recognition has 𝐶𝑙𝑡
≤ = 330.15s and for 𝐶𝑙𝑡

≥ = 324.4𝑠. For lung cancer 𝐶𝑙𝑡
≤ = 0.17s 

and for 𝐶𝑙𝑡
≥ = 0.2𝑠. 

Table 14: Execution time for proposed approach (upward and downward union class) 

Dataset Proposed methodology time duration (s) 

Set of approximation for 𝑪𝒍𝒕
≤ Set of approximation for 𝑪𝒍𝒕

≥ 

Breast Cancer Coimbra 0.025 0.025 

Caesarian Section 

Classification 

0.03 0.031 

Glass 0.029 0.029 

Haberman 0.168 0.16 

Iris 0.02 0.023 
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Concrete Compressive 

strength 

0.2 0.21 

Iranian Churn Data 0.31 0.31 

Waveform database 

generator version1 

0.29 0.3 

Letter Recognition 2.39 2.4 

Lung Cancer 0.02 0.023 

 

Table 14 shows Execution time for proposed approach (upward and downward union class) of 10 

UCI datasets that are available online. For Breast Cancer Coimbra, execution time for 𝐶𝑙𝑡
≤ = 

0.025 s and for 𝐶𝑙𝑡
≥ = 0.025𝑠.  

For Caesarian Section Classification, execution time for 𝐶𝑙𝑡
≤ = 0.03s and for 𝐶𝑙𝑡

≥ = 0.031𝑠. For 

Glass dataset, 𝐶𝑙𝑡
≤ = 0.029s and for 𝐶𝑙𝑡

≥ = 0.029𝑠. Haberman has 𝐶𝑙𝑡
≤ = 0.168s and for 𝐶𝑙𝑡

≥ =

0.16𝑠 

For iris, execution for conventional approach is 𝐶𝑙𝑡
≤ = 0.02s and for 𝐶𝑙𝑡

≥ = 0.023𝑠. Concrete 

compressive strength has 𝐶𝑙𝑡
≤ = 0.2s and for 𝐶𝑙𝑡

≥ = 0.21𝑠. Iranian churn data has 𝐶𝑙𝑡
≤ = 0.31s and 

for 𝐶𝑙𝑡
≥ = 0.31𝑠. For waveform database generator version 1, 𝐶𝑙𝑡

≤ = 0.29s and for 𝐶𝑙𝑡
≥ = 0.3𝑠 . 

Letter recognition has 𝐶𝑙𝑡
≤ = 2.39s and for 𝐶𝑙𝑡

≥ = 2.4𝑠. For lung cancer 𝐶𝑙𝑡
≤ = 0.02s and for 

𝐶𝑙𝑡
≥ = 0.023𝑠. 
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Table 15: Execution time comparison to calculate approximation sets for suggested and 

traditional 𝐶𝑙𝑡
≥ 

Dataset Time Taken(s) Percentage 

reduction in 

execution time  
Conventional 

Approximation sets 

for 𝑪𝒍𝒕
≥ 

 Proposed 

Approximation 

sets for 𝑪𝒍𝒕
≥ 

Breast Cancer Coimbra 1.06  0.024 97.6% 

Caesarian Section 

Classification 

20.01  0.03 99.8% 

Glass 4.1  0.029 99.2% 

Haberman 11.02  0.168 98.5% 

Iris 2.6  0.02 99.2% 

Concrete Compressive 

strength 

68.57  0.2 99.7% 

Iranian Churn Data 102.5  0.31 99.6% 

Waveform database 

generator version 1 

121.1  0.29 99.7% 

Letter Recognition 330.15  2.39 99.2% 

Lung Cancer 0.17  0.02 88.2% 

 

In table 15, we have compared execution time to compute approximation sets for conventional 

and proposed  𝐶𝑙𝑡
≥. For that we have used 10 UCI datasets. We applied conventional approach 

and proposed approach to computer approximation for more preferred class. And we have got 
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remarkable results that showed us that proposed approach take lesser time as compare to 

conventional approach. The graphical representation of percentage decrease in execution time to 

compute  𝐶𝑙𝑡
≥ shown below in figure 11. 

 

 

Figure 12: Percentage decrease in execution time for 𝐶𝑙𝑡
≥ 
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Table 16: Execution time comparison to calculate approximation sets for suggested and 

traditional 𝐶𝑙𝑡
≤ 

Dataset Time duration (s) Percentage decrease 

in execution time  
Conventional sets of 

Approximation for 

𝑪𝒍𝒕
≤ (s) 

 Proposed sets of 

Approximation 

for 𝑪𝒍𝒕
≤ (s) 

Breast Cancer 

Coimbra 

1.91  0.026 98.6% 

Caesarian Section 

Classification 

20.8  0.03 99.8% 

Glass 3.9  0.029 99.2% 

Haberman 10.33  0.17 98.3% 

Iris 2.4  0.021 99.1% 

Concrete 

Compressive strength 

70.8  0.22 99.6% 

Iranian Churn Data 111.25  0.32 99.7% 

Waveform database 

generator version1 

124.44  0.29 99.7% 

Letter Recognition 324.86  2.66 99.2% 

Lung Cancer 0.17  0.023 86.4% 
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In table 16, we have shown comparison of execution time for both conventional and 

proposed algorithm to compute 𝐶𝑙𝑡
≥. We have used 10 UCI datasets. We applied conventional 

approach and proposed approach to computer approximation for less preferred class. Results 

shows remarkable decrease in computational time. We have seen that execution time of proposed 

approach is far lesser than that of conventional approach. Average percentage reduction in 

execution time is shown in figure 13 below: 

 

Figure 13: Percentage decrease in execution time for 𝐶𝑙𝑡
≤ 
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Table 17: Time comparison using recent techniques 

Dataset Time duration taken(s) 

An improved technique 

for estimating DRSA 

approximations (Ahmad 

et al, 2022)  

A revised method for 

estimating DRSA 

approximations (Nosheen et 

al, 2022b) 

Proposed 

Methodology 

Gisette 28.7 20.01 11.82 

EEG Eye State 12.1 9.5 6.1 

URL Reputation 77.6 51.2 32.6 

P53 Mutants 19.3 15.1 7.75 

Average decrease in 

comparison to the 

Traditional DRSA 

70% 83% 99.2% 

 

Table 17 compares the time required by the suggested method with more modern approaches. We 

have used the "redefined method for computing approximations of DRSA" and the "improved 

technique to compute approximations of DRSA," two current methodologies. Four datasets have 

been taken into consideration: P53 mutants, URL reputation, EEG eye state, and Gisette. Table 17 

provides the average decrease when compared to the traditional DRSA, and Figure 13 displays a 

graphical depiction of that reduction. The suggested approach has the longest decrease time when 

compared to alternative methods, according to the results. 
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Figure 14: Time comparison using recent techniques 

 

6.5.1 Computational Time 

Using the aforementioned hardware and software requirements, we have executed the 

proposed, current parallel, and traditional algorithms on 10 UCI datasets and compared their 

execution times. (See table 12 for a mention). We measured the amount of time needed to 

compute approximations for the upper union of classes and the lower union of classes separately 

using the standard approach. (Mentioned in Table 13).  

In the suggested technique to compute approximations with minimum computation, we 

developed KD tree rules to compute lower and higher approximations for the upward and 

downward union of classes. Thus, by using the suggested method, we saw a notable decrease in 

the execution time, as seen in table 14. To evaluate the effectiveness of both strategies, we 

computed the percentage savings in time taken to execute using the procedure provided in Eq. 

(10). he two techniques are compared in Tables 15–16. For downward union of classes 𝐶𝑙𝑡
≤ and 

upward union of classes 𝐶𝑙𝑡
≥ percentage reduction in execution time is almost 98%. 
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Figure 15:  Comparison of Conventional, Parallel and Proposed Approach with respect to 

execution time 
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Figure 16: Comparing execution times to calculate downward union of class approximations 

 

In our research, we have conducted a thorough analysis of the proposed approach and the 

conventional approach of dominance-based rough set theory on ten UCI datasets. Through 

meticulous calculations and comparisons, it has become evident that our proposed algorithm offers 

a significant advantage in terms of reduced execution time when compared to the conventional 

approach.  

Furthermore, to visually demonstrate the superiority of my approach, we have created a 

graphical representation that clearly illustrates the performance difference between the two 

methods. The graph showcases a noticeable decrease in execution time when utilizing my 

proposed algorithm, further solidifying its superiority. 

These results underscore the importance of adopting my approach in the field of 

dominance-based rough set theory. The reduced execution time not only enhances computational 

efficiency but also opens up possibilities for real-time applications and large-scale data 

processing. By leveraging the power of our algorithm, researchers and practitioners can achieve 

more efficient and effective outcomes in their respective domains. 
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Table 18: Comparison of memory consumption 

Dataset Conventional Approach (bytes) Proposed Approach 

(bytes) 

Breast Cancer Coimbra 9600000 8900000 

Caesarian Section 

Classification 

15250000 9780000 

Glass 13680000 9250000 

Haberman 70800000 10980000 

Iris 20880000 9030000 

Concrete Compressive 

strength 

210000000 11190000 

Iranian Churn Data 300000000 11950000 

Waveform database generator 

version 1 

303900000 12010000 

Letter Recognition 691500000 18150000 

Lung Cancer 8900000 8820000 

 

Table 18 that shows the memory consumption of conventional DRSA technique and 

proposed approach. Memory consumption was calculated in bytes which is a memory unit. 

Proposed approach took less memory as compare to conventional approach. We have used 10 UCI 

datasets for this. The average reduction percentage for memory consumption is 93.3% using 

equation 10.  

 

6.5.2 Memory Consumption 

The dominance-based rough set technique has drawn a lot of interest in the field of data 

analysis and decision-making because of its ability to handle imprecise and uncertain data. The 

effective management of memory is one of the main obstacles to putting this strategy into 

practice, especially when working with enormous datasets. But compared to the traditional 

method, a considerable memory reduction has been made by adding the KD-tree data structure. 



81 

 

The binary search tree known as the KD-tree, divides data points in a multidimensional 

space. It creates a hierarchical data structure that makes it possible to conduct effective search 

and retrieval operations. The KD-tree optimizes the storing and retrieval of data points when 

used with the dominance-based rough set technique, resulting in less memory use. 

The memory saving advantages of the dominance-based rough set technique are revealed 

by using the KD-tree. The KD-tree's hierarchical structure makes search operations quicker and 

more effective, allowing the method to handle bigger datasets without suffering performance 

penalties. The technique is made more effective overall thanks to the decrease in memory 

utilization, which also makes it possible to analyses larger and more complicated information, 

producing more accurate and trustworthy findings. 

 

 

Figure 17: Comparing the amount of time needed to compute upward class union 

approximations 
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Figure 18: Comparing computing Time required to calculate the proposed and conventional 

approaches for data collections with additional instances 

 

In our research, we have conducted a thorough analysis of the proposed approach and the 

conventional approach of dominance-based rough set theory on ten UCI datasets. Through 

meticulous calculations and comparisons, it has become evident that my proposed algorithm 

offers a significant advantage in terms of reduced execution time when compared to the 

conventional approach. This finding highlights the efficiency and time-saving potential of my 

approach. 

Furthermore, to visually demonstrate the superiority of my approach, we have created a 

graphical representation that clearly illustrates the performance difference between the two 
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methods. The graph showcases a noticeable decrease in execution time when utilizing my 

proposed algorithm, further solidifying its superiority. As shown in figure 16 and 17. 

These results underscore the importance of adopting my approach in the field of 

dominance-based rough set theory. The reduced execution time not only enhances computational 

efficiency but also opens up possibilities for real-time applications and large-scale data 

processing. By leveraging the power of my algorithm, researchers and practitioners can achieve 

more efficient and effective outcomes in their respective domains. 

6.6 Case Study 

The shift in the modern period towards technology and the requirement for efficient data 

processing of large datasets provide considerable obstacles. In order to overcome these 

difficulties, the Dominance-based Rough Set Approach (DRSA), an improved method within the 

rough set theory, finds significant data in preference-ordered datasets. However, it can be 

expensive to compute lower and higher approximations in DRSA, particularly if the data varies 

over time. In order to solve this problem, the proposed approach efficiently computes estimates 

for increasing object values. Results show that this strategy is efficient and effective, with 

significant decreases in execution time, memory usage, and structural complexity when 

compared to traditional approaches using publicly accessible datasets from UCI. 

 Our suggested methodology performs better than current methods in terms of accuracy and 

efficiency, in addition to significantly lowering execution time for the DRSA issue. Our 

technique exhibits excellent performance through thorough comparison analysis, offering a 

considerable improvement in addressing the issues of DRSA. It is an excellent option for 

researchers and practitioners looking for the best answers in this subject because of its unique 

methodology and strong outcomes. 
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CHAPTER 7 :          CONCLUSION AND FUTURE WORK  
 

This chapter will wrap up our efforts and provide some future advice. Section 7.1 presents the 

findings of our study endeavor, and Section 7.2 outlines our plans for the future. Additionally, 

section 7.3 mentions limitations. 

7.1 Conclusion 

The shift in the modern period towards technology and the requirement for efficient data 

processing of large datasets provide considerable obstacles. In order to overcome these 

difficulties, the Dominance-based Rough Set Approach (DRSA), an improved method within the 

rough set theory, finds significant data in preference-ordered datasets. However, it can be 

expensive to compute lower and higher approximations in DRSA, particularly if the data varies 

over time. In order to solve this problem, the proposed approach efficiently computes estimates 

for increasing object values.  

Results show that this strategy is efficient and effective, with significant decreases in 

execution time, memory usage, and structural complexity when compared to traditional 

approaches using publicly accessible datasets from UCI.  

Our suggested methodology performs better than current methods in terms of accuracy and 

efficiency, in addition to significantly lowering execution time for the DRSA issue. Our 

technique exhibits excellent performance through thorough comparison analysis, offering a 

considerable improvement in addressing the issues of DRSA. It is an excellent option for 
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researchers and practitioners looking for the best answers in this subject because of its unique 

methodology and strong outcomes.  

The modern era's reliance on technology, as well as the need for fast processing of large 

datasets, provide considerable obstacles. To address these challenges, the Dominance-based 

Rough Set Approach (DRSA), an advanced approach in rough set theory, emerges as a solution 

for discovering critical data in preference-ordered datasets. However, the computational cost of 

calculating lower and higher approximations in DRSA, particularly when working with dynamic 

data, might be prohibitively expensive. To solve this issue, we present an efficient method for 

predicting growing object values. The results reveal that this technique is successful, with 

significant savings in execution time, memory use, and structural complexity compared to 

standard approaches, as proven by testing on publicly accessible UCI datasets. 

Our technique not only surpasses previous methods in terms of accuracy and efficiency, but it 

also drastically decreases the execution time required for the DRSA issue. Through detailed 

comparison research, our method displays remarkable performance, indicating a significant 

improvement in tackling DRSA issues. With its novel methodology and appealing results, our 

approach is a potential alternative for academics and practitioners looking for the best solutions 

in this field. 
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7.2 Future work 

Theory stands out as a far more efficient and time-saving solution compared to the 

conventional approach. The evidence from the calculations, as well as the graphical 

representation, supports the claim that my approach offers significant advantages in terms of 

execution time reduction. Its potential impact on various applications and domains cannot be 

overlooked, making it a promising avenue for future research and implementation. 

7.3 Limitation 

The limitation of our proposed work is we have used KD tree approach which has the 

disadvantage of becoming less efficient as the complexity of the data rises. This is referred to as 

the "curse of dimensionality." The splitting procedure gets less efficient as the number of 

dimensions increases, producing a less balanced tree and perhaps affecting the algorithm's 

performance. 
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