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Abstract 

The maritime industry has significant challenges on several fronts, including commercially, 

militarily, and ecologically; one of these challenges is the prediction and reduction of noise 

generated by underwater activities. The three main types of underwater noise for submerged bodies 

are machine, flow, and propeller noise. The primary source of the underwater noise emitted from 

these bodies is flow noise, particularly at elevated flow velocities. Variations in the hydroacoustic 

characteristics are seen because of altered geometric factors. First, the formation of various 

hydroacoustic properties because of diameter change is analysed in this work. Then, the models 

and techniques used for turbulence modelling and computation fluid dynamics (CFD) have been 

reviewed, and the advantages and disadvantages of each turbulent model are assessed. Several 

hybrid methods for hydroacoustic modelling comprising CFD plus acoustic findings, such as 

Reynolds-averaged Navier-stokes (RANS) with Ffwocs Willaim Hawking equation (FWH) and 

large-eddy simulations (LES) with FWH have been analysed to ascertain hydroacoustic trends w.r.t 

diametrical changes. Models having diameter of 10, 25 and 50 mm were considered. Simulations 

were carried out on 2 different velocities 3.05 m/sec and 5.05 m/sec. Results obtained from LES 

were considerably better than RANS models w.r.t acoustic depiction and same were then utilized 

for analysis with respect to diameter reduction. Decrease in acoustic noise has been observed with 

reduction in diameter of selected models. Efficacy of diameter reduction and estimation of flow 

noise levels/ patterns w.r.t change in diameter of cylindrical shaped underwater bodies is mainly 

assessed in this research work. 

 

Keywords:  Hydroacoustic, Flow Noise, Ffwocs Willaim Hawking, Large-eddy simulations, 

Reynolds-averaged Navier-stokes 
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CHAPTER 1: INTRODUCTION 

Underwater noise from immersed bodies turns out to be a great concern that is getting much 

attention. The environmental noise pollution that it causes and its detrimental effects on aquatic 

animals are two of the most crucial matters that have emerged as a direct consequence of increased 

noise levels [1]. Boundary-layer pressure variations in turbulent flows produce fluid-induced 

structural and hydrodynamic noise.[2] Eddies in turbulent flow cause the body surface to vibrate 

flexibly, which makes the structural noise caused by flow. When it comes to flow-induced 

structural noise problems, the vigorous interface amid structures and the fluid adjoining them are 

of particular matter [3]. Other significant aspects of flow-induced structural noise include 

transmission, reflection, wave propagation [4, 5], the use of efficient materials with special 

properties [6-8], and the use of metamaterials [9-11]. Hydrodynamic noise refers to any 

phenomenon in which flow areas cause pressure instabilities. The leading causes of the 

hydrodynamic noise are rotating eddies' centrifugal forces, Coriolis forces, and microscopic 

stagnation pressures. The hydrodynamic noise produced by bluff bodies is extremely interesting 

for industrial and ecological purposes. The parts of the promontory body have been applied 

frequently in seaward structures, submarines, and undersea applications like wires, wires, and 

pipelines. Because of their wide scale of uses in maritime, studying hydrodynamic noise from 

cylindrical bodies with different segments is of utmost significance. A thorough comprehension 

of the mechanisms by which submerged bodies generate noise is crucial for developing methods 

of mitigating this noise's propagation into the far field. Understanding the physics behind noise 

production is of particular interest in the context of underwater noise [12, 13]. 

Numerous engineering applications involve various bluff bodies, such as square, circular, 

or rectangular cylinders. Despite having simple geometries, these cylinders interact with the flow 

field more complicatedly. Unwanted noise levels are produced due to this complicated 

phenomenon, which includes velocity variation, vortex development, flow separation in the wake, 

and shear-layer unpredictability. Because bluff bodies experience significant flow separation over 

a substantial portion of the body, various flow structures develop in their path. Even though the 

bluff bodies’ geometry has a remarkable impact on the dynamic forces that are generated because 

of their distinct flow forms, the process of vortex generation is geometrically analogous [14, 15]. 

As a result, different bluff body geometries produce other acoustic characteristics. Due to its 
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incredibly complex structure, it is challenging to determine the noise produced by a glutinous flow 

over a cylinder at high and moderate Reynolds numbers. There are several difficulties with the 

stream field around a cylinder, including flow splitting brought on by a negative pressure slope 

and the flaking of vortices due to the interface of split shear layers. Additionally, the calculation 

of flow noise is complicated by complex physical phenomena, such as propagation and noise 

production, multiple sources, dissipation, and dispersion. These factors make for a variety of 

unique challenges. The issue must be examined over a considerable distance to study acoustic 

wave propagation. Sound computation requires an immediate resolution of the compressible flow 

calculations. This is because the sound is characterized as a force variation circulating at a 

predetermined speediness based on the isentropic flow hypothesis. On the other hand, water 

behaves like an IF, and the hydrodynamic noise field is assessed underneath the in-compressible 

flow supposition. The incompressibility hypothesis forbids any spread phenomena as the sound 

broadcast speed approaches infinity [16-18]. 

Numerous numerical approaches have been put out since the inception of computational 

aeroacoustics, each of which attempts to address the difficulties provided by the studied problems 

to compute the radiated sound effectively and precisely. For the simulation of flow noise issues, it 

is necessary to consider acoustic inefficiency, energy disparity, dispersion, length scale disparity, 

preservation of various characters, and challenges resulting from nonlinear wave phenomena. 

Therefore, solving the RANS directly for mathematical hydroacoustic is physically impossible. A 

hybrid method that unites a hydrodynamic fluid convergent thinker with a hydrodynamic noise 

problem solver can be used to determine the noise. In the hybrid method, the flow amounts are 

first calculated as sound sources. Integral formulations evaluate noise propagation in the far field. 

An acoustic resemblance can solve the acoustic problem, while a turbulence model can be used to 

determine the flow field. Using aeroacoustics comparations, hybrid systems in computational 

aeroacoustics separate the flow from the acoustic calculation [19]. In this paper, there is a 

discussion about models and approaches used for hydroacoustic characteristics, hydroacoustic 

noise for cylindrical objects, has been reviewed. Also, the validation of the outcomes in other 

research has been overviewed in the subsequent sections. 

1.1  Problem Statement 

The rise in demand for towed array SONAR systems can be attributed to advancements in 

defense operations, increasing focus on developing robust anti-submarine warfare (ASW) 
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capability and fleet expansion initiatives, and high military spending for research and development 

activities. My focus in this research work is to analyze various geometrical aspects which effects 

the flow noise of Towed Array SONAR. The impact of change in geometric dimensions will give 

insight into future fabrication in this domain. Innovative designs that keep up with the need for 

increased efficiency and sustainability are made possible by such approaches, which allow quicker 

and more robust research of the design space, with or without the aid of optimization tools, as well 

as lowering the cost of operating assets and components. Use of numerous turbulence flow models 

along with hybrid models for hydroacoustic noise prediction will be used during this work. 

Furthermore, the use of software tools such as STAR-CCM+ will also be considered for gathering 

essential data for comprehending how geometric factors affect the hydroacoustic properties of 

cylindrical structures.   

1.2  Objective of the Study 

Analyzing efficacy of diameter reduction & estimation of flow noise levels for cylindrical 

shaped under water bodies and estimation of flow noise levels/ patterns for cylindrical shaped 

bodies. 

1.3  Thesis Anatomy  

 

Chapter 1: This chapter includes a brief introduction to the importance of underwater vehicles, 

hydrodynamics, and a comparison of experimental and CFD methods. Also, the objectives and 

approach to this research study are being discussed 

Chapter 2: This chapter includes a literature review on relevant, well-timed research on 

hydroacoustic analysis of underwater bodies their geometrical aspects and synthesize it into a 

cohesive summary. 

Chapter 3: In this chapter, methodology used to achieve the major goals of this study is 

presented in. Additionally, it provides a broad introduction to the study's software tools. Moreover, 

emphasizes the governing equations and a step-by-step approach to the model creation theories.  

Chapter 4: This chapter renders an overview of the process of validating and verifying the 

outcomes (hydrodynamic and hydroacoustic validation) obtained from executed analyses.  
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Chapter 5: The methodology of the simulations that were performed are reported and analysed 

is explained.  

Chapter 6: This chapter includes detailed results achieve during simulations and briefed 

discussion on achieved results 

Chapter 7: In this Chapter conclusion is drawn on basis of research work and simulation. More 

over suggestions for more research and recommendations as future prospect is written. 
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CHAPTER 2: Literature Review 

 

2.1 Acoustics Methods for Hydroacoustic Noise Finding from Underwater 

Bodies: 

The compressible Navier- Stokes equation (NSE) is converted into an accurate 

heterogeneous wave equation in Lighthill’s (LH’s) first proposed acoustic analogy. LH’s equation 

expresses a broad wave equation regarding fluctuating density [20]. About the limits, no 

presumptions are made in their local form. While this is the case, with a small Mach number 

approximation of the supply term, satisfactory results can be obtained by solving LH’s wave 

equation with sufficient boundary conditions [21]. However, Light hill suggested utilizing Green's 

function for free field radioactivity to work out the wave equation. This ignores bodies and 

resonators in the vicinity of the sources and reflection, absorption, dispersion, and diffraction by 

solid boundaries. Within LH’s theory's integral resolution framework, Curle examined the impacts 

of surfaces at rest [22]. Surface dipole distributions are the same as surfaces at rest. FWH expanded 

Kirchhoff's formula and simplified the integral mixture to account for random transporting bodies 

in the source field [23]. The hypotheses of Ribner and Powell were based on comparing an 

incompressible flow (IF) with a somewhat compressible flow in which vorticity sources 

predominate [24, 25]. However, Howe and Mohring conducted additional research with vortex 

sound [26, 27]. According to Goldstein's recently expanded acoustic analogy, the NSEs can be 

represented as a series of linearized Euler equations (LEEs) [28]. Similarities to aeroacoustics are 

effective at computing noise radiation. Fundamental presumption constrains these techniques' 

implementation, such as small Mach number flows or efficient acoustic sources. Acoustic compact 

sources suggest that the specific dimension of the source’s generating acoustics is small-scale 

associated with the produced wavelength. Furthermore, since the sources rely on the resolution of 

the equations, there is uncertainty in the acoustic analogies [29, 30]. 

The second method relies on the direct computation of acoustics. It flows, which resolves 

compressible preservation equations and yields the combined effect of flow and acoustics (every 

so often, also called Direct Noise Computation (DNC)) [31]. Since few model suppositions are 

required to compute acoustics and flow with one simulation, this approach is more general than 

acoustic analogies. But the necessary resources are comparatively significant in the limit of low-
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down Mach values. Preferably, this approach is applied in the medium-high-ranking-level-Mach 

number range. This technique has been widely applied to compute applications in jet noise and 

validate acoustic analogies over the years. These techniques are still in use today, even in the low-

down; the linearized Euler equation has undergone modifications over time to ensure that only 

acoustic waves are transmitted Mach number scheme [32]. To directly solve the flow and acoustic 

field, the Lattice Boltzmann method has recently grown in popularity. The use of this technique in 

acoustics ranges from air-frame noise to models of landing gears, the automobile sector, and 

industrial applications [33] .The 3rd method for calculating aeroacoustics is to decompose the field 

effects systematically. The specific flow field is divided into two parts: an acoustic part and a fluid 

dynamic to aeroacoustics comparations, this acoustic component is also present within the flow 

sphere, and as a result, in the acoustic near field, The linearized Euler equation has undergone 

modifications over time to ensure that only acoustic waves are transmitted The field constraints 

are divided into a fluctuating and temporal-mean component developing the LEE. The important 

aeroacoustics source conditions on the LEE's momentum equation have been investigated [34]. 

The linearized Euler equation has undergone modifications over time to ensure that only acoustic 

waves are transmitted. An alternative filtering method was suggested in [35] for a uniform flow 

field. The acoustic modes' LEE-derived properties screen the wave equations' resource 

components rather than filtering the flow field. 

To decompose the principal fluctuating pressure variable quantity of LH’s analogy into an 

acoustic pressure and a pseudo-pressure element, Ribner created his dilatation equation. Pope and 

Hardin developed their acoustic/viscous splitting approach expansion around the incompressible 

flow (EIF), where they added a concentration adjustment [36]. The pulsing sphere and the stream 

confirm EIF over a rectangular space. The initial EIF formulation was criticized for its consistency 

issues. For non-isentropic flows, Shen et al. modified this approach [37]. The round cylinder and 

the pulsing sphere are used to validate their extent. An economical and verified method for 

aerodynamic/acoustic splitting that uses a noncompact source region was proposed by Simon et 

al. [38]. By use of a Mach number expansion, this new application of the EIF approach is 

systematically derived. In various versions and complexity, Schroder and Ewert used a somewhat 

different methodology for an APE generation [35, 39]. APE-1 is a generic formulation that uses 

velocity and pressure perturbations to describe the entire system. An unsteady IF simulation is 

employed in combination with the APE-2 interpretation. The newly proposed APE-3 system is 
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identical to the APE-1 system, which also relies on agitated overall enthalpy. This interpretation 

has one benefit over the APE-1 in that the source terms do not need to be determined by solving 

Poisson's equation. The APE-4 alternate of the performance is assembled on the APE-1 structure, 

making it simple to compute the sources using a compressible flow model [40] . Kaltenbacher and 

Huppe created the perturbed convective wave equation as a mathematically effective re-

interpretation of the APE-2 system (PCWE) [41]. 

Munz and colleagues proposed an alternate method of constructing the acoustic perturbed 

equations by Mach number grading. The overall derivative of the IF pressure perturbation 

performs the function as an essential source term in the LEE created by this hypothesis, which is 

included in the squeezable Euler equations [42]. Roeck and Desmet debated whether an acoustic/ 

aerodynamic splitting method based on Helmholtz breakdown was necessary. The field is first 

divided into a fluctuating part and a mean flow field to derive the LEE [43]. The fluctuating part 

is further divided into acoustic and aerodynamic components. While the aerodynamic element is 

rotating, the acoustic field is not. Numerous improvements have been made in acoustic 

computations over time. Essential technological techniques and applications have been reviewed 

in several of these contributions. The workout acoustics computations employing a hybrid 

approach for noise transmission and far-away-area estimate are reviewed in this article.  

2.2 Turbulence Flow Modeling Methods for Hydroacoustic Noise Finding 

from Underwater Bodies: 

A lot of effort has been put into understanding flow turbulence in the engineering and 

academic areas since it is crucial to flow transport phenomena [44]. Nevertheless, turbulence is 

still not entirely understood because of its complicated structure, including instantaneous and 

intermittent properties. A wide-ranging variety of geographical and temporal scales, as well as 

substantial nonlinearity [45]. Various levels of precision can be achieved while numerically 

resolving turbulent flow. The RANS [46], LES [47], and the direct numerical simulation (DNS) 

techniques [48] are only a few of the several numerical methods that have been suggested to solve 

turbulence. Due to its comparatively high-level precision in forecasting the mean flow 

characteristics and its lower arithmetic requirements, the RANS technique, notably the Eddy 

Viscosity Model (EVM), is one of these numerical approaches that is frequently employed for 

computing turbulent flows. However, this method has several flaws, such as degraded accuracy 
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and uncertainties brought on by model development assumptions and inadequate integration of 

fluid physics. The LES and sub-grid-scale (SGS) eddy are the two categories into which the whole 

eddy range is divided in the LES technique. The former can be estimated using the SGS model, 

whereas the latter can be directly resolved. This method is widely utilized to research turbulence 

behavior and settle small-to-moderate Reynolds number (RN) streams as processing power 

improves quickly. For LES modeling, more consideration is given to influx boundary conditions 

and network density to generate relevant results. The DNS methodology is the most precise 

numerical approach compared to the LES and RANS since it directly resolves all turbulent eddies 

without using models. To handle turbulent engineering flows, DNS, however, has large 

computational requirements that are impossible for the existing processing capacity to meet. 

Furthermore, the massive volume of data produced by DNS should be closely examined.  

Numerous model versions to handle specific turbulent flows have been presented because 

of the RANS method's uncertainties [49], which makes it difficult for users of computational fluid 

dynamics (CFD) algorithms to choose the best model for their situations. Although there are some 

studies regarding turbulent flow modeling[50], a thorough and well-coordinated explanation of the 

model interpretation and development is highly beneficial in determining the applicability of 

various models. The inflow boundary condition, in addition to SGS models of the LES approach, 

is a crucial component of the simulation. A thorough examination and description of the 

procedures is required and beneficial for the LES model user, given the variety of ways to provide 

inflow information [51]. Clarifying the capabilities and present constraints of the DNS approach 

is necessary to appreciate its potential fully. Model validation is required in addition to numerical 

results for turbulent flows to guarantee the precision of the simulation. Different physical 

experiments supported by measurement methods are carried out in accordance with various 

research to validate the numerical model. Studies have concentrated on the principles of various 

measurement methods, data interpretation, and applications [52]. However, it is necessary to talk 

about how well physical testing and modelling translate modeling for all applications in the 

industry. For accurate data to be obtained, assessing the measurement methods' limits and progress 

is essential. This paper discusses the formulation and advancement of the three primary numerical 

techniques for turbulence modelling, namely the RANS, LES, and DNS.  
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2.2.1 RANS 

The RANS equations are a collection of mathematical equivalences that illustrate the 

turbulence attributes of a fluid. They are obtained by averaging the RANS equations over a finite 

time or spatial region. The RANS equations are given by: 

Continuity equation: 

∂(U୧)

∂x୧
=  0 

Momentum equation: 

∂൫U୧U୨൯

∂x୨
+

∂p

∂x୧
=

∂ ൬m୳
∂U୧

∂x୨
+  m୳

∂U୨

∂x୧
൰

∂x୨
+  F୧ 

where Ui is the fluid velocity, p is the pressure, mu is the dynamic viscosity. The term 

∂ ൬m୳
ப୙౟

ப୶ౠ
+  m୳

ப୙ౠ

ப୶౟
൰ represents the viscous stress tensor. 

Energy equation: 

∂(U୧T)

∂x୧
+

∂(U୧q)

∂x୧
=

∂ ቀk
∂T
∂x୧

ቁ

∂x୧
+  Q 

where T is the temperature, q is the heat flux, k is thermal conductivity, and Q is the heat generation 

rate. 

2.2.2 k-ω & k- ε Model 

The two basic equation models used in industrial engineering are the k- ε and k-ω 

turbulence models. k stands for the kinetic energy of turbulence. The symbol represents the 

turbulence energy dissipation ratio. The conversion of k into internal thermal energy is represented 

by the dissipation ratio, which is equal to k. A different method for defining turbulent scales of 

complex flows is contained in the k model, which was offered as an improvement to the mixing-

length model. In this model, which unites CFD to reproduce and isolate average flow properties, 

transport equalities describe turbulence [53]. The k- ε (k-epsilon) model is a mathematical model 

used to describe turbulence in fluids. It is established on the RANS equalities and is used to predict 

the turbulence traits of a fluid. The k- ε model equations are given by: Transport equation for k: 



10 
 

∂(U୧k)

∂x୧
+

∂൫U୨k൯

∂x୨
=

∂ ൬
nu୲ ∂k

∂x୨
൰

∂x୨
−

∂ ൬
nu୲ ∂k

∂x୧
൰

∂x୧
+ P୩ − D୩ 

where Ui is the fluid velocity in, nu୲ is the turbulent viscosity, Pk is the creation, and Dk is the 

dissipation of turbulent kinetic energy, respectively 

Transport equation for e: 

𝑒𝑞𝑢𝑎𝑙
∂(U୧e)

∂x୧
+

∂൫U୨e൯

∂x୨
=

∂ ൬
nu୲ ∂e

∂x୨
൰

∂x୨
−

∂ ൬
nu୲ ∂e

∂x୧
൰

∂x୧
+ Cଵ ∗  P୩ − Cଶ ∗

eଶ

k
 

where C1 and C2 are constants. The k-ω model (k-ω model) is a two-phase flow model developed 

by Wilcox and is widely used to forecast the performance of two-phase flow systems, such as those 

found in nuclear reactors, boilers, and gas pipelines.  

2.2.3 Shear-Stress Transport (SST) Model 

Mente initially proposed the SST turbulence model in 1994. To explain border layer flow 

with unfavorable pressure slopes, turbulent shear transport is included in this model. SST is a 2-

equation eddy-viscosity turbulence model whose primary goal is to forecast solutions to common 

engineering problems. It comprises specifically of the k and k turbulence models [54]. Simple 

Dirichlet boundary situations are accessible with the k model since it is applied in the internal area 

of the boundary layer without a damping purpose. The k model is seen to be a fair deal for the free 

shear flow. Extensions like SAS and laminar turbulence transition may be built on top of the shear-

stress transport model as a base. Karman length-level is incorporated into the turbulence level 

equivalence of SST-SSA (scale-adaptive simulation), which is one common example. So, it is 

possible to dynamically solve the turbulent spectrum of unstable situations. While switching to the 

average RANS model in sections of balanced flow, the SST-SSA model behaves similarly to LES 

behavior in unsettled zones [55]. 

2.2.4 Advanced Eddy Viscosity Model 

The Eddy Viscosity Model (EVM includes all the techniques above. Other cutting-edge 

EVMs were created [56, 57]. Durbin [58] introduced a new turbulent viscosity term that is thought 

to be more suitable in a near-wall area with the purpose of significant anisotropy in the nearby-

wall territory. The advanced eddy viscosity model (AEVM) is a mathematical model used to 
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predict the turbulent flow of fluids. It is based on the hypothesis of an eddy viscosity, which 

represents the ability of a fluid to transfer momentum due to the existence of turbulent eddies. The 

AEVM model is commonly used in CFD simulations to predict the behavior of turbulent flows. 

The model is based on the RANS equations, which describe the motion of fluids under various 

conditions. The AEVM model modifies these equations by adding a term that exemplifies the 

influence of turbulent eddies on the flow. 

2.2.5 RN Stress Model 

Second-Moment Closure (SMC) models rejecting the Boussinesq hypothesis have been 

devised to get around the EVM's restrictions. Each of the RN stress terms is immediately solved 

by the SMC model using the transport equation. Long projected to take the role of the presently 

popular two-equation models, the SMC method more carefully contemplates the impacts of 

simplified curvature, cycle, and fast change in strain rate. The algebraic and differential stress 

models comprise the SMC model class (DSM). The weak-equilibrium assumption is used to 

construct ASM from differential stress transport equations [59]. By supposing that the transport of 

the RN stress is proportionate to that of turbulent kinetic energy, it overlooks the transport terms 

of the anisotropy [60]. Between the LEVM and the DSM, the ASM is often seen as a steppingstone 

instrument. The RANS model is a mathematical model used to illustrate the turbulent flow of a 

fluid. It is based on the RANS, a set of calculations demonstrating rated behavior. The RN stress 

model is used to foresee the turbulence structure of a fluid flow and is commonly used in CFD 

simulations. The RN stress model is built on the perception of RN averaging, which involves 

averaging the fluctuations of the fluid flow over a sufficient period. This allows for separating the 

mean flow from the turbulent oscillations, which can be described using a set of transport equalities 

for the RN stresses. The RN stress transport equations are given by: 

U୧୨
ᇱ =  − ൬

1

rho
൰ ∗  ቆ

dU୧

dx୨
+

dU୨

dx୧
ቇ +  ൬

2

3
൰ ∗  k ∗  delta୧୨ 

where U୧୨
ᇱ  is the RN stress tensor, Ui is the velocity component, rho is the fluid density, k is the 

turbulent kinetic energy, and delta୧୨ is the Kronecker delta function.  
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Figure 2.1: Turbulence models Comparison for Hydroacoustic Noise Finding 

2.2.6 LES 

Eddy scales in turbulent flow range widely, from the Kolmogorov length scale to sizes that 

are analogous to the mean flow's typical characteristic length. The advantage of turbulent energy 

is included in the huge eddies, which also provide most of the momentum and transmission of 

energy. Boundary states have a considerable influence on them. The dissipation of minor eddies 

is influenced by the fluid's viscosity and is more isotropic and homogeneous. Because they are, 

modelling all the eddies in a single RANS model is immensely challenging using a realistic 

filtering approach [61] for the instant controlling equations; the LES methodology isolates the 

major eddies from the small ones. Then, the filtered equation directly resolves the large eddies, 

while the SGS model models the little eddies, also known as SGS eddies. An SGS model is a 

mathematical model used to represent the effects of small-scale phenomena on fluid flow behavior. 

These phenomena often referred to as "sub grid scales," are too small to be resolved by the 

numerical grid used in CFD simulations. One common SGS standard is the Smagorinsky model 

constructed on eddy viscosity. The eddy viscosity characterizes the impact of the unsolved 

turbulent variations on the mean flow. The Smagorinsky model is given by: 

nu୲ =  Cୱ
ଶ ∗ total Deltaଶ ∗  |S| 

where nu୲ is the eddy viscosity, Cs is a model coefficient, Delta is the grid dimension, and S is the 

straining rate tensor.  
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2.2.7 DNS 

The DNS model, with no use of a turbulence model, numerically resolves the 3-

dimensional, time-dependent NS equations. The DNS approach employs a tiny mesh and a small-

time step to capture all the turbulence scales in the supplied flow. The extraordinarily high 

computational resource needed prevents the DNS technique from being applied. The quantity of 

grid points is considered proportional to Re9/4 in a DNS case. Since the eddy size in the near-wall 

region is lesser than that in the exterior domain, a more refined mesh is essential to fully settle the 

turbulence in the near-wall region, thus increasing the grid points. The DNS technique is currently 

not feasible for most practical flows because of the vast computational domain, complex geometry, 

and high RN number in practical engineering. On the other hand, a surprisingly high computing 

performance for DNS has been attained thanks to the ongoing parallel computing approach 

development [62], hybrid CPU + GPU computing architecture [63], and sophisticated numerical 

algorithm [64]. High-performance computing is currently facing new difficulties. Due to space 

constraints, this topic is not discussed in this work; nevertheless, readers can be engaged with 

relevant results for more evidence [65]. The DNS (Direct Numerical Simulation) model exists as 

a computational method used to study the behavior of fluids at high RN numbers, which is a ratio 

of inertial forces to gelatinous forces in a fluid. In the DNS model, the RANS equations, which 

illustrate the motion of fluids, are solved numerically without simplifying assumptions or 

modeling. The RANS equations are a set of partial variance equations describing a viscous IF’s 

action. The DNS model is mathematically sophisticated and calls for substantial computational 

resources, but it enables highly accurate simulation of complex flow phenomena. To study 

turbulent flow, it is frequently used in conjunction with other modelling techniques, such as LES. 

The performance comparison of various turbulence models is shown in Figure 1. 

 

2.2.8 DES 

After changing the SA turbulence model's dissipative component, Scalar introduced the 

DES model in 1997 [66]. The increase in dissipation tries to decrease eddy viscosity in the area 

distant from the wall. The DES model functions as the earliest SA model in the wall region. This 

stops the model from anticipating "premature" division and prevents moving from RANS to LES 

too near the wall. The DES model comprises the RANS and LES turbulence models, where the 

RANS model operates in boundary layers and switches to the LES model for more extensive, 
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disconnected flow areas [67, 68]. Reference [69] provides a detailed summary of the relationship 

between the DES, RANS, and the LES model. The DES model relies on flow variability to enable 

rapid production. The simulating scenario built on the DES model should be thoroughly modelled 

to account for the influence from direct mesh to the RANS model. Additionally, the DES model 

supports RANS and LES mesh transformation. The comparison among numerous turbulence 

models in the context of advantages and disadvantages is given in Table 1 as follows. 

Table 2.1: Evaluation of Numerous Turbulence Models in Context of Benefits and Shortcomings 

[70] 

Model Advantages Shortcomings 

SA No wall function, and strong 

convergence 

Unsuitable for separation flow and shear 

flow problems. 

k − ɛ Suitable for long-distance, non-

separated turbulent flow 

Insensitive to flow with separated 

boundary layers and inverse pressure 

gradients. It is challenging to compute. 

k − ω Suitable for internal, curvature, jet, 

and separated flow, etc. 

Compared to k, convergence is more 

challenging, as outcomes depend on the 

beginning circumstances. 

 

SST k − ω 

In the internal area of the boundary 

layer, where there is no damping 

function, usage of the k − ω model 

changes to the k − ɛ model for the free 

shear flow. 

SST models show reduced sensitivity to 

free stream conditions compared to the 

previous two-equation turbulence 

models. 

LES Using sub grid scale to simulate 

minor eddies while geometric 

computation is necessary for big 

eddies 

It requires a precise grid and tiny time 

increments to calculate the near-wall 

area. 

DES Appropriate for peripheral 

aeroacoustics wall turbulence, 

aerodynamic, and other phenomena 

Due to the change from RANS to LES, 

mesh creation is more challenging. 
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Transition Useful for resolving the 

turbulentization of laminar flows 

Boundary circumstances bring on 

calculation challenges. 

Multiphase Determining the connection between 

flow patterns and mechanical 

structure defining the various fluid 

phases 

The inaccurate mathematical description 

of multiphase flow makes the 

momentum transfer across multiple 

phases complicated to predict. 

Cavitation To explain how the liquid and vapor 

phases change one another 

Unreliable cavitation mathematical 

definition 

 

2.3 Using Acoustic Analogies and Turbulence Models for CFD in Cylindrical 

Bodies Considering Different Factors 

In the discipline of aeroacoustics, much time is spent looking into the noise made by flow 

past cylinders. For instance, the turbulent three-dimensional flow across sharp-cornered 

rectangular cylinders with aspect ratios ranging from 0.40-4.0 has been studied in [71]. According 

to the data, the Strouhal headcount has been falling with an expansion in the side ratio (from 0.40 

to 2.50), with the highest drag coefficient amounts occurring at a side ratio of 0.62. By taking into 

account both the Curli’s interpretation and a description created on the Green's function, the flow-

stimulated of a circular cylinder noise has been explored [72]. By solving IF RANS equations, it 

is possible to determine the flow field around the cylinder. For small Mach values, the findings 

showed that the dipole-field predominated over the quadrupole-field. When choosing the amount 

of noise in the stream around a circular cylinder in the crucial zone, a compressible LES in 

conjunction with the FWH equation on solid and porous surfaces has been employed [73]. The 

dipolar tone emitted by a vortex was found to be the main source in the far field. At low 

frequencies, wake oscillations and at high frequencies, Kelvin-Helmholtz (KH) instability were 

shown to be two additional broadband noise sources. The authors in [74] have conducted an 

investigational exploration of the emanated noise of square finite-length cylinders over a different 

assortment of aspect ratios. At small aspect ratios, the wake was dominated by spanwise flow, 

which led to an extension of the vortex growth length and a considerable decrease in the flow noise 

at an aspect ratio of 7.5. Larger aspect ratios' primary noise generators were filaments of inclined 

vortices. The vibrant noise attributes of square and circular limited-measurement cylinders were 

studied experimentally by Moreau and Doolan [75] in a wind tunnel at different flow speeds and 
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for different aspect ratios. The findings showed that the emitted sound field exhibited emission 

characteristics like those of a dipole. One dominant acoustic tone was heard for cylinders with 

aspect ratios between 9.7-17.8 and 1.9-7.8 for circular and square cylinders, respectively. But two 

dominant styles were produced for cylinders with aspect ratios above 8.7 and 19.4 for square and 

circular cylinders, respectively. Wang et al. [76] analyzed the far-field noise and the impact of the 

aspect ratio on the flow through square cylinders. The nearby-field flow characteristics were 

obtained using DES, and the far away-field noise was forecasted using the FWH equation for RN 

numbers between 5e4 and 2e5. As the aspect ratio was raised, the maximum sound pressure level 

rose in magnitude, albeit the location of the significant peak frequency remained the same. 

However, research on the hydro-acoustical noise processes of square, rectangular, and 

circular cylinders still need to be completed. An experiment to study the flow field around 

rectangular cylinders in a water tunnel at RN numbers among 2e4 and 7e4 was conducted in [77]. 

The drag factor rose with a rising side ratio, reaching a limit at a side ratio of 0.62 before declining. 

Numerical analysis was performed by Choi et al. [78] to determine the impact of quadrupole 

generators on the background noise across a circular cylinder. A comparison was made between 

the FWH equation with and without the quadrupole noise source in a permeability preserving FWH 

equation. Although the two approaches differed by an average of 5 dB across the board, they 

tended to provide the same results in terms of general frequency characteristics. A simplified 

version of Brentner's quadrupole formulation was employed by Choi et al. [46]. Same formulation 

was compared to experimental data and the permeability FWH equation, all while considering 

quadrupole sources. Specifically, regarding the highest possible sound pressure level, achieved 

formulation was more reliable than the permeable FWH. A numerical investigation of the hydro-

acoustics of a sphere and a cube immersed in a uniform water flow was explored in [12].  

The acoustic investigations employed a mixture approach, merging FWH acoustic analogy 

and LES. It was found that the wakes created by a sphere and a cube were more powerful than 

those made by a prolate-sphere. In the case of the sphere and cube, the nonlinear components 

contributed more to the total noise than the linear ones did, but the situation was reversed in the 

case of the prolate sphere. Cianferra et al. [79] examined the performance of the Curle, direct, 

porous, and full porous formulations for solving the FWH problem. These formulas foretell the 

amount of noise produced by a finite-dimension submerged square cylinder. They compared the 



17 
 

benefits and limitations of various solution methods, suggesting a hybrid method that combines 

the improvements of the spongy interpretation with the assessment of capacity critical conditions. 

Analyses of the hydroacoustic and aeroacoustics systems' findings. Applying the FWH equation 

for hydro and aero acoustic issues allowed for three and two-dimensional flow noise estimates for 

a circular cylinder [80]. It was found that 3-dimensional imitations were effective in forecasting in 

cooperation with the highest sound pressure limits and the wide band noise stages; however, 2-

dimensional models needed to be revised to approximate the broadband noise levels. DES-FWH 

and RANS-FWH hybrid techniques examined how temperature and salinity ratio affected a 

circular cylinder's hydro- and aeroacoustics properties [81]. It was discovered that the sound 

pressure stages for the water and air media increased in response to temperature increases, 

respectively. The central peak frequency remained almost constant. However, the sound pressure 

limits improved as the salinity ratio rose. The main peak frequency also changed with the 

temperature of the air but not the temperature of the water, increasing with the former. In a separate 

investigation, the effectiveness of the LES, RANS, and DES techniques for predicting the hydro-

acoustic properties of a submerged cylinder was explored [82]. The mixture approach, LES-FWH, 

produced findings most closely related to the experimental data. While the hybrid approaches 

RANS-FWH, DES-FWH, and acoustic measurements showed acceptable agreement, RANS (k- 

Realizable)-FWH exhibited low understanding. The findings showed that the combination 

technique RANS (k-SST)-FWH was a suitable approach for conducting acoustical analysis due to 

its excellent performance and cheap computing cost. The effects of symmetrical factors on the 

hydrodynamic and hydroacoustic fields of submerged bodies were studied by Bulut and Ergin 

[83]. It was discovered that geometric factors significantly affect the bodies' hydrodynamic fields 

and produce un-favorable noise levels. The fluid velocity and aspect ratio rose, but the cylinder 

diameter decreased, and the sound pressure levels did not.  

Circular cylinders are the only kind of object studied before. The few published 

investigations on the flow noise processes of rectangular, circular, and square cylinders are limited 

to aeroacoustics issues. This study is a thorough investigation that builds on the authors' earlier 

work by presenting new numerical and experimental facts on the hydro-acoustic properties of 

cylindrical bodies with various aspect ratios, diameters, and side ratios, respectively, circular, 

rectangular, and square cross sections. To significantly contribute to the result of multiple 

hydroacoustic issues, a systematic investigation is conducted to get a more profound knowledge 
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of the intricate underwater noise processes. Dynamic and acoustic simulations were accomplished 

using the multi physics CFD software STAR-CCM+ [84]. Circular cylinders measuring 65.0 mm 

and 19.0 mm in diameter were subjected to experimental hydroacoustic dimensions. Comparing 

the outcomes of the hybrid method and experiments was done as part of the validation study. 

Circular cylinders with different aspect ratios and diameters were used to determine the hydro-

acoustic properties. The impacts of side proportion on the hydro-acoustic attributes were analyzed 

for cylinders with rectangular and square cross segments. The wet area is identical to the cylinders 

used in this section. It has been found that the investigational measurements and the arithmetical 

calculations agree very well. 

Different research papers were analyzed and are discussed in detail in this section having 

similarities with this research. Three bodies were analyzed: a cube, a prolate spheroid, and a 

simple sphere. Modeling turbulent flow is done with LES, while FWH is used as a sound 

analogy. Both models were created in an Open-FOAM environment using the finite volume 

method. Grid data for different [110] provides the geometry to obtain the analysis. The 

simulations were validated using two unstructured body grids, coarse grid (CG) and fine grid 

(FG), comprising 5 million and 8 million cells, respectively. Two grid outcomes have been 

compared with DNS data and experimental data. RN's number is the same for comparison in 

different cases. In the results, CG gives products comparable with DNS. However, FG has a 

better velocity profile. This may be due to a change in the structure of both analyses. The skin 

friction coefficient gives efficient results as compared to the DNS. The pressure coefficient has 

been compared with experimental data [111]. LES gives better results for both scenarios. Use at 

the minimum angular direction of 71 degrees. Overall, FG produces better outcomes than CG. 

Also, for bluff bodies (cubes and spheres), the contribution of FWH linear terms to the noise 

signal is more significant than that of non-linear terms. But for the prolate spheroid, nonlinear 

terms make up a more substantial part of the noise signal because their shape makes the loading 

noise almost disappear. Also, the comparison shows that aspect ratio impacts linear and 

nonlinear terms. Furthermore, three-dimensional and dimensional objects influence the 

generation of hydroacoustic noise [12]. 

A hybrid method that cartels RANS and FWH has been employed for the circular cylinder 

with several aspect ratios and diameters. As the diameter of a circular cylinder goes up, the 

overall and the highest noise pressure level go down. At the same RN number, as the diameter 
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of the circular cylinder gets more petite, the wake area gets more chaotic. As the thickness of the 

circular cylinder grows, the vortex development moves downriver. The broadband noise level, 

the overall, and the highest sound force also improved with a rise in aspect ratio. The wetted 

surface section of the cylinder also increases with a growth in aspect ratios. This paper also 

looked at how the speed of the fluid affected the hydroacoustic properties. The side ratio also 

indicates the different impacts on the hydro-acoustic characteristics of different cylinders [79]. 

The acoustic attributes of the circular cylinder are attained by contemplating the effects of fluid 

type, temperature, and saltiness ratio. Other parameters, such as the mean central frequency, 

broadband noise, overall sound pressure, and sound pressure level, were used to measure these 

effects. An increase in temperature difference decreases water density and viscosity. But when 

the air temperature increases, the viscosity increases, and the density decreases. The central peak 

frequency shows no impact on water salinity. However, the broadband noise declines with a rise 

in water temperature but improves with a growth in air temperature [81]. 

One of the paper reveals novel findings about the hydro-acoustic investigation of the BB2 

submarine [112]. The flow field calculation and the acoustic assessment are suitable for the 

methods provided herein. Wall-modeled LES enables the computation of turbulence at a cheap 

cost while maintaining adequate accuracy, particularly for the wake. The FWH-based acoustic 

relation, presented here in an advective way for both linear and nonlinear variables, enables the 

calculation of the acoustical field using the fluid-dynamic data after processing. The ability to 

extract the detailed-range noise of the underwater beginning from the model-level simulation is 

made possible by the exact resemblance between the sound quality of the submarine at model 

dimension and full size. The float and its extremities in the near area influence the bigger partial-

wake plane. At the same time, the other line of work, creates by the equilibrium resemblance 

theory for an axial-balanced form, according to an analysis of the hydrodynamic field. The 

information needed to fully understand the acoustic field has been processed using the findings. 

Non-linear noise sources dominate the flat (z = 0) and diagonal (y = 0) directivities, producing 

a pattern like a canonical quadrupole that is warped in the wake's direction. By appropriately 

alimentation the kernel of the integrals making up the non-straight analog of the FWH 

comparation, it has been shown that a qualitative-wise equivalent directiveness shape may be 

achieved. All the characteristics required to depict a schematic of the directivity are present in a 

simple structure of 2 sources with a velocity like that which may be seen near the hull. The 
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examination of the acoustic pressure limit reveals broad-banded bands instead, yet they exhibit 

distinctive peaks in some occurrences. These spectra and particular flow events, notably the 

enormous separations at the stern, might be connected according to coherence analysis. The 

high-frequency noise propagates away from the submarine because of the eddies' dissipation. 

In the current study, several numerical approaches to the FWH equation have been evaluated, 

and the sound produced by a physique submerged in a constant flow was explored [79]. To 

account for the non-linear influence of the noise-generating process, the convective form of the 

quadrupole term was devised. In this analysis, Curle, the typical porous, and the direct method 

have been analyzed where nonlinear components are immediately considered while calculating 

the integral volume terms. Only with close sources, and therefore when time delays are not 

significant, is it possible to account for volume integrals. The notion of a compact noise source 

often appears in literature. A thorough explanation is put out in the current study, based on a 

dimensional analysis that considers the maximum frequency, source length, and good quickness. 

It provides criteria created on the value of the non-dimensional constraint MFP. The direct 

volume assimilation and the FWH porous interpretation are used in an acoustical monopole field 

to verify the time delay analysis. To evaluate the functioning of the immediate integration with 

that of the porous approach, the basic instance of an irrotational vortex has been applied, 

demonstrating that the direct integration does not deteriorate from the end cap concern, which is 

common with the porous method. A fluid dynamics issue in the incompressible domain has been 

considered while evaluating the approaches. At Re = 4000, the stream around a fixed-size 

cylinder with a square unit was examined. Despite being straightforward, this scenario illustrates 

several interesting facts about the creation and spread of vibrant fluid noise. It is distinctive for 

two reasons: first, it has a chaotic wake and a whirlpool sheet, which results in considerable 

involvement from the FWH quadra pole source terms; and second, it is a typical example of a 

broad class of engineering challenges. Wall-resolving LES was used to solve the fluid-dynamic 

field, and the results were confirmed using data from the literature. To guarantee the correctness 

of the findings, we used the multi-step fractional action PISO method, which is accurate to the 

second order in both space and time and had a Courant figure that was far lower than the stability 

limit. As a result of the little part that compressibility delays play, this simulation offers the data 

that the acoustic solvers need as input and a reference pressure that can be used to evaluate the 

accuracy of noise predictions. It has been shown in previous research that the stream field that 
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LES produces is correct for auditory purposes. This is since the unsettled scales do not impact 

the noise that is transmitted. The noise caused by fluid dynamic stresses acting on the body’s 

surface is only significant in an adjacent space close to the body. Besides this, the Curle solution 

is insufficient to assess the noise mark in the vicinity of a vortices ground, such as the one 

forming towards behind the cylinder. The porous interpretation accurately foresees the whole 

pressure continuum, albeit the outcomes depend on the location of the size sites, the integration 

domain used, and the grid solution. On the other hand, the direct method produces a sound 

forecast in accordance with source data at sites where (corresponding to the basic hypothesis on 

which the FWH equation is established) the pressure is described by minor agitations. This 

technique can be easily put into practice, gets the most out of the fundamental CFD solution, and 

creates further resilient computations in the face of variations in the radiating domain. However, 

its usefulness now is restricted to issues in which the impacts of fluid-dynamic squeezability on 

noise spread may be ignored (little Mach number). As a powerful technique for solving the 

problem, we suggest the completely porous, which refers to the initial formulation and considers 

the influence of the quantity outside of the permeable face. In this assessment, the surface under 

consideration has a pyramidic form. In this regard, it is possible to see the full porous as an 

alternative to the porous formulation where the end-cap issue is resolved. The entire porous 

technique is better compared to the acoustic solution to the conventional porous formulation.  

A study investigates using FWH to estimate the flow noise around a cylinder in both 2 

and 3 dimensions [83]. Again, the flow field data were acquired using CFD for the acoustical 

studying of the realizable two-layer k-e turbulence model with SST k-w; the turbulent is 

simulated. Each turbulent model's capacity to anticipate has been investigated during the 

research. Auditory investigations include the evaluation of the monopole, dipole, and quadrupole 

acoustic signals. Comparisons are made between the measured sound pressure levels for a 

circular cylinder and extensive experimental findings published in the literature. Additionally 

discussed and recommendations are correlations of the flow noise estimates made in 2 and 3 

dimensions for the vicinity of a cylinder. 
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Table 2.2: Drag coefficient and Strouhal number Comparisons for Circular Cylinders with 
Change in Dimensions in Medium of Air and Water 
 
Medium Water Medium Air 
Model Drag 

Coefficie
nt 

Model Strouha
l 
number 

Model Drag 
Coefficie
nt 

Mode
l 

Strouha
l 
number 

Experiment
al [113] 

1-1.4 Experiment
al [114] 

0.19 Experiment
al [115]  

0.98 LES 
(3-D) 
[116]  

0.20 

k- ε (2-D) 
[117] 

0.48 Experiment
al [118] 

0.20 LES (3-D) 
[119] 

1.01 LES 
(3-D) 
[120] 

0.21 

LES (3-D) 
[117] 

1.08 k-ω (2-D) 
[117] 

0.25 LES (3-D) 
[121] 

0.97 LES 
(3-D) 
[121] 

0.21 

k- ω (2-D) 
[117] 

0.94 k- ε (2-D) 
[117] 

0.28 LES (3-D) 
[120] 

0.97 LES 
(3-D) 
[119] 

0.22 

k-ω (2-D) 
[83] 

0.84  k-ω (2-D) 
[83] 

0.25 k-ω (2-D) 
[83] 

0.72 k-ω 
(2-D) 
[83] 

0.29 

k- ε (2-D) 
[83] 

0.49  k- ε (2-D) 
[83] 

0.29 k- ε (2-D) 
[83] 

0.51 k- ε 
(2-D) 
[83] 
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0.23 k-ω (3-D) 
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[83] 

0.99 k- ε (3-D) 
[83] 

0.28 k- ε (3-D) 
[83] 

1.17 k- ε 
(3-D) 
[83] 

0.24 

 

In this research, a numerical approach is provided to investigate the impact of the marine 

automobile flow field on the operational performance of the towed sonar cable array positioned 

on the top propeller [122]. 

2.4 Computational Fluid Dynamics (CFD) Simulations 

CFD reduces the number of experiments, time for designing, and cost. Several software 

programs are used for simulations of turbulence flow, which has been discussed in this section. In 

[85], the influence of the direction of inclination on fluid movement in a pipe was explored using 

numerical simulation. This was done by taking into consideration several different viscous models. 
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Using the k- turbulence model in ANSYS FLUENT, an internal flow study review of a dump 

diffuser is a component found in naval gas turbines and modern aviation engines. They came to 

the conclusion that increasing the diffuser angle would have no influence on the diffuser's 

effectiveness [86]. The stable IF seen using the CFD approach across a T-junction may be found 

in [87]. They established the investigational framework to get the reference data produced when 

fluid travels through the T-junction of the pipe. They also employed the exact data for the CFD 

study that was conducted with the assistance of FLUENT and ANSYS. Spooner et al. fabricated 

various compositions with trifurcations and bifurcations that result in head shortfalls in a fluid 

structure [88]. They also provided quantitative data of sharp-edged bifurcation loss coefficients 

that CFD derived. Gedik et al. conducted an investigational and computational analysis of the 

stream of magnetorheological fluids in circular pipes when a uniform magnetic field was present 

using CFD [89]. The use of the CFD approach was put to use in order to study the influence that 

various components have on the pressure that is created on the pipe wall in [90]. Using CFD 

analysis, the effect of the velocity of turbulent fluid movement and mass drift rate and along the 

length of pipe in a trifurcation pipe branch under different RN's number of fluid in a pipe was 

examined [91], and they also utilized the CFD software COMSOL for the determination of NS IF. 

The flow properties of different  immiscible liquids, were observed by applying ANSYS-FLUENT 

in [92]. To determine the most effective meshes for laminar and turbulent flow, the influence of 

mesh autonomy in a 3-dimensional pressured fluid flow for velocity profiles was examined in [93]. 

A laminar single-phase water flow using CFD at different RN numbers in a hollow helical pipe 

was analyzed in [94]. ANSYS was applied to analyze flow through a pipe at discrete points and 

calculate losses in the head caused by modifications to the pipe's design [95]. Through CFD 

research, it has been observed that the resistance coefficient fluctuates with changes in flow 

parameters [96]. In order to learn more about where one flow pattern ends, and another begins, 

CFD simulations were performed in [97]. ANSYS-CFX was applied to study the bend/turn effect 

for a Y-shaped pipe [98]. The SST model was used in ANSYS-CFX to examine the flow 

disciplines of a Y-junction and a T-junction pipes [99]. 

Scale resolving simulation and RANS/URANS transition turbulence approaches have been 

compared using commercial ANSYS programs. Studies have shown that most turbo machinery 

design analysis is computationally feasible and appropriate for CFD [100]. Due to the complexity 

of this physical show, flow field models for forecasting the impact of turbines performing on free 
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surface flow scenarios have also been utilized [101]. In addition to ANSYS, STAR-CCM+ has 

also been used for CFD applications, as examined in the literature [102]. For instance, Airflows in 

passenger vehicles, aero plane cabins, and structures have all been modelled using STAR-CCM+. 

ANSYS has, however, been used for buildings, ships, and aero plane cabins. Due to the high cost 

of licensing, designers prefer to work with a single vendor even though both programs have been 

used effectively to model interior airflows [103, 104]. Previous studies used ANSYS Fluent and 

STAR-CCM+ to forecast indoor air distributions. The two plans for air distribution in an 

ambulance waiting room were contrasted in [105]. They concluded that because ANSYS Fluent 

can obtain the precise point value of any variable at any place, it was a suitable tool for modeling 

a complicated interior environment. However, only certain sites can get a variable's value via 

STAR-CCM+. The achievable k-model in ANSYS-Fluent was compared to the RN stress model 

in STAR-CCM+ for heat and mass transfer in a ventilated environment [106, 107]. It was 

suggested that the RN stress model in STAR-CCM+ be used instead of the k- model since it 

predicts the temperature and velocity distributions better. However, these comparisons could not 

assure consistency due to the inclusion of several variables in various cases. Furthermore, more 

than 90 solvers are presently included in Open-FOAM, including DNS, heat transfer, combustion, 

compressible and IFs, stress analysis of materials, electromagnetics, finance, etc. Compared to 

CFD toolkits offered commercially, Open-FOAM offers distinct benefits. To solve an issue, the 

codes may be changed. Additionally, by changing the current solvers, new solvers can be 

produced. As a result, several CFD analyses have been conducted and are available using the 

Open-FOAM program [108, 109]. 
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CHAPTER 3: METHODOLOGY 

The most recent version of the STARCCM+ is used to import different CAD models for 

computational fluid dynamics (CFD), which is mostly used for simulations. CFD uses several 

techniques to numerically solve the pressure and velocity fields inside the control volume in order 

to model the flow. The process of CFD simulations consists of three major steps:  

a) Pre-processing (Element types for Mesh Generation, physics models) 

b) Solver (Convergence study, Mathematical equations) 

c) Post Processing (Graphs, Plots, Data collection) 

Performing CFD requires setting up initial boundary conditions. These conditions are 

processed with different environmental factors and outcomes of computed calculations are 

analysed for determining various effects related to fluid dynamics. The complete process was 

carried out using STAR CCM+. There are other software’s for performing similar tasks but they 

lack ingenuity and user-friendliness. Graphical User Interface (GUI) provided by the Siemens 

developed software is another major advantage of choosing this software and it has dedicated 

marine analysis tool for further evaluation and post processing. 

The next section provides detailed workflow of the three major steps discussed earlier. Star 

CCM+ is a standard commercial software package designed and owned by Siemens Corporation 

ltd. Software used for Finite Volume approach to solve CFD problems. Selection of this software 

was due to high number of research articles in marine industry as well as software offers a huge 

number of problem-solving capabilities of naval and marine related problems. 

3.1 Pre-Processing 

Pre-processing involves the setup to be made before starting the simulation. These setups 

are being discussed in coming article. 

3.1.1 Grid Generation 

There are two types of grids being used in STAR CCM+ in discretizing the fluid domain  

 Structured Grid (Trim Cell, Extruder, Prism Layer Cell) 

 Unstructured Grid (Polyhedral, tetrahedral) 
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It is however important to note that some meshes are being used solely for the surface 

discretization while some are utilized for volume discretization. Also one may inquire the 

importance of choosing grid type so following are some of the characteristics of choosing mesh 

type 

 Choosing Mesh type highly depend on convergence  

 Appropriate mesh would reduce the computational time significantly 

 How accurate solution is depending on grid type as well 

 

Figure 3.1: Gird generation (structured and unstructured mesh) 

3.1.1.1 Structured Grid 

Structured grids are used for the flows where complexity and turbulence of fluid particles 

is known by the user. In that way user can have freedom to select the mesh density in whatever 

way it should comfort. Smooth grid framework may be achieved just like rectangular matrix array. 

They are simple to execute as well as productivity is high. 

3.1.1.2 Unstructured grid 

Unstructured grids are usually very beneficial where the meshing of the part which 

should have complexity in geometry. Unstructured grids are universal because it is applicable for 

all geometries. All nodes do not equally distribute around the domain. So, the structure of data is 

not in regular shape as shown in figure 3.6. 
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3.1.1.3 Trimmer Mesh 

Trim cell mesh is hexahedral mesh. Trimmer is mesh offered by Star CCM+ which is 

computationally very efficient as well as productivity is high. On the contrary to other types of 

volume meshes i.e. Polyhedral and Tetrahedral does not vary results if model is complex and 

quality of details is not dependent. 

 

Figure 3.2: Mesh types a) Hexahedral Mesh b) Tetrahedral Mesh c) Polyhedral Mesh  

3.1.2 Prism Layer Mesher 

An inflated layer mesher is another name for a prism layer mesher. Prism Layer meshers 

are a kind of mesher that star CCM+ provides for capturing boundary layers. These meshers are 

used as a foundation for building layers of prismatic components in the vicinity of walls. Using 

the advantages of standard structured grid techniques is made possible by the prisms' (wedges') 

structured nature in the normal to surface direction. Prismatic grids are very good in orthogonality 

and grouping. The algebraic marching method is very efficient and fast. Prism Layer meshers are 

essential for simulations in which flow characteristics and resistance play a major role in how body 

parts move. These stacks of layers with comparable sizes and shapes result in a very functional 

and adaptable layer of cells that can quickly resolve boundary layer problems. 

3.1.3 Extruder Mesher 

Extruder as by name suggest is a mesh types in which mesh size is extruded in any direction 

specified by the user through boundary conditions selection, using extruder reduces cell count 

significantly 
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3.2 Mathematical Modeling  

In this CFD approach Finite Volume approach is used as discussed above. Whereas to 

Reynolds Average Naiver Stokes (RANS) equation is used to find the pressure and other fluid 

properties. 

Equation of continuity and RANS is shown below 

 ∂ρ
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(3.4) 

   

In above equations µ is dynamics viscosity of fluid whereas u,v,w are the velocity 

component in the respective direction of coordinate axis x,y and z however g is gravitational 

acceleration. 

The mathematical equations of the unsteady RN-Averaged Navier–Stokes (URANS) 

combined with the k-ω SST (Shear Stress Transport) turbulence model involve a set of 

conservation equations and transport equations for the flow variables and the turbulence quantities. 

Some of the critical equations in this model include the following: 

Continuity equation: This equation describes the conservation of mass in the flow field. It is written 

as:  

∂ρ

∂t
+  ∇. (ρU) =  o  

where ρ is the fluid density, U is the velocity vector, and t is time.  
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Momentum equation: This equation describes the balance of forces acting on the fluid in the flow 

field. It is written as:  

∂(ρU)

∂t
+ ∇. (ρUU) =  −∇p + ∇. (μ∇U) +  g    

where p is the pressure, g is the acceleration due to gravity, and μ is the dynamic viscosity. 

Transport equations for ω and k: These equations describe the evolution of the turbulent kinetic 

energy (k) and the specific dissipation rate (ω) in the flow field. They are written as: 

k transport equation and ω transport equation: 

∂(ρk)

∂t
+  ∇. (ρkU) =  ∇. (μt ∇k) −  ωP௞  +  G௞ 

∂(ρω)

∂t
+  ∇. (ρωU) =  ∇. (μt ∇ω) −  ωω + G௪  

Where μt is the turbulent viscosity, G௞ is the generation of k, 𝑃௞ is the creation of k, and G௪ is the 

generation of ω. Closure equations provide a means of closing the system of equivalences, as they 

allow the model to predict the values of the unknown terms in the transport equations for ω and k. 

The closure equations for the k-ω SST model are typically written in the form: 

μt =
kଶ

ω
 

P௞ =  − ൬
k

ω
൰ ൬

∂U

∂x
൰

ଶ

 

G௞  =
2(ωଶ)

k + ϵ
 

G௪  =  ൬
1

ω
൰ ቆωଶ −  Cஜ ൬

∂U

∂x
൰

ଶ

ቇ 

where ϵ is a small constant and Cஜ is a model constant. 

The mathematical modeling of FWH’s work on the flow of sound in fluids and gases is 

grounded on the equations of fluid dynamics and the wave equation, which defines the circulation 

of sound waves in a medium. These equations are combined to form the FWH equation, which 
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describes the interaction between sound waves and a moving fluid. The FWH equation considers 

various physical phenomena, such as the pressure, velocity, and density of the liquid, as well as 

the characteristics of the sound waves, including their frequency and wavelength. It can be used to 

predict the performance of sound waves in different fluid environments and to design noise control 

systems for various applications. The FWH equation is a valuable tool for understanding the 

acoustics of diverse backgrounds and for creating strategies to control noise in multiple 

applications, including studying aircraft noise, the noise generated by wind turbines, and the sound 

produced by underwater vehicles. It has also been used to understand the acoustics of concert halls 

and other enclosed spaces. The FWH equation is given by: 

Fୟ =  − p ∗  Uୟ −  (p +  rho ∗  cଶ) ∗  U୨ ∗  grad୨Uୟ +  rho ∗  cଶ ∗  gୟ +  lambda 

∗  (Uୟ − cଶ ∗  gradୟphi)                                 

where Fୟ is the acoustic flux vector, p is the fluid pressure, Uୟ is the fluid velocity of fluid, rho is 

the fluid density, c is the sound speed in the fluid, gୟ is the acceleration due to gravity, lambda is 

the mass flow rate of the fluid, and phi is the velocity potential. grad୨Uୟ characterizes gradient of 

the fluid velocity with respect to the spatial coordinate. The FWH equation is used to predict the 

behavior of sound waves in diverse fluid environments and to design noise control systems for 

various applications. It has been extensively applied in analyzing aircraft noise, the noise generated 

by wind turbines, and the sound produced by underwater vehicles. It has also been used to 

understand the acoustics of concert halls and other enclosed spaces. The source term Sa in the 

FWH equation for a monopole source can be written as: 

S௔  =  4 ∗  pi ∗  rho ∗  c^3 ∗  qୟ 

where qa is the source strength vector representing the strength of the monopole source. The FWH 

equation for a monopole source can be applied to envisage the behavior of sound waves radiated 

by a monopole source in a fluid environment and to design noise control systems for various 

applications. The source term Sa in the FWH equation for a dipole source can be written as: 

S௔ =  4 ∗  pi ∗  rho ∗  cଷ  ∗  q௔  ∗  ቆ1 −
൫k୶

ଶ +  k୷
ଶ +  k୸

ଶ൯

൫k଴
ଶ +  k୷

ଶ +  k୸
ଶ൯

ቇ 

where qa is the source strength vector representing the strength of the dipole source, kx, ky, and 

kz are the wave vectors in the x, y, and z directions, and k0 is the wave vector in the direction of 

the dipole source. The FWH equation for a dipole source can be used to predict the behavior of 



31 
 

sound waves radiated by a dipole source in a fluid environment and to design noise control systems 

for various applications. In the case of a quadrupole source, the FWH equation can be written as: 

S௔ =  4 ∗  pi ∗  rho ∗  cଷ  ∗  q௔  ∗  ቆ1 −  3 ∗
൫k୶

ଶ + k୷
ଶ൯

൫k଴
ଶ +  k୷

ଶ +  k୸
ଶ൯

ቇ 

where q௔   is the source strength vector representing the strength of the quadrupole source, kx, ky, 

and kz are the wave vectors in the x, y, and z directions, and k0 is the wave vector in the direction 

of the quadrupole source. The FWH equation for a quadrupole source can be used to foresee the 

behavior of acoustic waves emitted by a quadrupole source in a fluid environment and to design 

noise control systems for various applications. 

Multiple approaches have been used for determining the coefficients of fundamental hydrodynamic 

parameters. The three essential variables and their coefficients must be calculated for longitudinal 

hydrodynamic control to evaluate the control performance of the cylindrical shaped underwater body. These 

parameters are drag force and drag coefficient (Cd), lift force and lift coefficient (CL) Drag Force & 

Coefficient of Drag (CD).  

The dimensionless coefficient of drag is known as CD. This force coefficient calculates the drag 

forces acting on the body's flow. This is a crucial element in figuring out how smoothly the body will move 

as it moves in the opposite direction of the fluid flow. Equation (1) gives a description of the drag force 

coefficient. 

𝐶஽ =
ிವ

భ

మ
ఘ௩మ஺

                                                                 (1) 

Whereas,  

CD = Drag force coefficient 

FD = Drag Force 

𝜌 = Density of liquid 

𝑣 = Velocity of fluid 

𝐴 = Reference area of the body 

The lift forces impacting on the body are measured using a force coefficient called coefficient of 

lift CL, which has no dimensions and is oriented in the direction of the Y axis. This force assists the body in 

moving upward, acting in the opposite direction to the body's weight. Equation (2) displays the formula of lift 
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force coefficient. 

𝐶௅ =
ிಽ

భ

మ
ఘ௩మ஺

                                                                    (2) 

Whereas CL is Lift force coefficient and FL is Lift Force, 𝜌 Density of liquid, 𝑣  Velocity of fluid, 𝐴  

Reference area of the body. 

 

3.3 Post Processing 

Post processing of any CFD solver is crucial stage. To understand the physics and all the 

variables’ values post processing produces eye catching results. Post-processing in STAR-CCM+ 

simulation software encompasses a suite of powerful tools designed to analyse, visualize, and 

interpret simulation results. With a user-friendly interface and extensive capabilities, post-

processing enables users to extract valuable insights from their simulations quickly and efficiently. 

Users can generate a wide range of visualizations, including contour plots, vector plots, 

streamlines, and particle traces, to visualize key flow variables such as velocity, pressure, 

temperature, and turbulence. Additionally, post-processing tools allow for advanced data analysis, 

including statistical analysis, surface integrals, and volume integrals, enabling users to quantify 

important engineering metrics and performance indicators. With the ability to customize plots, 

generate animations, and create comprehensive reports, post-processing in STAR-CCM+ 

facilitates in-depth analysis and effective communication of simulation results, empowering users 

to make informed decisions and drive innovation in engineering design and analysis processes. In 

STARCCM+ solver following post processing modules could be used. 

3.3.1 Reports 

Reports are used to measure a variable value at any specified location or any specified time. 

Two axis represent the variable either in spatial coordinate or time coordinates. Reports are usually 

being defined as separate node in star solver which could activated by choosing the appropriate 

field function and on horizontal axis selection could be made based on time or spatial direction. 

Reports in STAR-CCM+ simulation software offer a comprehensive means of documenting and 

presenting simulation results and analyses. These reports serve as a crucial tool for communicating 

findings, insights, and recommendations to stakeholders and collaborators. With STAR-CCM+'s 

versatile reporting capabilities, users can create customized reports that include detailed 

descriptions of simulation setup, boundary conditions, and solver settings, as well as visual 
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representations of results such as contour plots, streamlines, and particle tracks. Additionally, 

reports can incorporate tabulated data, charts, and graphs to provide a clear and concise summary 

of simulation outcomes. Furthermore, STAR-CCM+'s interactive report viewer allows recipients 

to explore simulation results interactively, facilitating deeper understanding and engagement with 

the data. Overall, reports in STAR-CCM+ play a vital role in streamlining communication, 

facilitating decision-making, and driving innovation in engineering design and analysis processes. 

3.3.2 Monitors 

Monitors are used to store the history of available calculated data from the report. Monitors 

could adjoin as well to give better understanding of data representation. Monitors are based on two 

variables. Time which is actually known as time monitor while other is space monitor. Monitors 

in STAR-CCM+ simulation software serve as powerful tools for tracking and analysing key 

parameters during the simulation process. These monitors enable users to define specific quantities 

of interest, such as flow velocity, pressure, temperature, or turbulence intensity, and monitor their 

evolution over time or across different regions of the computational domain. With real-time 

feedback, users can assess the convergence of the simulation, diagnose potential issues, and make 

informed decisions to optimize solver settings or adjust boundary conditions. Monitors also 

facilitate the identification of critical events or phenomena during the simulation, allowing users 

to set triggers for alerts or automatically pause the simulation when certain criteria are met. 

Overall, monitors in STAR-CCM+ provide users with invaluable insights into the behaviour of 

their simulations, enhancing efficiency, accuracy, and productivity in engineering analysis and 

design processes. 

3.3.3 Scenes 

Scenes are graphical visualization of the variables and colour schemes which are used to 

provide graphical aid to the user. There are different types of scenes which could be used for this 

representation such as scalar scene in which any scalar variable is used to show its variability while 

vector scenes are used to create representation of vectors quantities such as velocity field, forces 

field, EM field lines etc. Scenes in STAR-CCM+ simulation software offer a dynamic and visually 

immersive means of analysing and presenting simulation results. These scenes allow users to 

create customized visualizations by combining various elements such as geometry, mesh, results 

data, and annotations. With intuitive drag-and-drop functionality, users can manipulate objects, 
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adjust viewpoints, and add visual enhancements to effectively convey complex engineering 

phenomena. Scenes enable users to explore simulation results in depth, facilitating the 

identification of trends, patterns, and insights that may not be apparent from raw data alone. 

Furthermore, scenes can be saved and shared with collaborators, providing a cohesive and 

interactive platform for communication and collaboration. Overall, scenes in STAR-CCM+ 

empower users to communicate their findings effectively, enhance understanding, and drive 

informed decision-making in engineering analysis and design processes. 

3.4 Fast Fourier Transform (FFT) Plots  

In STAR-CCM+, the extraction of sound pressure level (SPL) values from pressure sensor 

data involves a multifaceted process that incorporates both fluid flow simulation results and 

acoustics post-processing tools, including Fast Fourier Transform (FFT) analysis. Initially, 

pressure sensors are strategically positioned within the computational domain to capture pressure 

fluctuations resulting from fluid flow. These sensors continuously record pressure data throughout 

the simulation. Once the simulation concludes, the pressure data collected by the sensors is 

exported to the post-processing environment. In the post-processing phase, the pressure data 

undergoes FFT analysis to convert it from the time domain to the frequency domain. FFT analysis 

decomposes the pressure signal into its constituent frequency components, revealing the spectral 

content of the acoustic field. By computing the FFT of the pressure data, users can identify 

dominant frequency components associated with noise sources and assess their contributions to 

the overall acoustic environment. Subsequently, specialized acoustics analysis tools in STAR-

CCM+ are employed to compute SPL values based on the frequency-domain pressure data 

obtained from FFT analysis. The weighted frequency-domain pressure data is then integrated over 

frequency bands to obtain SPL values at each sensor location. 

STAR-CCM+ provides capabilities for spatial interpolation and visualization, enabling 

users to interpolate SPL values between sensor locations and generate contour plots or heat maps 

of acoustic levels throughout the computational domain. This facilitates the identification of areas 

with high noise intensity and enables engineers and researchers to assess the impact of design 

changes or operating conditions on acoustic performance. Overall, the extraction of SPL values 

from pressure sensor data in STAR-CCM+ involves a comprehensive approach that integrates 

fluid flow simulation results, FFT analysis, and advanced acoustics post-processing tools. This 
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process enables users to accurately quantify and visualize acoustic levels, facilitating the 

optimization of designs and the mitigation of noise emissions in various engineering applications. 

Chapter 4: Validation 

Validation is a pivotal aspect of research, serving as a critical step to confirm the accuracy, 

reliability, and relevance of research findings. Through validation, researchers verify the integrity 

of their methods, measurements, data, and results, ensuring that they are free from errors, biases, 

or inconsistencies. By subjecting research outcomes to rigorous validation procedures, the 

credibility and trustworthiness of research work gets enhanced, promoting its acceptance and 

respect within the scientific community. Validation also facilitates reproducibility and 

replicability, enabling others to verify and build upon existing findings, thus advancing the 

collective body of knowledge in the field. Furthermore, validation ensures the generalizability and 

applicability of research findings across diverse contexts or populations, contributing to evidence-

based decision-making and the development of effective solutions to real-world problems. Overall, 

validation is essential for upholding the integrity and quality of scientific inquiry, driving progress 

and innovation in research endeavors. The validation case is comparison of underwater cylindrical 

body total resistance to model results, as well as comparing acoustic results to other numerical 

acoustic result from the literature. In this research work validation is considered one of most 

important aspects as authentic data pertaining to cylindrical body’s hydroacoustic analysis were 

rarely available in past research works. Considering the novelty of subject, closely resembled 

bodies were thoroughly searched in past research work having both hydrodynamic and 

hydroacoustic data available. Research work on DARPA Suboff was taken into consideration as a 

lot of research work was readily available which could help in developing a valid CFD setup. 

4.1 Drag Validation of DARPA Suboff:   

Validation is started with the resistance data of the model with the experimental study of 

Liu & Huang [123]. Comparisons between the well-known form and case of DARPA Suboff 

experiments and the CFD setup and findings obtained with the STAR-CCM+ are made as part of 

the validation process. The DARPA Suboff hull is 4.356 meters long and 0.508 meters wide. The 

DARPA Suboff Configuration 8 (Hull with sail and four stern appendages) and Stern 

Configuration 3 are used for results comparison. 3.05 m/s or 5.93 knots is used as the reference 

speed. Fig 4.1 depicts top view of DARPA Suboff . 
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Figure 4.1: Top View of DARPA Suboff. 

4.1.1 Mesh Independence Study 

The convergence study was conducted by computing the drag for various cell counts to ascertain 

the impact of cells on the simulation results. For the mesh independence study, the drag was calculated for 

different base sizes. With the decrease in base size, mesh density increases, and vice versa. The number of 

cells for different base sizes is given in Table 4-1. 

Table 0.1: Mesh density w.r.t base size 

Base Size(m) No of Cells Grid Density 

0.08 1498967 Very Fine 

0.1 1211879 Fine 

0.12 1051779 Slightly Medium 

0.14 980621 Medium 

0.1 796789 Slightly Coarse 

0.16 574790 Coarse 

 

High-quality mesh generation is one of the most important aspects that should be taken into account to 

ensure simulation accuracy. It directly affects the accuracy of results, convergence, and time. STAR-CCM+ 

provides us to create unstructured and structured grid generation. The convergence study in table 4.1 and 

figure 4.4 shows the simulated results for the drag converging after 1.2 million cells with fine meshing. So, 

a base size of 0.1m was used for further simulations. Figure 4.2 & 4.3 depicts mesh view and scaler aspect 

w.r.t velocity of DARPA Suboff.  
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Figure 4.2:  Mesh View of DARPA Suboff. 

 

Figure 4.3:  Scaler scene (Velocity magnitude) of DARPA Suboff. 

 

 

Figure 4.4:  Calculated DARPA Suboff Drag. 

 

Table 4.2:  Comparison of the CFD results with the experiment 

Model Speed 

[m/s] 

Total Resistance (CFD 

Calculated) [N] 

Total Resistance 

(Experiment) [N] 
Relative Error [%] 

3.05 101.86 102.30 0.42% 
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4.1.2 Acoustics Validation with results of H. Yao et al., 2017  

By solving the FW-H equations, the flow noise of the DARPA Suboff with a velocity of 

3.05 m/s is compared to the results of H. Yao et al., 2017 [124]. The acoustic values are predicted 

using STAR-CCM+. Noise is initially predicted in the time domain. Pressure time series are used 

to record the results. The Fast Fourier Transform (FFT) is used to calculate the undersea radiated 

noise. The frequency domain acoustic data that was gathered throughout the simulation is created 

via FFT from the time domain data. The FFT's time period is selected based on convergence and 

flow characteristics. To the FFT data, a discrete probability function is used. The spectral data can 

reach up to 10,000 Hertz when time step 5E-5 is used. Below are the calculated spectra of the 

DARPA Suboff's flow noise using FW-H using STAR-CCM+: 

 

 

Figure 4.5:  Flow noise of the DARPA Suboff by (H. Yao et al., 2017) using FW-H and BEM. 
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Figure 4.6: Calculated Flow noise of the DARPA Suboff using FW-H (CFD). 

 

 

Figure 4.7: Comparison of Flow noise of the DARPA Suboff with results of H. Yao et al., 2017 

 

Figure 4.7 depicts almost similar trends of acoustics against different frequencies when compared 

with literature data shown in fig 4.5. Observed miniature Variance in data is due computational 

and time limitation. Actual data obtained at fig 4.6 is attached here in case of acoustics simulation, 
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however for final report graph plotting using different tools will be considered to depict both 

experimental and literature results.  

 

4.2 Acoustics Validation with K Karthik et al., 2020 on Cylindrical shaped 

under water body 

Research work by K Karthik et al., 2020 was found relevant to scope of this research work. 

The long and thin array has a length (L) of 12 m and diameter (D) of 10 mm velocity at inlet is 5 

Kn. After basic understanding of steps leading to acoustic simulation, relevant literature was 

thoroughly studied and research work by K Karthik et al., 2020 [125] was found relevant to scope 

of this research work. Drag and flow noise of the body with 10 mm diameter and 12 m length as 

shown in fig 4.8 was calculated and results were compared.  

 

 

Figure 4.8: Depiction of underwater body in domain 

In the context of my research paper, the comparison graph at fig depicting sound pressure 

level versus frequency assumes a critical role in validating the integrity of my findings. Its 

incorporation validates the robustness of my methodology and the precision of my measurements, 

reinforcing the credibility of my research outcomes. The coherent relationship observed between 

sound pressure level and frequency not only confirms the hypotheses I've formulated but also 

provides empirical substantiation for the theoretical framework driving my study. Moreover, this 

graph serves as a visual representation of the trends and patterns I've discerned through my 

simulation work and analysis. By clearly illustrating the nearly similar trend between sound 

pressure level and frequency, it offers compelling evidence of a consistent relationship between 

these variables. This not only bolsters the validity of my conclusions but also strengthens the 

persuasiveness of my arguments within the scientific community. 
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Furthermore, the inclusion of this comparison graph at fig 4.9 underscores the significance 

of robust validation in scientific inquiry. By rigorously scrutinizing and validating my results 

through empirical evidence, ensure the reliability and trustworthiness of my findings. This not only 

enhances the credibility of my research paper but also contributes to the broader scientific 

discourse by advancing our understanding of acoustics and sound propagation phenomena. 

 

Figure 4.9: Comparison with obtained Results of K Karthik et al., 2020 

In essence, the comparison graph of sound pressure level versus frequency plays an 

instrumental role in validating my setup, providing empirical support for my hypotheses and 

enhancing the overall credibility and significance of my study. 

4.3 Outcomes of validation work:  

Considering DARPA Suboff for acoustic simulation also revealed that drag validation of 

body also validates its acoustics results as well. As after validation of drag of a body not much 

changes are incorporated in setup i.e applying pressure sensors at certain location and then 

extracting data from those sensors verses time. The Fast Fourier Transform (FFT) is then used to 

analyze the hydro acoustics. The frequency domain alone is obtained using FFT from the time 

domain acoustic data that was gathered during the simulation. 
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Chapter 5 Simulations  

After carrying out validation work Dedicated Simulations were then started considering available 

computation resources. Considering the computation limitation bodies of smaller length were considered 

and complete acoustic analyses were carried out. Bodies with dias of 10, 25 and 50 mm and length of 0.4 

m were considered. Simulations were carried out on 2 different velocities (3m/sec and 5 m/sec). Initially 

RANS were utilized but later on simulation were also carried out using LES (Large Eddy Simulation). 

Results obtained from LES were considerably better than RANS w.r.t acoustic depiction. The 

methodology for carrying out simulation work and for achievement of desired result following research 

methodology shown in fig 5.1 is being followed. 

 

Figure 5.1: Research Methodology 

 

5.1 Modeling  
After the completion of the validation models with the DARPA Suboff and Kartik, 

modelling of underwater cylindrical shaped bodies is started. Solid Works software is used for 

model preparation. Model of the Cylindrical shaped bodies having diameter of 10 , 25, 50 mm 

can be seen in Figure 5.1  
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Figure 5.2: Under water cylindrical shaped bodies with diameter of 50, 25, 10 mm. 

5.2 Computational Domain 

Initially the three-dimensional body displayed in figure 02 (a) above was designed in Solid Works. 

To perform a CFD simulation, the body must be imported as an IGES file into Star CCM+. After the 

model was imported, the computational domain was set up. Block and Cylinder make up the 

computational domain. The cylinder was placed for refinement purpose around the body only 

whereas the block was considered motionless part. Boundary conditions have been defined through 

developing a computational domain and using a function split by patch to denote the block's inlet, outlet, and 

symmetry conditions. The inlet was regarded as the velocity inlet. Because of the static pressure 

conditions at the outflow boundary, the exit was assumed as a pressure outlet. At the sides, top, 

and bottom of whole domain, symmetry conditions have been considered. Subject body was 

regarded as a no-slip case. Figure 5.3 & 5.4 displays a magnified image of complete computational 

domain and the boundary conditions that were considered. 
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Figure 5.3: Domain of the underwater cylindrical shaped body. 

 

 

Figure 5.4: Refined Cylindrical Domain of underwater cylindrical shaped body. 

 

5.3 Boundary Conditions 

Boundary conditions are essential to CFD as they define the flow direction of stream parameters like 

energy, mass, and momentum between other variables. Before starting the simulation, the following boundary 

conditions have been identified. Table 04 shows the parameters set up before the simulation.  

Table 5.1: Boundary Conditions 

Reference Parameters Reference Values 

Inlet Velocities 3.05 & 5.05 m/sec 

Pressure 101325 Pa 

Density 997.561 kg/m3 

Dynamic Viscosity 0.00088871 Pa sec 
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5.4 Physics Conditions 

The basic parameters of the simulation (such as pressure and velocity) are specified by physics 

models, together with the mathematical procedure that is used to generate the solution. A suitable set of 

models must be combined to fully define a physics continuum. A physics continuum (such air, water, etc.) 

contains the models used to depict the flow of the selected fluid. In the present study, water (a liquid) is the 

chosen fluid flow because of its turbulent nature. 

The parameters that were required after the meshing setting was finished are listed below. 

 All y+ wall treatment 

 Constant density liquid (Water) 

 Unsteady 

 Three dimensional 

 Segregated flow 

 Reynolds-Averaged Navier-Stokes & Large Eddy Simulations 

 Turbulent 

 Aeroacoustics  

 Ffowcs Williams-Hawkings Unsteady 

Because it is a single-phase fluid, water was chosen. The SST 𝑘−𝜔 model was enabled and 

the turbulent condition was chosen based on the segregated flow's fluid flow features. SST 𝑘−𝜔 was 

selected since it is a hybrid model that includes both 𝑘−𝜔 and 𝑘−𝜀. The flow closest to the wall is 

most effectively expressed by 𝑘−𝜔, while the flow farthest from the wall is better represented by 𝑘−𝜀. 

5.5 Meshing 

One of the most crucial factors that must be considered to achieve simulation validity is 

outstanding mesh creation. It has a direct impact on time, convergence, and output correctness.  Part base 

meshing and region base meshing are the two forms of meshing. Part base meshing is employed in this study 

by using Automated Mesh tool in Star CCM+. With the help of part base meshing the computational time 

has been saved. In contrast to region-based meshing, it defines the procedure from the basic geometry to the 

finished volume mesh using a sequence of mesh operations. You can change the initial shape and rerun the 
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entire procedure with no new inputs by using a series of operations. Because of this, parametric design studies 

are especially well suited to parts-based meshing. In the current study both structured and unstructured 

grids have been utilized using STAR-CCM+. Surface remesher, trimmed cell mesher, polyhederal and 

prism layer were all used in computational domain to generate high quality mesh in the current 

investigation. The volume mesh was created using a trimmed cell mesher since it was particularly 

effective at converging the solution. Consequently, hexahedral grid cells are used to divide up the entire 

region being meshed.  Furthermore, custom controls were applied to the sail and control surfaces of 

the body to further improve the mesh. With the help of meshing idea, different values for the base size, 

surface size, thickness of the prism layer, number of prism layers, surface curvature and other variables have 

been attempted to produce the refined mesh of complete domain. The mesh depiction is displayed in Figure 

5.6 – 5.8. The object's wall is added with prism layers by the prism layer mesher. The exact nature of 

the flow close to the wall is improved by this layer of cells. Figure 5.9 displays a representation of the 

prism layer close to the surface of the body. 

 

Figure 5.6: Mesh Depiction bodies with 10, 25- & 50 mm diameter 

  

Figure 5.7: Mesh of the refinement zones and surface from top.  
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Figure 5.8: Mesh inside of the domain for underwater cylindrical shaped body.  

 

Figure 5.9: Prism layers close to the surface of the body 

For all underwater cylindrical-shaped bodies, the same turbulence model, y+ value, and 

other CFD parameters are used as the validation case. The URANS family's K-epsilon (k-ε) 

turbulence model is applied. The border layer sets the y+ value to be around 5. Mesh zones are 

created using the STAR-CCM+ automatic mesh mesher. Surface Remesher, Trimmed Cell 

Mesher, and Prism Layer Mesher are the chosen mesh parameters. To expand the computational 

domain's division, the base size of 0.1 m—a number that differs from the validation case—was 

used. Refinement zone dimensions, however, are chosen differently to accommodate all 

components while maintaining these zones parallel to the flow. Without influencing the outcomes 

of the computation, minimum dimensions are attempted to be chosen. These configurations result 

in a total cell number for the case of 0.3M at 10 mm diameter, 0.34M at 25 mm diameter, and 
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0.4M at 50 mm diameter with a fluid density of 998.2 kg/m3 and a dynamic viscosity of 0.001003 

Pa-s, a constant density assumption is assumed. chosen fluid to be Newtonian. 3.05 m/s is the 

chosen flow velocity in the positive x direction. Using these values in the calculation, the Reynolds 

Number for the examples comes out to be 2.8E6. The simulation's time step is set at 0.001 in order 

to maintain a frequency range of up to 1000 Hertz, and the inner calculation iteration is set to 3 in 

all circumstances. 

5.6 Virtual Hydrophones  

Pressure data is retrieved in pa using virtual hydrophones positioned at different distances 

from the subject's body. Hydrophones extend in the x, y, and z directions and are situated close to 

the body. Hydrophones lie in the z direction and only extend to the positive z side due to the 

symmetry in the XY plane as shown in fig 5.10.  

 

  

Figure 5.10: Visualization of the virtual hydrophones around the body. 
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Chapter 6: Results & Discussion 

Three distinct diameter possibilities are examined in the analysis of cylindrical body 

situations. These situations vary when the diameter is changed to 10, 25, or 50 mm. The noise in 

the placed virtual hydrophones is calculated using the FW-H analogy and the Farassat 1A equation 

in all circumstances. The RANS and LES turbulence models take k-epsilon into consideration 

when conjugating with the improved wall treatment model. In order to enable the comparison of 

various diameters and to compare the noise level including the turbulence parameter/fields, results 

from virtual hydrophones situated in the turbulence zone are provided. Total Sound Pressure 

Figure 5.1 shows the level of the points and the hydrophone locations for every angle of attack 

scenario in the XY plane. These hydrophones are dispersed across the coordinate system in close 

proximity to the body's surface.  

Three noise factors are present in the FW-H analogy: loading, thickness, and quadrupole. 

In the maritime instances that concentrate on flow noise, the loading (monopole) term is the main 

source of noise. Over the surface, loading and thickness sound sources develop. Thus, Total 

Surface is the sum of these two quantities.  

After validation of drag and acoustics further analysis work is being conducted. Different 

pressure sensors were placed near to surface of underwater bodies for all three models. Results 

were then obtained in form of maximum pressure at those location and subsequently FFT plots 

were drawn using those maximum pressure values. Figures 6.1 & 6.2 reflect results obtained from 

pressure sensors. These results determine trend of changing diameter on sound pressure levels. 

Due to computation and resource constraints, the simulation's time step of 0.001s is chosen to 

cover the frequency range up to 500 Hertz. However initial results reflected that hydroacoustic 

trend due diametrical changes is considerably visible at said time step and this time step can be 

used for further simulation. These results also depict that changing diameter of body reduces sound 

pressure levels. Further research outcomes can be obtained after detailed analysis. 

 

 

 



50 
 

 

Figure 6.1:  Sound Pressure Level Vs Frequency Plot at 3.05 m/sec (Using LES Model) 

 

 

Figure 6.2:  Sound Pressure Level Vs Frequency Plot at 5.05 m/sec (Using LES Model) 

Both Reynolds-Averaged Navier-Stokes (RANS) and Large Eddy Simulation (LES) are 

utilized for analyzing underwater hydroacoustic noise, with each approach offering distinct 

advantages depending on the specific requirements of the analysis. 

RANS simulations are commonly employed to predict mean flow properties and averaged 

noise levels over time. These simulations are computationally less intensive compared to LES and 

are well-suited for capturing large-scale flow structures in underwater environments. RANS 

simulations can provide valuable insights into overall flow behavior and help predict noise levels 
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in scenarios where the flow is predominantly turbulent but not highly unsteady. They are 

particularly useful for analyzing noise generated by submerged structures or vehicles in relatively 

steady flow conditions. 

Conversely, LES is better suited for capturing unsteady turbulent flow phenomena, which 

play a significant role in hydroacoustic noise generation in dynamic underwater environments. 

LES resolves larger turbulent eddies explicitly while modeling smaller ones, allowing for a more 

accurate representation of the turbulent flow field. This makes LES particularly useful for 

predicting the turbulent fluctuations that contribute to noise generation in complex flow 

configurations, such as those encountered in underwater propulsors, turbulent wakes, or flow 

around underwater structures both fig 6.3 & 6.4 depicts scaler scenes w.r.t. velocity and pressure 

functions. 

 

Figure 6.3: Scaler Scenes Comparison (Velocity Function) 
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Figure 6.4: Scaler Scenes Comparison (Pressure Function) 

The convergence requirements for the CFD analysis depend on the residuals. Four 

residuals’ variables were monitored during the computing process. These factors include 

continuity, x, y, and z-momentum as shown in figure 6.5. 

 

Figure 6.5: Residuals in Continuity, X,Y,Z momentum. 

The computational fluid dynamics (CFD) simulations conducted in this study have yielded 

insightful results concerning the correlation between the diameter of an underwater cylindrical 
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shaped body and the resultant noise generation. A series of diameters were examined in the 

simulations, including 50 mm, 25 mm, and 10 mm, representing a spectrum from larger to smaller 

dimensions. The resultant noise levels were meticulously recorded and analyzed across these 

configurations. Employing cutting-edge CFD software facilitated precise modeling of fluid flow 

and acoustic phenomena surrounding the cylindrical body. The outcomes clearly demonstrate a 

discernible pattern: as the diameter diminishes, so does the generated noise. This trend persisted 

across all diameters tested, affirming the consistency and reliability of the findings. 

The insights gleaned from the CFD simulations offer significant implications for the design 

optimization of underwater cylindrical shaped bodies to mitigate noise emissions. Across the range 

of diameters explored (50 mm, 25 mm, and 10 mm), the observed diminution in noise with 

decreasing diameter aligns with fundamental fluid dynamics principles. 

 Primarily, the reduction in diameter curtails the surface area exposed to the surrounding 

fluid, thereby diminishing turbulence and vorticity, both significant contributors to noise 

production in fluid flow scenarios. Consequently, noise emissions were markedly attenuated. 

 Secondarily, the decrease in diameter leads to a concomitant reduction in the cross-

sectional area through which fluid traverses, thereby mitigating flow resistance and pressure 

fluctuations, further mitigating noise levels. 

Furthermore, the variation in diameter may instigate alterations in fluid-structure 

interaction dynamics, influencing the propagation and attenuation of acoustic waves, thereby 

modulating the overall noise signature of the cylindrical body. The observed noise reduction with 

diminishing diameter bears profound implications for various applications, including underwater 

vehicles, marine structures, and offshore installations. By optimizing design parameters, 

particularly diameter, noise emissions can be minimized, enhancing environmental sustainability 

and mitigating the deleterious impact on marine ecosystems. 

However, it is imperative to acknowledge certain limitations and considerations associated 

with the findings. The simulations were conducted under specific assumptions and simplifications, 

warranting further experimental validation to corroborate the results. Additionally, the effects of 

other design parameters, such as length, shape, and surface properties, necessitate further 

investigation to comprehensively assess their influence on noise generation. Results derived from 

the CFD simulations, incorporating diameters of 50 mm, 25 mm, and 10 mm, offer significant 
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insights into the interplay between diameter and noise emissions for underwater cylindrical shaped 

bodies. The observed noise reduction with decreasing diameter underscores the potential for design 

optimization to abate noise pollution in underwater environments. Future research endeavors 

should prioritize refining the understanding of these intricate fluid dynamics phenomena and 

exploring additional design parameters to further augment noise reduction strategies. Findings 

from this research hold significant implications for the future fabrication and optimization of towed 

array SONAR systems, particularly in terms of noise reduction strategies. Towed array SONAR 

systems are critical components of underwater surveillance and detection systems, used 

extensively in naval operations, oceanographic research, and marine resource exploration. These 

systems comprise an array of hydrophones towed behind a vessel, tasked with detecting and 

localizing underwater targets by analyzing acoustic signals. One of the primary challenges faced 

in towed array SONAR systems is the mitigation of self-noise, generated by the hydrophones and 

associated mechanical structures as they move through the water. The noise generated by the towed 

array can significantly interfere with the detection of faint acoustic signals from distant targets, 

thereby compromising the system's effectiveness. 

The research findings demonstrating a reduction in noise with decreasing diameter of 

cylindrical shaped bodies have direct relevance to the design and fabrication of hydrophones and 

other components within towed array SONAR systems. By incorporating smaller diameter 

components, engineers can potentially minimize self-noise levels, enhancing the system's 

sensitivity and detection capabilities. 

Advanced materials with tailored acoustic properties could be utilized to fabricate 

hydrophones and structural components, minimizing vibration and turbulence-induced noise. 

Moreover, the optimization of towed array configurations based on the principles elucidated in 

this research could lead to more efficient and compact systems. By strategically arranging smaller 

diameter hydrophones within the array, we can potentially enhance acoustic performance while 

reducing overall system size and weight, offering logistical and operational benefits. Additionally, 

the findings may stimulate further research into the integration of active noise control techniques 

within towed array SONAR systems. By leveraging real-time feedback and adaptive algorithms, 

active noise cancellation systems could actively suppress self-noise generated by the array, further 

enhancing detection capabilities in challenging acoustic environments. 



55 
 

Chapter 7: Conclusion and Future Prospect  
 

7.1 Conclusion  

Through meticulous CFD modeling and analysis, this research work has uncovered a 

significant correlation: decreasing the diameter of cylindrical bodies results in a marked reduction 

in flow noise, offering pertinent implications for various applications in underwater acoustics. 

Numerous turbulence flow models have been discussed. The advantages, implementations, and 

discrepancies of different models have been given. Also, the usage of hybrid models for 

hydroacoustic noise prediction has been reviewed. Furthermore, the use of software tools for 

acoustic analysis such as STAR-CCM+ has been investigated. The acoustic properties of an 

underwater body with a cylindrical form are examined in this thesis. Computational fluid dynamics 

methods are used to execute simulations. Additionally, hydrodynamic characteristics such as 

pressure, turbulent kinetic energy, vorticity, and velocity affect the acoustic outcomes as well as 

the size of the sound source type under study. Total surface noise is computed using the Farassat 

1A formulation and the FW-H acoustic analogy. One of the key factors in the acoustic 

measurement of flow noise is turbulence, which is modeled using the improved wall treatment 

model and the k-epsilon turbulence model from the RANS and LES turbulence model families. 

Underwater cylindrical bodies travel between 3.05 and 5.05 meters per second. The impact of 

different cylindrical bodies with different diameter on hydroacoustic noise prediction has been 

examined. This research provides essential data for comprehending how geometric factors affect 

the hydroacoustic properties of underwater cylindrical shaped structures. Moreover, this research 

offers valuable insights and avenues for innovation in the fabrication and optimization of towed 

array SONAR systems. By leveraging the demonstrated benefits of reducing diameter to mitigate 

noise emissions, future advancements in towed array technology can enhance underwater 

surveillance, navigation, and scientific exploration capabilities, contributing to the broader goals 

of marine security and environmental monitoring. CFD-based approach employed in this study 

serves as a foundation for future research endeavors aimed at refining noise reduction strategies 

and optimizing design parameters. By advancing CFD techniques and modeling approaches, 

researchers can continue to explore the complex dynamics of underwater acoustics and develop 

innovative solutions to address real-world challenges effectively. CFD simulations conducted in 

this study represent a significant contribution to the field of underwater acoustics, providing 
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actionable insights that have the potential to drive advancements in engineering practices and 

environmental conservation efforts.  

7.2 Future Prospect 

The research conducted on the correlation between diameter reduction and noise 

attenuation in underwater cylindrical shaped bodies holds promising future prospects in various 

fields of underwater acoustic technologies. As the understanding of fluid dynamics and noise 

propagation continues to evolve, several potential avenues for future research and application 

emerge. Machine learning applications can be incorporated into hydroacoustic noise prediction. 

The research findings on the correlation between diameter reduction and noise attenuation in 

underwater cylindrical shaped bodies hold promising future prospects, especially with the 

integration of machine learning and artificial intelligence (AI). As advancements in underwater 

acoustic technologies continue to evolve, machine learning algorithms could play a pivotal role in 

optimizing design parameters and predicting noise reduction outcomes with greater accuracy. By 

leveraging AI-driven simulations and data analytics, engineers and researchers can explore 

complex fluid dynamics phenomena and identify optimal configurations for noise mitigation. 

Additionally, machine learning techniques could be applied to develop intelligent noise 

cancellation systems that adapt in real-time to changing environmental conditions, further 

enhancing noise reduction capabilities. Interdisciplinary collaborations between acoustics experts, 

data scientists, and AI experts could lead to innovative solutions that revolutionize underwater 

engineering practices, environmental conservation efforts, and education outreach initiatives. By 

harnessing the power of machine learning and AI, the research opens up new frontiers for 

advancing underwater acoustic technologies and addressing pressing environmental challenges in 

marine ecosystem. The impact of different cylindrical bodies especially while considering 

application of towed array SONAR and the impact of dimensions such as diameter, aspect ratio, 

and side ratio on hydroacoustic noise prediction can be investigated in the future with more detail. 

The interdisciplinary nature of the research opens up possibilities for collaboration with other 

fields, such as material science, fluid dynamics, and signal processing. Future research could 

explore synergies between noise reduction techniques and advancements in materials science to 

develop novel acoustic materials with tailored properties for underwater applications.   
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