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ABSTRACT 

The aim of the project is to facilitate visually impaired persons. The visually impaired 

population faces numerous challenges in their daily lives, relying heavily on assistance from 

others to perform simple tasks. 

This project involves creating an AI-based system that provides assistance to visually impaired 

individuals. The system is designed to be compact and easy to use, and can recognize common 

objects, perform facial recognition, and convert text to speech. 

The proposed system consists of a wearable device equipped with a camera, microphone, and 

tactile input/output interface. The camera captures the visual input, which is then processed 

using computer vision algorithms to identify objects, people, and text in the user's vicinity. 

Simultaneously, the microphone is used to communicate with the user through voice. 

The project also aims to explore the domains of signal processing and machine learning, while 

also enhancing teamwork and project management skills. If successful, the system has the 

potential to significantly improve the lives of visually impaired individuals by providing them 

with greater independence and accessibility. 

  



 
 

SUSTAINABLE DEVELOPMENT GOALS (SDGs) 

 SDG 3: Good Health and Well-being: Your system can improve the health and well-

being of visually impaired individuals by providing them with better access to 

information, assistance, and support, thus enhancing their overall quality of life. 

 SDG 4: Quality Education: By incorporating educational features into the system, such 

as access to digital learning materials, textbooks, and educational resources, you can 

contribute to inclusive and equitable education for visually impaired individuals. 

 SDG 17: Partnerships for the Goals: Collaborating with relevant stakeholders, such as 

NGOs, assistive technology experts, and visually impaired communities, can help in 

the development and implementation of the AI-based Smart Assistance System, 

fostering partnerships for achieving the SDGs. 
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CH 1: INTRODUCTION 

1.1. Background  

An important issue affecting millions of individuals globally is visual impairment. People who 

are visually impaired frequently have trouble independently obtaining information, navigating 

their environment, and doing daily duties. Although numerous assistive technologies have been 

created to solve these issues, there is still a critical need for more sophisticated and intelligent 

systems that can offer whole support to those who are blind or visually impaired. 

Recent developments in artificial intelligence (AI), notably in the areas of computer vision and 

natural language processing, have created new opportunities for developing intelligent support 

systems that are specifically suited to the requirements of people who are visually impaired. In 

order to provide real-time analysis and interpretation of the environment, AI technologies can 

make use of picture recognition, object detection, and text-to-speech conversion, providing 

users with audio feedback and guidance. 

White canes, guiding dogs, and screen readers are examples of current assistive technologies 

for the blind. These instruments have advantages, but they also have certain drawbacks. White 

canes and guide dogs primarily help with mobility but offer little insight into the surroundings 

in terms of things, text, or people. On the other hand, screen readers are dependent on text-

based information and are unable to understand visual cues or identify things. 

By creating an AI-based smart assistance system that is specially tailored for visually impaired 

persons, the proposed final-year project seeks to close these gaps. The device can analyze and 

interpret visual data in real-time while providing audio feedback to the user by utilizing AI and 

computer vision techniques. With the use of this method, people who are visually impaired can 

better grasp their surroundings, identify objects, read text, and communicate with their 

surroundings. 

Modern computer vision algorithms will be used by the system to find and recognize people, 

objects, and text that are nearby to the user. The visual data will be transformed into audible 

feedback using natural language processing algorithms, which can then be transmitted via 

earbuds. The device will also feature a tactile input/output interface that will let users interact 

with it through touch gestures and haptic feedback. 

The creation of this AI-based smart support system has the potential to significantly enhance 

the independence and standard of living of people who are blind. The technology can improve 

the user's capacity to traverse unfamiliar environments, recognize items, and access 

information by offering real-time audio feedback and thorough environmental analysis. 

Additionally, by allowing customization and adaptation, the personalized user profile feature 

will make sure that the system satisfies each user's preferences and demands. 



 
 

Comprehensive user studies including people who are visually impaired will be carried out to 

assess the efficiency and usefulness of the AI-based smart support system. The evaluation will 

pay particular attention to elements like precision, user satisfaction, and the system's overall 

influence on the user's everyday activities. 

The overall goal of this final year project is to use AI and computer vision technologies to their 

full potential in order to create a sophisticated smart support system that specifically solves the 

difficulties experienced by people who are blind. The system intends to empower visually 

impaired people, provide them with more independence, and improve their access to 

information and the outside world by utilizing AI algorithms. 

1.2. Project Objectives 

The project has following main objectives: 

 Implement computer vision algorithms like vision transformers to enable real-time 

object detection, recognition, and text extraction from the user's surroundings. 

 Utilize Google text to speech library which use natural language processing techniques 

to convert visual information into audio feedback, providing users with real-time 

auditory cues about their environment. 

 Designing the device to be compact and lightweight, it aims to ensure that visually 

impaired individuals can comfortably wear or carry the device without causing 

excessive strain or discomfort. 

 Design and integrate a wearable device with a camera, microphone, and a Wi-Fi module 

ESP32 which will send the camera footage to cloud for processing and receiving output 

from the cloud to facilitate user interaction with the smart assistance system. 

1.3. Project Benefits 

The project will have the following benefits: 

 The system can provide assistance with tasks such as navigation, object recognition, 

and text reading. This can help visually impaired persons to move around more easily 

and independently. 

 The system can help visually impaired persons to participate more fully in society. They 

will be able to go to work, shop, and socialize more easily. 

 The system can help visually impaired persons to avoid obstacles and hazards. This can 

help to reduce the risk of accidents and injuries. 

 The system's ability to convert visual information into audio feedback facilitates access 

to information for visually impaired individuals. It enables them to read text, recognize 

objects, and comprehend their surroundings more effectively. 



 
 

 With the smart assistance system, visually impaired individuals can perform tasks more 

efficiently and effectively. By leveraging computer vision and natural language 

processing algorithms, the system can provide instant information and guidance, 

enabling users to accomplish tasks with improved speed and accuracy. 

____________  



 
 

CH 2: LITERATURE REVIEW 

2.1. Smart Glasses for Visually Impaired People in Indoor Environment 

[1] 

The paper titled "Smart Guiding Glasses for Visually Impaired People in Indoor Environment" 

presents a novel assistive technology aimed at improving navigation and mobility for visually 

impaired individuals. The proposed solution utilizes smart glasses integrated with advanced 

sensing and computing capabilities to provide real-time guidance and obstacle detection within 

indoor environments. The system's key components include a pair of smart glasses, depth 

sensors, and a computer vision algorithm. The smart glasses are equipped with a camera and a 

display, enabling the wearer to receive visual information. The depth sensors help in capturing 

the spatial information of the surroundings, allowing the system to perceive the environment 

and detect obstacles accurately. 

The computer vision algorithm plays a crucial role in analyzing the visual data captured by the 

smart glasses. It processes the images in real-time, extracts relevant information, and generates 

auditory or tactile feedback to assist the visually impaired user. The feedback can be in the 

form of audio instructions or vibrations, providing guidance on navigation and alerting the user 

about obstacles or hazards in their path. 

 

Fig. 1. The workflow of the proposed algorithm. 

 



 
 

To validate the effectiveness of the proposed system, the authors conducted experiments in 

various indoor environments. They recruited visually impaired individuals as participants and 

evaluated the system's performance based on accuracy, speed, and user satisfaction. The results 

showed promising outcomes, with the smart guiding glasses successfully assisting users in 

navigating indoor spaces and avoiding obstacles. The paper also discusses potential future 

directions for improvement and expansion of the system. These include enhancing the real-

time processing capabilities, incorporating additional functionalities, and extending the system 

to outdoor environments. 

In conclusion, the paper presents an innovative approach to assist visually impaired individuals 

in indoor environments using smart guiding glasses. The system combines camera, depth 

sensors, and computer vision algorithms to provide real-time feedback, aiding users in 

navigation and obstacle avoidance. The experiments demonstrate the system's feasibility and 

its potential to enhance the mobility and independence of visually impaired individuals. 

2.2. A Unique Smart Eye Glass for Visually Impaired People [2] 

In this paper, special smart glasses are described by using those with vision impairments can 

travel more easily. Using an ultrasonic sensor and a microcontroller, it can precisely detect the 

obstruction and quantify the distance.  Through a headset, information that has been gathered 

from the surroundings is transmitted to the blind individual. The information from the internet 

is collected via the GSM/GPRS SIM900A module. When visually impaired people are in 

danger, a switch that is attached to the system sends an SMS to the subject's guardian with the 

subject's position, time, and temperature.  Visually challenged people can navigate both interior 

and outdoor environments by wearing smart glasses. 

 

Fig. 2. Block Diagram for the proposed model 

Fig. 2 displays the block diagram of our suggested model.  Three ultrasonic sensors, an SD 

card module, a headphone, an LED indication, a switch, a GPRS SIM900A module, and an 

atmega328p microprocessor are all included in the system. For perfect detection, the wearable 

device has three ultrasonic sensors located on the left side, the front side, and the right side. 

This method allows for the detection of obstacles from all three sides [8].  The sensors measure 

the obstacle distance and relay the value to the microcontroller when an obstruction within a 



 
 

5meter range approaches the blind. The Atmega328p microcontroller has a 16 MHz clock 

frequency and an 8-bit programmable integrated circuit.  Here, an Atmega328p microprocessor 

processes the data from ultrasonic sensors.  The Atmega328p microcontroller and the SD card 

module can communicate with each other.  To train visually challenged users, voices are stored 

in the SD card module and played through headphones in accordance with the ultrasonic data.  

The system has a switch that can be activated in an emergency to perform tasks like sending 

an SMS to the subject's guardian when they are in danger.  Such information as location, 

temperature, and time are gathered from the internet through the GPRS SIM900A module. The 

microcontroller processes all of the data from the GPRS SIM900A module.  When the switch 

is hit, an SMS that includes the time, temperature, and location can be sent to the subject's 

guardian.  The LED indicator is used to indicate day or night for the safety of the blind. It is 

managed by using the GPRS module to obtain the time from the internet. When there is no 

light in the street at night, the LED automatically turns ON so that others passing by may 

recognize the presence of blind people. Although the device helps the blind perceive the 

impediment, the LED also makes the blind person more understandable to others. As a result, 

a person who is blind or visually challenged can travel wherever without encountering any 

problems. 

____________



 
 

CH 3: METHODOLOGY 

3.1. The EasyOCR Model 

EasyOCR is a state-of-the-art OCR model that has gained popularity due to its simplicity and 

effectiveness in text recognition tasks. It is an open-source OCR framework that combines deep 

learning techniques with pre-trained models to achieve accurate and efficient text extraction 

from images. 

EasyOCR is designed to handle various languages and supports a wide range of fonts and 

writing styles. It provides a user-friendly interface, making it accessible to both developers and 

non-technical users. The model offers straightforward integration with different programming 

languages, allowing easy implementation in various applications. 

 

Fig. 3. Optical Character Recognition Process Flow 

Working Principles of EasyOCR 

EasyOCR utilizes a deep learning architecture, typically based on convolutional neural 

networks (CNN) and recurrent neural networks (RNN), to perform text recognition. The 

working principles of EasyOCR can be summarized as follows: 

3.1.1. Image Pre-processing 

Before feeding the image to the OCR model, it undergoes pre-processing steps such as resizing, 

normalization, and enhancement to improve the input quality and reduce noise or distortion. 

For the proper working of the model, it is necessary that we provide the model with images 

that are good in quality and resolution but in real world we are not always in an ideal condition, 

so we need some preprocessing techniques that make sure that our image quality is good. Now 

we will explain them one by one. 

3.1.2. Image Resizing 

The resizing technique in EasyOCR typically involves using interpolation algorithms such as 

bilinear interpolation or bicubic interpolation to scale the image up or down. These 



 
 

interpolation methods estimate pixel values based on neighboring pixels to preserve image 

details during the resizing process. 

3.1.3. Image Enhancement 

Various image enhancement techniques can be employed in EasyOCR depending on the 

quality of the image, including: 

3.1.4. Histogram Equalization 

 Histogram equalization is a technique used in image processing to enhance the contrast of an 

image by redistributing the pixel intensities. The goal is to stretch the intensity range of the 

image to cover the entire available range, making the image appear more visually pleasing. 

This technique adjusts the image's histogram to improve contrast and enhance details. 

 

Fig. 4. Histogram Equalization 

 

3.1.5. Adaptive Histogram Equalization: 

This technique is the extension of the histogram equalization but in this case instead of 

computing the histogram of complete picture we compute the histogram of different regions of 

the image to handle variations in lighting conditions. 

  



 
 

   Original Image  Original Histogram 

 

 Adaptive Histogram Equalized Image    AHE Image Histogram 

 

Fig. 5. Adaptive Histogram Equalization 

 

3.1.6. Binarization 

Binarization is the process of converting a grayscale or colour image into a binary 

representation, where each pixel is classified as either foreground (text) or background. 

Different binarization algorithms are used in EasyOCR to convert the image into a binary 

representation. These algorithms include: 

3.1.7. Adaptive Thresholding 

 Adaptive thresholding is a technique used in image processing to segment an image into 

foreground and background regions by determining an optimal threshold value for each pixel 

based on its local neighborhood. So, instead of using a global or single threshold value the 

basic approach is to divide an image into small regions or windows and calculate a threshold 

value for each window independently. This threshold value is then used to classify the pixels 

within that window as foreground or background. Threshold values are computed locally based 

on the image's varying characteristics, such as local mean or local median. 



 
 

 

Fig. 5. Adaptive Thresholding 

3.1.8. Noise Removal 

 EasyOCR utilizes various noise removal techniques, depending on the type of noise present in 

the image following are some noise removal techniques: 

 

Fig. 7. Noise Removal 

 

 



 
 

3.1.9. Median Filtering 

 In this technique we convolve a filter with image and calculate the median value which is used 

to replace each pixel's value with the median value of its neighboring pixels, effectively 

reducing salt-and-pepper noise. 

3.1.10. Gaussian Smoothing 

 In this technique a convolutional filter with a Gaussian kernel is applied to smooth out the 

image and reduce high-frequency noise. 

3.1.11. Morphological Operations 

 Erosion and dilation operations are used to remove noise or fill gaps in the text regions while 

preserving their shape. 

3.1.12. Skew Correction 

Skew correction techniques are employed to rectify any angular distortion or slant in the image 

caused by camera angle or scanning process. Skew detection algorithms analyze the text 

orientation and apply geometric transformations, such as rotation or shearing, to align the text 

regions horizontally or vertically. 

3.1.13. Hough Transform 

 The Canny edge detector is applied to identify the edges within the image. The edges help in 

detecting the lines representing the text orientation. The Hough transform algorithm is then 

applied to detect the lines in the image. It accumulates votes for each possible line in the 

parameter space and identifies the lines with the highest number of votes. Based on the lines 

detected by the Hough transform, the algorithm analyses their orientations and estimates the 

skew angle of the text in the image. Using the estimated skew angle, the image is rotated to 

align the text regions horizontally or vertically, effectively correcting the skew This technique 

detects lines in the image and estimates the skew angle based on the orientation of the lines. 

 

Fig. 8. Hough Transform 

 



 
 

3.2. Text Detection 

EasyOCR employs algorithms to identify and locate text regions within the image. It analyses 

visual cues such as edges, gradients, and contours to detect areas containing text. EasyOCR 

utilizes the CRAFT algorithm for text detection. CRAFT is a popular deep learning-based text 

detection algorithm known for its effectiveness in localizing text regions within an image. 

3.2.1. Convolutional Recurrent Architecture for Fast Semantic Segmentation(CRAFT) 

The CRAFT algorithm, which stands for "Convolutional Recurrent Architecture for Fast 

Semantic Segmentation," is a computer vision algorithm used for segmenting objects in 

images. It was developed to efficiently perform pixel-wise semantic segmentation, which 

involves assigning a specific label to each pixel in an image to classify it into different object 

categories.  

The CRAFT algorithm employs convolutional neural networks (CNN), fully convolutional 

networks (FCN), and anchor-based predictions to localize the text regions. 

3.2.2. Convolutional Neural Networks (CNN):  

CRAFT employs a CNN-based architecture to learn discriminative features from the input 

image. These features help in distinguishing text regions from the background. CNN stands for 

Convolutional Neural Network CNN are designed to automatically learn and extract 

meaningful features from input data through a hierarchical structure of layers. The key 

component of a CNN is the convolutional layer, which applies a set of learnable filters (also 

known as convolutional kernels) to the input data. These filters perform convolution operations 

by sliding over the input data and producing feature maps that highlight different aspects of the 

input. The subsequent layers in a CNN typically include pooling layers, which reduce the 

spatial dimensions of the feature maps, and fully connected layers, which perform high-level 

reasoning and decision-making based on the extracted features.  

 

Fig. 9. Convolution Neural Network (CNN) 

  



 
 

3.2.3. Fully Convolutional Network (FCN): 

The CRAFT model is designed as a fully convolutional network, enabling it to process 

images of various sizes while maintaining spatial information. This allows for efficient text 

detection across different image scales. FCN are designed to process input images of arbitrary 

sizes and produce dense pixel-wise predictions as output. Unlike traditional CNN that are 

composed of fully connected layers at the end for classification, FCN replace the fully 

connected layers with convolutional layers to preserve the spatial information. This enables 

the network to produce dense predictions at each pixel location. 

 

Fig. 10. Fully Convolution Network (FCN) 

3.2.4. Anchors and Predictions: 

 CRAFT utilizes anchor-based predictions, where anchor boxes of different sizes and aspect 

ratios are defined across the image. The model predicts the likelihood of each anchor containing 

text, along with the bounding box coordinates. 

 

Fig. 11. Anchors and Prediction 



 
 

3.3. Post-processing  

After the initial text detection, post-processing steps are applied to refine and filter the detected 

text regions. This can include removing false positives, adjusting bounding box coordinates, 

and grouping nearby text regions into logical entities. 

3.3.1. Aspect Ratio Regression:  

To handle text regions with varying aspect ratios, CRAFT incorporates aspect ratio regression. 

This component refines the predicted bounding boxes, ensuring that they tightly enclose the 

detected text regions. 

3.3.2. Multi-Level Feature Fusion: 

 CRAFT combines features from multiple convolutional layers to capture text information at 

different scales. By fusing these multi-level features, the algorithm achieves robustness in 

detecting text regions of different sizes.  

Multi-Level feature refers to process of combination different level of features extracted 

through CNN. These fused features result in a robust representation of the input image, where 

important features from different levels are combined. This enhances the performance of text 

detection by leveraging the strengths of features at different scales and levels, leading to 

improved accuracy and robustness in localizing text regions. 

 

Fig. 11. Multi-Level Feature Fusion 

3.3.3. Text Polygon Generation 

After obtaining the predicted bounding boxes, CRAFT performs post-processing to filter out 

false positives and refine the text regions. The algorithm further generates text polygons by 

estimating the four corner points of each detected text region. 

3.4. Text Recognition 

Once text regions are detected, EasyOCR uses a combination of CNN and RNN models to 

recognize and extract the text. The CNN model is responsible for extracting visual features 

from the text regions, while the RNN model processes the sequence of features to predict the 

corresponding text. 



 
 

After text detection, EasyOCR employs a series of algorithms and techniques for the 

recognition of text. Here is a hierarchical explanation of the different steps involved in the text 

recognition process: 

3.4.1. CNN-Based Text Feature Extraction 

The pre-processed text regions are passed through a CNN-based feature extraction model in 

our case we use VGG_FeatureExtractor model. This model extracts high-level visual features 

from the text regions, capturing important characteristics for text recognition.  

3.4.2. VGG Feature Extractor: 

The VGG (Visual Geometry Group) Feature Extractor model is a convolutional neural network 

architecture that consists of a series of convolutional layers with small 3x3 filters followed by 

max pooling layers. The main idea behind VGG is to stack multiple convolutional layers with 

small receptive fields, which allows for the effective extraction of features at different scales 

and complexities. The network architecture is characterized by its depth, with 16 or 19 weight 

layers, hence the name VGG-16 and VGG-19. The VGG Feature Extractor model has been 

pre-trained on large-scale image classification tasks such as the ImageNet dataset, which 

contains millions of labelled images across thousands of classes. 

 

Fig. 12. VGG Feature Extractor 

3.4.3. Adaptive Average Pooling 

The output of the CNN-based feature extraction undergoes adaptive average pooling, which 

adjusts the shape of the features to a fixed size. This step ensures compatibility with subsequent 

layers and accommodates text regions of varying lengths. 

3.4.4. Bidirectional LSTM Sequence Modelling 

 The pooled features are fed into a sequence modelling stage, consisting of bidirectional LSTM 

layers. The bidirectional LSTM models capture sequential dependencies and context within the 

text regions, facilitating more accurate recognition. 

Bidirectional LSTM (Long Short-Term Memory) models are a type of recurrent neural network 

(RNN) architecture that can process sequential data in both forward and backward directions. 

Traditional LSTM models process input sequences in a unidirectional manner, meaning they 

only consider past information while making predictions. In contrast, bidirectional LSTM 



 
 

models consider both past and future context by incorporating two separate LSTM layers—

one processing the input sequence in the forward direction and the other in the backward 

direction. 

 

Fig.13. Bidirectional LSTM Sequence Modelling 

 

3.4.5. Linear Transformation and Classification 

The output of the sequence modelling stage is passed through a linear layer, which performs a 

linear transformation on the contextual features. This transformation maps the features to the 

number of output classes or categories for text recognition. The linear layer enables 

classification and predicts the recognized text labels. 

3.4.6. Language and Font Support 

EasyOCR supports a wide range of languages and font styles. It achieves this by training the 

model on diverse datasets that encompass different languages, writing styles, and fonts. 

3.4.7. Training and Fine-tuning EasyOCR 

EasyOCR is typically trained on large-scale annotated datasets containing images with 

corresponding ground truth text. The training process involves optimizing the model's 

parameters and learning representations of characters and words that maximize the recognition 

accuracy. 

Fine-tuning allows customization of the EasyOCR model to specific use cases or domains. By 

fine-tuning, the model can adapt to fonts, writing styles, or specialized vocabulary. Fine-tuning 



 
 

involves training the pre-trained EasyOCR model on a smaller dataset containing relevant 

samples and adjusting the model's parameters accordingly. 

3.4.8. Performance Evaluation of EasyOCR 

The performance of EasyOCR is assessed based on several evaluation metrics, including 

recognition accuracy, precision, recall, and F1 score. Performance evaluation is typically 

conducted on benchmark datasets that include various types of images, text sizes, fonts, and 

languages. 

To measure recognition accuracy, EasyOCR is compared against ground truth text for a given 

set of test images. The metrics quantify the number of correctly recognized characters or words, 

as well as any false positives or false negatives. 

Additionally, EasyOCR performance can be analyzed in terms of processing speed, memory 

usage, and compatibility with different hardware platforms. 

3.5. Facial Recognition  

Our Second objective of this project was to come up with a system that helps the visually impaired to 

recognize the faces of their colleagues, friends, and family. But the biggest challenge with adding this 

feature was that if we want to add another person to our dataset then we will need large numbers of 

pictures of the person we wish to organize. To overcome this issue, we decided to come up with a model 

that is trained based on share training where we only need to train the last two to three layers and we 

are good to go. For that we use a pre-train python library face_recognition. 

Now, first we need to understand what facial Recognition is and how this facial recognition model is 

working to help visually impaired to move one step ahead in their life. 

3.5.1. Introduction to Facial Recognition 

Facial recognition is a technology that involves identifying and verifying individuals based on 

their facial features. It utilizes machine learning algorithms to analyze and compare facial 

patterns captured from images or video streams. By leveraging the face_recognition library, an 

open-source facial recognition framework, the smart assistant system for visually impaired 

individuals can incorporate facial recognition capabilities. 

3.5.2. Working Principles of face_recognition Library 

Our face_recognition model provides a range of functions and methods for performing facial 

recognition tasks. Its working principles can be summarized as follows: 

3.5.2.1. Face detection 

The face recognition library utilizes the HOG method to detect faces in images. HOG analyses 

the distribution of gradients in an image to identify regions with facial features. 

3.5.2.2. Histogram of Oriented Gradients (HOG) 

HOG is a feature descriptor technique used for object detection and recognition tasks. The HOG 

method calculates and represents the local gradient orientation information in an image. The 

HOG algorithm divides an image into small cells and computes histograms of gradient 



 
 

orientations within each cell. These histograms represent the distribution of gradient 

orientations in that region. To capture spatial information and provide robustness to local image 

variations, adjacent cells are grouped together into larger blocks, and the histograms of these 

blocks are concatenated to form the final feature vector. 

 

Fig.14. Histogram of Oriented Gradients (HOG) 

3.5.2.3. Convolutional Neural Networks (CNN) 

 In addition to HOG, the library can also use a pre-trained CNN model to detect faces. CNN 

are deep learning models that can learn complex patterns and features, making them effective 

for face detection. 

3.5.3. Facial feature extraction 

3.5.3.1. Facial Landmarks 

Once a face is detected, the library can extract facial landmarks. These landmarks are specific 

points on the face, such as the position of the eyes, nose, mouth, and other facial points. The 

library employs shape prediction models to estimate these landmarks accurately. 

3.5.3.2. Face recognition 

The library uses the FaceNet model for face recognition. FaceNet is a deep learning model 

trained on a large dataset of faces. It can compute a numerical representation (encoding) of a 

face, also known as a face embedding or feature vector. FaceNet employs a triplet loss function 

during training to ensure that similar faces have similar embedding and dissimilar faces have 

distinct embedding. 

3.5.3.3. FaceNet 

FaceNet is a deep learning model used for face recognition and face verification tasks. The 

main goal of FaceNet is to map facial images into a high-dimensional space, where similar 

faces are located close to each other, and dissimilar faces are far apart. FaceNet uses a triple 

loss function during training. The triplet loss enforces that the distance between an anchor face 

image and a positive (same person) face image is smaller than the distance between the anchor 

and a negative (different person) face image. This helps in learning an embedding space where 

faces of the same person are clustered together. FaceNet uses a deep convolutional neural 

network (CNN) architecture to extract features from facial images. 



 
 

 

Fig.15. FaceNet 

3.5.4. Face comparison and identification 

3.5.4.1. Face Embedding Comparison 

The library compares the computed face embedding using various distance metrics, such as 

Euclidean distance or cosine similarity, to determine the similarity between two faces. This 

comparison is used for tasks like face verification (determining if two faces belong to the same 

person) or face identification (matching a face against a database of known faces). 

3.5.4.2. Face Clustering 

The face recognition library offers face clustering functionality, which groups similar faces 

together based on their embedding. This can be useful for tasks like organizing large face 

datasets or identifying potential duplicates. Cluster analysis techniques like k-means clustering 

or hierarchical clustering can be employed to group faces into distinct clusters. 

3.5.4.3. K- Means Clustering 

K-means clustering is a popular unsupervised machine learning algorithm used for grouping 

data points into distinct clusters. The goal of K-means clustering is to partition the dataset into 

K clusters, where K is a predetermined number specified by the user. 

 

Fig.16. K-Means Clustering 

  



 
 

3.5.4.4. Face Landmark Visualization 

The library provides utilities to overlay facial landmarks on detected faces, enabling visual 

inspection and analysis of facial features. The landmarks are typically visualized as dots, 

circles, or lines, depending on the specific implementation. 

 

Fig.17. Face Landmark Visualization 

3.5.4.5. Training and Fine-tuning in face_recognition Library 

The face_recognition model leverages pre-trained deep learning models, such as convolutional 

neural networks (CNN), that have been trained on large-scale face datasets. These models have 

learned to extract discriminative facial features, enabling accurate face detection and 

recognition. 

However, fine-tuning the face_recognition library is typically not required for general face 

recognition tasks. The library's pre-trained models offer robust performance across various 

scenarios and faces. Nevertheless, if specific requirements or constraints exist, fine-tuning 

techniques can be explored to optimize the facial recognition system for specific use cases. 

3.5.4.6. Performance Evaluation of face_recognition Library: 

The performance of the facial recognition system using the face_recognition library can be 

evaluated through several metrics, including accuracy, precision, recall, and F1 score. 

Evaluation typically involves testing the system on a dataset with known faces and measuring 

the rate of correct face identifications. 



 
 

Performance evaluation should also consider factors such as processing speed, real-time 

capability, and the system's ability to handle varying lighting conditions, pose variations, and 

occlusions. These factors contribute to the overall usability and reliability of the facial 

recognition feature. 

By incorporating facial recognition using the face_recognition library, the smart assistant 

system gains the ability to identify and verify individuals based on their facial features. This 

feature can have various applications, such as personalized user experiences, enhanced 

security, and user authentication within the system. 

3.6. Object Classification using Vision Transformer (ViT) 

We are using Vision Transformer for object detection. Vision Transformer is inspired by the 

Transformer model which was initially built for natural language processing. Now first we 

need to understand what exactly this Transformer Model is and how we are going to use it in 

image classification. 

3.6.1. The Transformer Model 

The Transformer follows an overall architecture using stacked self-attention and point-wise, 

fully connected layers for both the encoder and decoder. They can be seen as the left and right 

halves of the figure below respectively. 

 



 
 

Fig.18. The Transformer Model 

3.6.2. Encoder and Decoder Stack 

Encoder: The encoder is comprised of a sequence of N = 6 identical layers, each containing 

two sub-layers. The first sub-layer is a multi-head self-attention mechanism, while the second 

sub-layer is a simple feed-forward network with position-wise fully connected layers. Residual 

connections are applied around each of these sub-layers, along with layer normalization. This 

means that the output of each sub-layer is computed as LayerNorm(x + Sublayer(x)), where 

Sublayer(x) represents the function executed by the respective sub-layer. To enable these 

residual connections, all sub-layers, including the embedding layers, generate outputs of 

dimension d = 512. 

Decoder: Similarly, the decoder consists of a stack of N = 6 identical layers. In addition to the 

two sub-layers present in each encoder layer, the decoder incorporates a third sub-layer, which 

performs multi-head attention over the output of the encoder stack. Just like in the encoder, 

residual connections are utilized around each sub-layer, followed by layer normalization. 

However, there is a modification in the self-attention sub-layer of the decoder stack to prevent 

positions from attending to subsequent positions. This masking, coupled with the fact that the 

output embeddings are shifted by one position, ensures that the predictions for a specific 

position (i) depend solely on the known outputs at positions preceding it. 

3.6.3. Self-Attention 

An attention function involves the mapping of a query and a collection of key-value pairs to 

produce an output. In this mapping, the query, keys, values, and output are all represented as 

vectors. The output is determined by taking a weighted sum of the values, where the weight 

assigned to each value is calculated using a compatibility function that involves the query and 

its corresponding key. 

The attention mechanism we utilize is referred to as "Scaled Dot-Product Attention". In this 

approach, the input comprises queries and keys with a dimension of dk, as well as values with 

a dimension of dv. The dot products between the query and all the keys are computed, and then 

divided by the square root of dk. Subsequently, a softmax function is applied to obtain the 

weights corresponding to the values. To streamline the process, the attention function is 

computed on a set of queries simultaneously, which are grouped together in a matrix called Q. 

Similarly, the keys and values are packed into matrices denoted as K and V. Finally, the matrix 

of outputs is computed as follows: 

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄, 𝐾, 𝑉) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
𝑄𝐾𝑇

√𝑑𝑘

) 𝑉 

The attention functions commonly used are additive attention and dot-product (multiplicative) 

attention. Dot-product attention closely resembles our algorithm, except for the scaling factor 

of √(1/dk). On the other hand, additive attention calculates the compatibility function using a 

feed-forward network with a single hidden layer. While these two functions have similar 

theoretical complexity, dot-product attention proves to be significantly faster and more 



 
 

efficient in terms of space utilization in practical applications. This is due to its ability to 

leverage highly optimized matrix multiplication code for implementation. Although both 

mechanisms perform similarly for small values of dk, when dk is larger, additive attention 

outperforms dot-product attention without scaling. We suspect that as dk increases, the dot 

products become larger in magnitude, which pushes the softmax function into regions with 

extremely small gradients. To counteract this issue, we introduce the scaling factor of √(1/dk) 

to scale the dot products accordingly. 

3.6.4. Multi-Head Attention 

Rather than conducting a singular attention function with d-dimensional keys, values, and 

queries, the advantages of applying linear projections to the queries, keys, and values h times 

were discovered. Each projection employs distinct learned linear transformations to achieve 

dimensions of dk, dk, and dv for the queries, keys, and values, respectively. Subsequently, the 

attention function is executed in parallel on these projected versions of queries, keys, and 

values, producing output values of dimension dv. These output values are concatenated and 

subjected to another projection, ultimately yielding the final values. Multi-head attention 

allows the model to jointly attend to information from different representation subspaces at 

different positions. With a single attention head, averaging inhibits this. 

𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑(𝑄, 𝐾, 𝑉) = 𝑐𝑜𝑛𝑡𝑎𝑐𝑡(ℎ𝑒𝑎𝑑1, … , ℎ𝑒𝑎𝑑ℎ)𝑊𝑂 

𝑤ℎ𝑒𝑟𝑒 ℎ𝑒𝑎𝑑𝑖 = 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄𝑊𝑖
𝑄 , 𝐾𝑊𝑖

𝐾 , 𝑉𝑊𝑖
𝑉) 

Where the projections are paremeter matrices 𝑊𝑖
𝑄 ∈ ℝ𝑑𝑚𝑜𝑑𝑒𝑙×𝑑𝑘 , 𝑊𝑖

𝐾 ∈ ℝ𝑑𝑚𝑜𝑑𝑒𝑙×𝑑𝑘 , 𝑊𝑖
𝑄 ∈

ℝ𝑑𝑚𝑜𝑑𝑒𝑙×𝑑𝑉 and 𝑊𝑂 ∈ ℝℎ𝑑𝑣×𝑑𝑚𝑜𝑑𝑒𝑙. 

 

Fig.19. Scaled Dot-Product Attention and Multi-Head Attention 

  



 
 

3.6.5. Application of Attention in the Model 

 In the "encoder-decoder attention" layers, the queries are sourced from the preceding 

decoder layer, while the memory keys and values are derived from the encoder's output. 

This arrangement enables each position in the decoder to attend to all positions within 

the input sequence. This mirrors the conventional encoder-decoder attention 

mechanisms found in sequence-to-sequence models. 

 The encoder is equipped with self-attention layers, where the keys, values, and queries 

all originate from the same source—the output of the preceding layer within the 

encoder. Consequently, each position in the encoder has the ability to attend to all 

positions within the previous layer of the encoder. 

 Likewise, the decoder incorporates self-attention layers that allow each position in the 

decoder to attend to all positions within the decoder, including and preceding that 

specific position. However, in order to maintain the auto-regressive property, it is 

crucial to prevent the flow of leftward information within the decoder. To achieve this, 

we implement a masking mechanism within the scaled dot-product attention. This 

involves setting the values corresponding to invalid connections in the input of the 

softmax function to -1, effectively masking them out. 

 

3.6.6. Position-wise Feed Forward Network 

Apart from the attention sub-layers, every layer within our encoder and decoder also includes 

a fully connected feed-forward network. This network operates independently and uniformly 

on each position within the layer. It comprises two linear transformations, with a ReLU 

activation function applied in between them. 

Although the linear transformations share the same structure across positions, they employ 

distinct parameters for each layer. Another way to conceptualize this is by considering them as 

two convolutions with a kernel size of 1. Both the input and output dimensions are set to d = 

512, while the inner-layer has a dimensionality of dff = 2048. 

FFN(x) = max(0,x𝑊1+ 𝑏1) 𝑊2+ 𝑏2 

3.6.7. Positional Encoding 

In our model, which lacks recurrence and convolution, preserving the order of the sequence 

requires incorporating information about the relative or absolute position of the tokens. To 

achieve this, we introduce "positional encodings" into the input embeddings at the lower ends 

of both the encoder and decoder stacks. These positional encodings possess the same 

dimension, d, as the embeddings, enabling them to be combined through summation. Various 

options are available for positional encodings, including learned and fixed alternatives. 

From paper: Attention is All You Need 



 
 

 

 

3.7. The Vision Transformer: 

 

Fig.20. The Vision Transformer 

 

3.7.1. Inductive Bias 

It is important to acknowledge that the Vision Transformer (ViT) exhibits significantly less 

image-specific inductive bias compared to Convolutional Neural Networks (CNNs). In CNNs, 

attributes such as locality, two-dimensional neighbourhood structure, and translation 

equivariance are inherent in each layer throughout the entire model. In contrast, within the ViT 

architecture, only the MLP (Multi-Layer Perceptron) layers possess locality and translation 

equivariance, while the self-attention layers operate globally. The utilization of the two-

dimensional neighbourhood structure is limited: it occurs initially by dividing the image into 



 
 

patches and during fine-tuning when adjusting the position embeddings for images of different 

resolutions (as explained later). Apart from these instances, the position embeddings during 

initialization do not contain any information regarding the two-dimensional positions of the 

patches, and all spatial relationships between the patches must be learned from scratch. 

3.7.2. Hybrid Architecture 

In the typical workflow, we first pre-train the Vision Transformer (ViT) using large datasets 

and subsequently fine-tune it for specific downstream tasks, often on smaller datasets. To 

facilitate this process, we remove the pre-trained prediction head and replace it with a 

feedforward layer of dimension D × K, where K represents the number of classes in the 

downstream task. It has been observed that fine-tuning at higher resolutions can yield benefits 

(Touvron et al., 2019; Kolesnikov et al., 2020). When inputting higher-resolution images, we 

maintain the same patch size as in the pre-training phase, resulting in an increased effective 

sequence length. While the Vision Transformer can handle arbitrary sequence lengths (subject 

to memory constraints), the pre-trained position embeddings may no longer retain their 

meaningfulness in this new context. To address this, we perform 2D interpolation on the pre-

trained position embeddings, adjusting them based on their locations in the original image. It 

is important to note that these steps of resolution adjustment and patch extraction are the only 

instances where manual injection of inductive bias regarding the 2D structure of the images 

occurs within the Vision Transformer. 

3.7.3. Model Comparisons 

From paper: An Image is Worth 16x16 Words 

 

The hierarchical process of image classes in a visual transformer involves the use of various 

algorithms, techniques, and models. Here are some commonly employed components: 

  



 
 

3.7.4. Patch Extraction 

This step involves dividing the input image into patches. The specific technique used for patch 

extraction can vary, but commonly used approaches include non-overlapping grid-based 

sampling or sliding window methods. 

 

Fig.20. Patch Extraction 

 

3.7.5. Embedding 

 Embedding the patches into lower-dimensional representations is typically achieved using 

linear projections or convolutional operations. Common choices for embedding models include 

convolutional neural networks (CNN) such as ResNet, EfficientNet, or VGGNet. 

3.7.6. ResNet 

ResNet, short for Residual Network, is a deep learning architecture that has been widely used 

for computer vision tasks, such as image classification and object detection. ResNet is used to 

tackle the problem of vanishing gradient that can affect the computation ability of deep learning 

model. ResNet introduces the concept of residual connection which allow deep network to 

bypass some layer and pass information quickly. This allows ResNet in the creation of very 

deep neural networks, reaching depths of over a hundred layers, while still maintaining good 

performance. 

 

Fig.21. Residual Learning: A Building Block 



 
 

3.7.7. Positional Encoding 

To preserve spatial information, positional encoding is applied to the embedded patches. 

Transformers often utilize sine or cosine functions to encode the positional information. The 

positional encoding is added to the embedded patches before being processed by the 

transformer. 

3.7.8. Classification Heads 

The outputs of the transformer are typically fed into one or more classification heads to predict 

the image's class labels. Commonly used classification head components include fully 

connected layers, SoftMax functions, or specialized architectures such as multi-layer 

perceptron’s (MLP) or linear classifiers. 

3.7.9. MLP (Multilayer Perceptron) 

MLP (Multilayer Perceptron) is a type of artificial neural network widely used in deep learning. 

It consists of multiple layers of interconnected nodes or artificial neurons. The network 

structure includes an input layer, one or more hidden layers, and an output layer. Neurons in 

each layer are connected through weighted connections and apply an activation function to 

their inputs. MLP learn by adjusting the weights based on input data and desired output using 

a technique called backpropagation. They are used for tasks like classification and regression 

and can approximate complex nonlinear functions. MLP have limitations but serve as the 

foundation for more advanced neural network architectures. 

 

Fig.22. Transformer Encoder 



 
 

3.7.10. Hierarchical Aggregation 

Hierarchical aggregation techniques are often used to capture multi-scale information within 

the image. This can involve combining the outputs of the classification heads across different 

levels of the transformer's hierarchy, enabling the model to consider features at multiple 

scales. Techniques like feature fusion, attention mechanisms, or spatial pyramid pooling can 

be employed for hierarchical aggregation. But keep in mind that these techniques are used 

based on the size of the dataset we are using. 

____________  



 
 

CH 4: SOFTWARE 

4.1. Project Work 

The project comprises of 2 parts: 

 In the first part, the code of each feature like EasyOCR, Google text to speech (GTTS), 

Facial Recognition and The Vision Transformers is implemented on the Google Colab 

for the test purposes. 

 In the second part the code is uploaded to the cloud and it will access using a Wi-Fi 

module ESP32. 

The code of each part is given in the following: 

4.1.1. EasyOCR 

 

 



 
 

 

  



 
 

4.1.2. Text to Speech using GTTS 

 

  



 
 

4.1.3. Facial Recognition 

 



 
 

 

 

4.1.4. The Vision Transformer (ViT) 

 

 

  



 
 

4.2. Software Testing 

The code of each part is test in the following way: 

4.2.1. EasyOCR 

We have performed testing on EasyOCR of almost 100 pictures and obtained the accuracy of 

almost 80 percent. There was fluctuation in the results, but these were due to quality of the 

pictures because we can’t have the ideal conditions in the real world. Here are some results 

obtained: 

Image 1: 

 

Fig.23. Input Image for EasyOCR 

 

Fig.24. output Text 

 

 

 

 

 

 

 



 
 

 

 

Image 2: 

 

Fig.25. Input Image for EasyOCR 

  

Fig.26. Output Text 

Image 3: 

 

Fig.27. Input Image for EasyOCR 



 
 

 

 

Fig.28. Output Text 

4.2.2. Facial Recognition Testing: 

Facial Recognition model was also tested on about more than 50 pictures and accuracy of the 

model was approximately 78 percent. Model performed very well in detecting multiple faces 

in a single image. But model was not able to perform equally well in finding faces which are 

at some angle. Following are some results of facial recognition: 

Image1: 

 

Fig.28. Input Image for Facial Recognition 

 

  



 
 

 

Image 2: 

 

Fig.28. Input Image for Facial Recognition 

Image 3: 

 

Fig.30. Input Image for Facial Recognition 

 

Fig.31. Output for Facial Recognition 



 
 

4.2.3. Vision Transformer (ViT) Testing 

We have tested the vision transformer for more than 100 pictures has given an accuracy of 

more than 90 percent. Results are quiet satisfying. Here are few test results: 

Image1 

 
Fig.29. Input Image for Vision Transformer and Result 

  



 
 

Image 2 

 

Fig.30. Input Image for Vision Transformer and Result 

  



 
 

Image 3 

 

Fig.31. Input Image for Vision Transformer and Result 

  



 
 

Image 4 

 

Fig.32. Input Image for Vision Transformer and Result 

 

  



 
 

Image 5 

 

Fig.33. Input Image for Vision Transformer and Result 

____________  



 
 

CH 5: HARDWARE 

5.1. Hardware Implementation 

5.1.1. ESP-32 CAM: 

 

 

Fig. 34. ESP-32 with Camera Module 

 

We will be using the ESP-32 CAM as our main microcontroller/WiFi module in this project. 

This microcontroller has a number of features that we will be using. A general overview of 

them is listed below: 

 

Processor: The processor on this module is built with two 32-bit cores and operates at a 

240MHz frequency which means it is able to carry out our main tasks of image parsing and 

facial recognition. 

 

Memory: The module contains 520kB of memory RAM with an extra 4MB flash attached 

which makes image processing easy. It also has external 4MB PSRAM to expand storage 

capacity. 

 

Camera: The camera has a resolution of 2MP which means it can take an image of 

1600x1200pi max. 



 
 

 

Power Pins: These are available in the configuration of 3.3V and 5V where 5V comes with a 

voltage regulator. They will be used for powering our circuit. 

 

GPIO Pins: The module has 10 GPIO pins. We will be using 3 of them to enable switching 

for our 3 modes. 

 

UART Pins: The chip has 2 UART pins. We won’t be using these for our project. 

 

MicroSD Card Pins: These pins are used to interface the external microSD card that can be 

attached to the module. If no card is present, they act as regular GPIO pins. 

 

Touch Pins: The chip has 7 capacitive touch-sensitive GPIO pins. They can be used to detect 

touch which causes a change in capacitance. We will not be using these in our project. 

 

SPI Pin: The ESP-32 contains a single SPI pin for slave and master modes. 

 

PWM Pins: The chip contains 10 PWM pins. All of them are GPIO. They can be used for 

motor and LED control. We won’t be using for these either. 

 

5.1.2. FTDI Programmer: 

 

Fig.35. FTDI Programmer 

 

We will be using the FTDI adapter/programmer to code our ESP-32 CAM as it lacks a 

microUSB port. The ground pins of both are connected and then we provide a 3.3V supply 



 
 

for our module. The adapter has a jumper pin to select between 5V and 3.3V output, we’ll 

keep it at 3.3V. We will disconnect GPIO 0 after uploading the code so that the module goes 

into run mode instead of upload mode. Now our ESP chip is ready to be programmed. 

5.1.3. Web Server: 

 

Fig.36. Web Server 

We will be using a web server (bluehost) to host our images and then send them further 

through API calls. Using 3 inputs for our chip, we will use a comparison statement and send 

them to different folders on the server. A POST code is uploaded to the ESP-32 and a GET 

one on the server. We set up a watch variable to check for changes on the server. Whenever 

an image is uploaded, the variable sends a signal and the web server does an API call. Each 

folder of the server is made using the user-friendly cPanel. 

Once our web server has been properly configured and set up, we can move on towards 

configuring the API calls. 

  



 
 

5.1.4. API configuration: 

We will be switching to various different APIs to accomplish our tasks from this point 

onward. Pre-trained models that have already been hosted on different sites are available for 

inference using their APIs. We will be using these to get our outputs from these models and 

then saving them on the server. Once the server has confirmed that it has received the outputs 

they will be sent to a TTS service through yet another API which will get our final output.  

 

5.2. Final Result: 

Once we have received the voice signal on our server it will be sent back to the module which 

will be connected to a pair of earphones. The voice will be transmitted to the user. There are 

also error commands added to the system in case of a problem to ensure the user knows 

where the problem lies. In this way, with the press of a button we will be able to 

communicate what an object is, who is coming or what a text says. 

____________ 
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