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Preface

You are holding the first in a hopefully long and successful series of RSA Cryp-
tographers’ Track proceedings.

The Cryptographers’ Track (CT-RSA) is one of the many parallel tracks
of the yearly RSA Conference. Other sessions deal with government projects,
law and policy issues, freedom and privacy news, analysts’ opinions, standards,
ASPs, biotech and healthcare, finance, telecom and wireless security, developers,
new products, implementers, threats, RSA products, VPNs, as well as crypto-
graphy and enterprise tutorials.

RSA Conference 2001 is expected to continue the tradition and remain the
largest computer security event ever staged: 250 vendors, 10,000 visitors and
3,000 class-going attendees are expected in San Francisco next year.

I am very grateful to the 22 members of the program committee for their hard
work. The program committee received 65 submissions (one of which was later
withdrawn) for which review was conducted electronically; almost all papers had
at least two reviews although most had three or more. Eventually, we accepted
the 33 papers that appear in these proceedings. Revisions were not checked on
their scientific aspects and some authors will write final versions of their papers
for publication in refereed journals. As is usual, authors bear full scientific and
paternity responsibilities for the contents of their papers.

The program committee is particularly indebted to 37 external experts who
greatly helped in the review process: André Amegah, Mihir Bellare, Carine Bour-
sier, Fabienne Cathala, Jean-Sébastien Coron, Nora Dabbous, Jean-Francois
Dhem, Serge Fehr, Gerhard Frey, Pierre Girard, Benoit Gonzalvo, Shai Halevi,
Helena Handschuh, Martin Hirt, Markus Jakobsson, Marc Joye, Neal Koblitz,
Frangois Koeune, Phil MacKenzie, Keith Martin, Alfred John Menezes, Victor
Miller, Fabian Monrose, Mike Mosca, Pascal Paillier, Mireille Pauliac, Béatrice
Peirani, David Pointcheval, Florence Ques, Ludovic Rousseau, Doug Schales,
Jean-Francois Schultz, Joseph Silverman, Christophe Tymen, Mathieu Vavas-
sori, Yongge Wang and Robert Zuccherato. Special thanks are due to Julien
Brouchier for skillfully maintaining and updating the program committee’s web-
site.

It is our sincere hope that our efforts will contribute to reduce the distance
between the academic community and the information security industry in the
coming years.

November 2000 David Naccache
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Faster Generation of NICE-Schnorr-Type
Signatures

Detlef Hithnlein

secunet Security Networks AG
Mergenthalerallee 77-81

D-65760 Eschborn, Germany
huehnlein@secunet.de

Abstract. In [7] there was proposed a Schnorr-type signature scheme
based on non-maximal imaginary quadratic orders, which signature ge-
neration is — for the same conjectured level of security — about twice as
fast as in the original scheme [15].

In this work we will significantly improve upon this result, by speeding up
the generation of NICE-Schnorr-type signatures by another factor of two.
While in [7] one used the surjective homomorphism IF;@IF; — Ker(¢;)
to generate signatures by two modular exponentiations, we will show that
there is an efficiently computable isomorphism IF} = Ker(qball) in this
case, which makes the signature generation about four times as fast as
in the original Schnorr scheme [15].

1 Introduction

In todays electronic commerce applications, digital signatures are widely applied
for providing integrity, authentication and non-repudiation services. Especially
for the latter goal(s) it seems to be crucial to store and apply the secret keys
in a secure environment, like a smartcard or any other tamper-resistant device.
While hardware-technology is continously improving, the computing power of
such devices — compared to stationary equipment — is still rather limited. The-
refore it is important to search for new signature schemes which allow more
efficient signature generation or improve the efficiency of exisiting ones.

In [7] there was proposed a Schnorr-type signature scheme based on non-
maximal imaginary quadratic orders. In this scheme one basically replaces the
group IF} by the group Ker(c{)éll), which is a subgroup of the class group CI(Ap?)
of the non-maximal imaginary quadratic order O ap2. For the necessary basics
of imaginary quadratic orders we refer to section[2. In contrary to the original
scheme [15], this scheme essentially relies on the hardness of factoring the public
discriminant Ap? < 0, where |A| and p are primes with (say) 300 bits.

As the signature generation in this scheme is — for the same conjectured level
of security — more than twice as fast as in the original scheme [I5], this seems
to be a good candidate for applications in which fast signature generation in

D. Naccache (Ed.): CT-RSA 2001, LNCS 2020, pp. 1-{12}, 2001.
© Springer-Verlag Berlin Heidelberg 2001



2 D. Hithnlein

constrained environment is crucial. The signature generation in this scheme, i.e.
essentially one exponentiation in the group Ker(qball), is reduced to two modular
exponentiations modulo the conductor p. This reduction is possible by applying
the efficiently computable surjective homomorphism

I @ F) — Ker(¢g, ), (1)
which follows from [, Proposition 4 and Theorem 3].

In this work we will show how the — already remarkably efficient — signature
generation in this scheme can be speeded up by another factor of two. More
precisely we will prove the following;:

Theorem 1 (Main result). Let O be an imaginary quadratic mazimal order

of discriminant A < —4, p prime, (%) =1, ¢E’l1 : Cl(Ap?) — CI(A) like in
Proposition [2 and the two roots p,p € IF, of the polynomial f(X), like in (@),
be given. Then it is possible to compute the isomorphism

Y IF, AN Ker(éall)
and its inverse ¥~ in O(log(p)?) bit operations.

Using this theorem, the signature generation is obviously reduced to only one
modular exponentiation modulo the conductor p. As the bitlength of p (and |A|)
is only about one third of the bitlength of the modulus in the original scheme,
our signature generation is more than four times as fast. Note that — as shown
in [[7) Section 4] — a direct analogue in (ZZ/nZZ)*, n composite, would be totally
insecure.

The paper is organized as follows: Section [ will provide the necessary back-
ground and notations of non-maximal imaginary quadratic orders used in this
work. In Section [ will carry together the relevant work concerning the efficient
implementation of cryptosystems working in Ker(qball ). In Section Ml we will prove
Theorem [1 and show how this result can be applied for fast signing. In Section [l
we will provide timings of a first implementation, which shows that the signature
generation in this scheme is — for the same conjectured level of security — more
than four times as fast as in the original scheme [15].

2 Necessary Preliminaries and Notations of Imaginary
Quadratic Orders

The basic notions of imaginary quadratic number fields may be found in [1/2].
For a more comprehensive treatment of the relationship between maximal and
non-maximal orders we refer to [3[45/619].

Let A = 0,1 (mod 4) be a negative integer, which is not a square. The
quadratic order of discriminant A is defined to be

OpN=Z +wZ,
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wz{\/g’ if A=0 (mod 4), )

1+5/Z, if A=1 (mod 4).

The standard representation of some o € Ox is @ = x + yw, where 2,y € Z.

where

If A is squarefree, then O 4 is the mazimal order of the quadratic number field
Q(v/A) and A is called a fundamental discriminant. The non-mazimal order of
conductor p > 1 with (non-fundamental) discriminant Ap? is denoted by O Ap?-
We will always assume in this work that the conductor p is prime.

The standard representation of an Oa-ideal is

b+VA

2a

a=q<Z+ Z) = q(a,b), 3)
where q € Qv g,a € Z =g, c = (b>— A)/(4a) € Z, ged(a,b,c) =1 and —a < b <
a. The norm of this ideal is M'(a) = ag?. An ideal is called primitive if ¢ = 1. A
primitive ideal is called reduced if |b] < a < cand b >0, ifa=cor |b] =a. It
can be shown, that the norm of a reduced ideal a satisfies V'(a) < 1/|A|/3 and
conversely that if M(a) < 1/|A|/4 then the ideal a is reduced. We denote the
reduction operator in the maximal order by p(-) and write p,(-) for the reduction
operator in the non-maximal order of conductor p.

The group of invertible Oa-ideals is denoted by Za. Two ideals a,b are
equivalent, if there is a v € Q(v/A), such that a = vb. This equivalence relation
is denoted by a ~ b. The set of principal Oa-ideals, i.e. which are equivalent to
O, are denoted by Pa. The factor group Za/Pa is called the class group of O
denoted by Cl(A). We denote the equivalence class of an ideal a by [a]. Ci(A)
is a finite abelian group with neutral element Ox. Algorithms for the group
operation (multiplication and reduction of ideals) can be found in [2]. The order
of the class group is called the class number of O and is denoted by h(A).

The signature scheme in [7] makes use of the relation between the maxi-
mal and non-maximal orders. Any non-maximal order may be represented as
Onp2 = Z 4+ pO,. If h(A) =1 then O a2 is called a totally non-mazimal ima-
ginary quadratic order of conductor p. An Oa-ideal a is called prime to p, if
ged(N(a),p) = 1. Tt is well known, that all Op2-ideals prime to the conduc-
tor are invertible. In every class there is an ideal which is prime to any given
number. The algorithm FindldealPrimeTo in [4] will compute such an ideal. Let
T ap2(p) be the set of all O pj2-ideals prime to p and let Pa,2(p) be the principal
O pp2-ideals prime to p. Then there is an isomorphism

Tap: (p)/PAp2 ) = T p, . = ClUA). (4)

Thus we may 'neglect’ the ideals which are not prime to the conductor, if we
are only interested in the class group Cl(Ap?). There is an isomorphism between
the group of O pp2-ideals which are prime to p and the group of O a-ideals, which
are prime to p, denoted by Za(p) respectively:
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Proposition 1. Let Opp2 be an order of conductor p in an imaginary quadratic
field Q(v/A) with mazimal order O .

(i) IfAe€Za(p), thena=ANOap2 € Lapz(p) and N (A) = N(a).

(ii.) If a € Tap2(p), then A =aOa € Za(p) and N(a) = N ().

(iii.) The map ¢ : A+ AN Oy induces an isomorphism La(p) =Ly (p).
The inverse of this map is = ' : a > aO,.

Proof: See [3, Proposition 7.20, page 144] . |

Thus we are able to switch to and from the maximal order. The algorithms
GoToMaxOrder(a, p) to compute ¢~ and GoToNonMaxOrder(2,p) to compute
© respectively may be found in [4].

It is important to note that the isomorphism ¢ is between the ideal groups
Ta(p) and Zp,2(p) and not the class groups.

If, for A, B € Za(p) we have A ~ B, it is not necessarily true that o(A) ~
o(B).

On the other hand, equivalence does hold under ¢ ~!. More precisely we have
the following;:

Proposition 2. The isomorphism ¢~! induces a surjective homomorphism

b5, : Cl(Ap?) — ClU(A), where a — p(p~(a)).
Proof: This immediately follows from the short exact sequence:
Cl(Ap?) — Cl(A) — 1

(see [12, Theorem 12.9, p. 82]). |

It is easy to show that the kernel Ker(qﬁall) of this map is a subgroup of
Cl(Ap?).

If A < —4 and p is prime, then it follows from [3] Theorem 7.24, page 146]
that the order of this kernel is given as

eroh] = (5)- @

3 Related Work

As many results concerning (the implementation of) cryptosystems based on
non-maximal imaginary quadratic orders appeared fairly recently, it seems wor-
thwile to recall the most important results which are relevant in our context.
In Section BI]we will briefly introduce the available cryptosystems operating
in the kernel Ker(¢g,) of the above map ¢ : Cl(Ap?) — Cl(A). In Section

we will focus on fast arithmetic in Ker((ball)7 as it is applied for generating
Schnorr-like signatures.
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3.1 Cryptosystems Utilizing Ker(qbg,ll)

In the following we will briefly recall some cryptosystems working in Ker(gball).
We will distinguish between encryption- and signature-schemes.

NICE-encryption-scheme. The first — and probably most popular — cryp-
tosystem, which utilizes Ker(¢5ll) in a crucial way is the NICcryptosystem
[13]. This cryptosystem is essentially an ElGamal-encryption scheme, where the
message is embedded in an element of Cl(Ap?) and the mask which hides this
message is a random power of an element of Ker(ghall). Therefore the decryption
essentially consists of computing qﬁ(_jll, which only takes quadratic time. It should
be noted, that the chosen ciphertext attack [10] is no real threat in practice, as it
is easily prevented by appending a hash-value of the plaintext to the ciphertext.

NICE-signature-schemes. While it would be easy to set up a DSA-like sig-
nature scheme in the classgroup C1(Ap?) = Ker(¢g;) of a totally non-maximal
imaginary quadratic order, e.g. in O_g,2 where h(A) = 1, it was shown in [6]
that the discrete logarithm problem in this case can be reduced from Cl(—8p?)
to either I} or IF7. — depending on (%). Because of this reduction, there is no
advantage in using NICE-DSA instead of the regular DSA in finite fields.

A crucial difference between DSA and the original Schnorr-scheme [15] is,
that in the latter scheme it is not necessary that the verifying party knows the
group order gq.

Therefore it was proposed in [7] to use conventional non-maximal orders to
set up a NICE-Schnorr-type signature scheme, which primarily gets its security
from the hardness of factoring Ap? instead of solely from the DL-problem in
Ker(¢al) C CIl(Ap?). Thus an attacker is only able to apply the reduction
from [6] after factoring the public discriminant Ap?, which is considered to be
infeasible for the proposed parameter sizes.

The system setup for Alice consists of the following steps:

1. Choose a random prime r and set A = —r if r =3 (mod 4) or A = —4r
otherwise.
2. Choose a random prime ¢, which will later on serve as the order of the used
subgroup of Ker(¢g;) C Cl(Ap?).
. Choose a random prime p, such that (%) =1,¢|(p — 1) and compute Ap?.

. Choose a random a = z+yw such that g = p(aO ) is of order q in Cl(Ap?).
. Choose a random integer a < ¢ and compute the public key a = p,(g%).
. The secret key of Alice is the tuple (z,y,a,p,q,T).

O O = W

Note that Alice will keep these values secret and only publishes Ap?, g, a.
Now the signature generation and verification procedure is analogous to the

! New Ideal Coset Encryption
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original Schnorr-scheme [15]. The only difference is that Alice may speed up
the signature gemeration process using some more sophisticated arithmetic for
Ker(gball), which utilizes the knowledge of x,y and p. In Section B.2 we will
return to this issue and recall what has been known so far. In Section 4] we show
that these results can be significantly improved.

To sign a message m € ZZ, Alice performs the following steps:

1. Choose a random integer 1 < k < ¢ and compute ¢ =Gen-ISO(z, y, p, k),
where the algorithm Gen-1SO() is given in Section [l

. Computel e = h(m||t) and s = ae + k.

3. Alice’s signature for m is the pair (e, s).

[\

The verification is completely analogous to the original scheme [I5] using
standard ideal arithmetic (see e.g. [2]) in the non-mazimal order:

1. Compute v = p,(g°a—°) and ¢ = h(m/||v).
2. The signature is valid if and only if ¢’ = e.

It is clear that the verification works if the signature was generated by Alice,
because b ~ g*a~¢ ~ g°g~% ~ g* ~ £ Thus h(m|[t) = h(m||v) and hence ¢’ = e.

For security issues of this scheme and the proposed parameter sizes we refer
to [7} Section 4] and [14].

3.2 Fast Arithmetic in Ker(¢g,)

In this section we will study the kernel Ker((ball) of the above map ¢Ell, i.e. the
relation between a class in the maximal order and the associated classes in the
non-maximal order, in more detail. A thorough understanding of this relation
is crucial for the development of a fast arithmetic for the group Ker(d)éll)7 like
proposed in [BI6lJ7] and Section @l

We start with yet another interpretation of the class group Cl(Ap?).

Proposition 3. Let Opp2 be an order of conductor p in a quadratic field. Then
there are natural isomorphisms

cuap’) = Ty oy =20 ey

where P, 77(p) denotes the subgroup of TA(p) generated by the principal ideals

of the form aOa where a € O satisfies a = a  (mod pOa) for some a € ZZ
such that ged(a,p) = 1.

2 Note that in [7] it was proposed to return the residue of s modulo ¢, which makes
the signature slightly smaller and saves some time for the verifying party. While in
[7] there were given ad-hoc-arguments that this is no security threat, it might be
more satisfying to return s = ae + k, as the detailed security analysis of [14] applies
in this case.
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Proof: See [3| Proposition 7.22, page 145]. O

The following corollary is an immediate consequence.

Corollary 1. With notations as above we have the following isomorphism
—1y ~ PAI (f)
Ker(¢g,) ~ /PAl,Z(f)'

Now we will turn to the relation between (Oa/pOA)* and Ker(¢g;):

Proposition 4. The map (Oa/pOAa)* — Ker(¢g,), where a — ¢ (aO,) is a
surjective homomorphism.

Proof: This is shown in the more comprehensive proof of Theorem 7.24 in [3]
(page 147). O

From these results it is clear that for all ideal classes [a] € Ker(¢g,) C
CIl(Ap?) there is a generator representation:

Definition 1. Let a = z+wy € (Oa/pOAa)*, such that [a] ~ ¢ (). Then (z,y)
is called a generator representation of the class [a] € Ker(¢y,).

For simple conversion routines between the standard representation (B]) and
this generator representation we refer to [9, Algorithmus 16 (Gen2Std) and Al-
gorithmus 17 (Std2Gen)]. These algorithms require the conductor p as input and
run in O(log(p)?) bit operations.

Remark 1. Tt should be noted that this generator representation (z,y) for a class
[a] is not unique. From Proposition Bl we see that (sz, sy), where s € IF, is yet
another generator representation of the class [a]. We will return to this issue in
the proof of Theorem [

The central point in using this generator representation instead of the stan-
dard ideal representation (3] is that one may reduce the arithmetic in Ker(qball)
to much more efficient computations in (O /pOAa)*. This is precisely what was
proposed in [5]. Using the naive ”generator-arithmetic”, i.e. naive computation
in (Oa/pOa)*, as proposed there, one is able to perform an exponentiation in
Ker(¢al) about twenty times as fast as by using standard ideal arithmetic, like
given in [2] for example.

But, as shown in [6l/7], one can even do better; in Section [l we will provide
concrete timings of a first implementation.

The following simple result explains the structure of the ring (Oa/pOA):

Proposition 5. Let O be the mazimal order and p be prime. Then there is an
isomorphism between rings

(0a/pOa) = IFP[X]/(f(X)),
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where (f(X)) is the ideal generated by f(X) € IF,,[X] and

X2 4, if A=0 (mod 4),
f(X)_{XQ—X+1f,ifAEI (mod 4). ©
Proof: See [6] Proposition 5]. m|

Using this auxilliary result one obtains the following Proposition [, which —
together with Proposition [ — is responsible for the fast signature generation in
.

Proposition 6. Assume that (%) = 1 and the roots p,p € T, of f(X) €

IF,[X] as given in (@) are known. Then the isomorphism
Y (Oa/pOa)* = ]F; ®IF;
can be computed with O(log(p)?) bit operations.

Note that this result essentially uses the chinese remainder theorem in the
ring (Oa/pOA) to speed up the computation. Compared to the standard ideal
arithmetic (e.g. in [2]), this approach yields an approximately forty-fold speedup.

While this arithmetic is already remarkable efficient, we will show in the next
section that one can even do better.

4 The Main Result and Its Application to Fast Signing

In this section we will show that for an exponentiation in Ker(qﬁall), where

(%) = 1, it is sufficient to perform a single modular exponentiation modulo

the conductor p.

This significant improvement essentially follows from the fact that in our case
we have (%) = 1 and there is an isomorphism IF; = Ker(qﬁ&l), which can be
computed efficiently.

While, because of |Ker(¢>all)f = p — 1, the existence of such an isomorphism
was already suspected earlier — and in fact follows immediately from [3| (7.27),
page 147] — the crucial point for our application is that this isomorphism can be
computed in O(log(p)?) bit operations.

Proof (of Theorem [). Let (%) = 1. Then Proposition shows that

(0Oa/pOa)* = TF; @ TF, and our claimed isomorphism Ker(¢g;) = I, follows
immediately from the exact sequence [3| (7.27), page 147]

1 — IF5 — (0a/pOa)* = F; @ F; — Ker(¢g;) — 1.
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It remains to give a constructive version of this isomorphism and show that
the runtime is bound by O(log(p)?) bit operations.

Let (z,y) be a generator representation of the ideal class [a] ~ (o) €
Ker(¢g,), where a = x + yw € (Oa/pOa)*, and p, p are the roots of f(X)
like in (B). Then the isomorphism ¢ : (Oa/pOa)* — IF) @ IF, from Proposi-
tion [ maps a =z + yw € (0Oa/pOa)* to (z1,22) € Fy @ IF), v1 = x + yp and
To =T+ Yp.

Let s € IF,, such that s(z +yp) =1 (mod p). From Proposition [ (see also
Remark [I) it follows, that ¢(a) ~ (s - «) and (sz,sy) is another generator
representation of the class [a] ~ p(a) ~ ¢(s - «). Using ¢y we map s - a to the
pair (s(z + yp), 1), which induces the desired isomorphism ¢! : Ker(¢g;) =
F;o12F),

a = ¢+ yw)
()
Y\Z+ oy

1 T+ yw
}_>
()
(z+py xz+py

x+py’ + py

_(ztry
x+py’

_xtpy
=2

(7)

The inverse map v : IF‘; = Ker(gzball) is — like shown in the proof of Proposi-
tion [§ and [7} Gen-CRT (Algorithm 4)] — given by
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Because we assume that the two roots p,p € IF, of f(X), like in @), are
known, we immediately see that the isomorphism % and its inverse can be com-
puted in O(log(p)?) bit operations. 0

Using the constructive version of this isomorphism in (@) and &), it is
straightforward to construct an efficient exponentiation algorithm for elements
: -1
in Ker(¢g; ).

Algorithm 1 Gen-Iso
Require: A generator representation (z,y) of the class [a] ~ ¢(z + yw) €

Ker(¢g, ), where 2 + yw € (Oa/pOa)*, the conductor p, where (%) =

the roots p, p € IF) of f(X), like in (@), and the exponent n € ZZ .
Ensure: The standard representation (a,b) of the reduced representative of the

class of [a"] = aZ + as VQAPZZ € Ker(¢g)).

{Compute ¢~ (o(z + yw)), like in (@)}
z+py

g« S5 (mod p)

{Exponentiation in I¥}

g+ g" (modp)

{Compute ¥(g), like in(®)}

x4 gp—p (mod p)

y<1—g (mod p)

(a,b) + Gen2Std(z,y)

return(a, b)

Furthermore it is clear that a complete signing routine would use this al-
gorithm to compute ¢ = p, (gk) and then compute the signature (e,s) by
e = h(m|¢) and s = ae + k. For a rough estimate of the signing efficiency,
we may savely ignore the time for computing the values e and s and only take
care of the exponentiation time.

5 Timings

We conclude this work by providing the timings of a first implementation.

The timings are given in microseconds on a Pentium with 133 MHz using
the LiDIA-library [1I]. It should be noted that in all algorithms there is used
a naive square and multiply strategy. It is clear that in real world applications
one would use some more sophisticated (e.g. window-) exponentiation strategy
— possibly using precomputed values. All timings correspond to random 160 bit
exponents.
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Table 1. Timings for exponentiations in Ker(¢g;)

Arithmetic [modular ideal Gen-Exp, [5]|Gen-CRT, [7]| Gen-ISO
bitlength of] P Ap? = —rp?|Ap? = —rp?| Ap® = —1p? |Ap? = —rp?
600 188 3182 159 83 42
800 302 4978 234 123 60
1000 447 7349 340 183 93
1200 644 9984 465 249 123
1600 1063 15751 748 409 206
2000 1454 22868 1018 563 280

The timings in Table Ml show the impressive improvement. Compared to an
exponentiation in Ker(¢g;) C Cl(Ap?) using the standard ideal arithmetic (see
e.g. [2]), the generator arithmetic from [5, Gen-Exp] is already about twenty times
as fast. This arithmetic makes the signature generation in the NICE-Schnorr-
scheme [7] — considering the different algoritms for solving the underlying pro-
blem, like in [8] — about as efficient as in the original scheme [15]. The application
of the chinese remainder theorem in (Oa/pOA) in [1, Gen-CRT] roughly leads to
a two-fold speedup. Finally, using the isomorphism IE‘; = Ker(qball) leads to yet
another two-fold speedup. This arithmetic is about eighty times as fast as the
conventional ideal arithmetic.

Most importantly, the signature generation in the NICE-Schnorr-scheme [7]
now is about four times as fast as the signing in the original scheme [15].
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Abstract. Key agreement protocols are presented whose security is ba-
sed on the difficulty of inverting one-way functions derived from hard
problems for braid groups. Efficient/low cost algorithms for key trans-
fer/extraction are presented. Attacks/security parameters are discussed.

1 Introduction

A public key cryptosystem is an algorithmic method for securely sending pri-
vate information over an insecure channel in which the communicating parties
have no common shared secret. At the heart of a public key cryptosystem is a
two-party secure computation referred to as a protocol. The major public key
cryptosystems in use today, and their associated protocols, are based on finite
abelian groups [12]. There have been various attempts to employ infinite non-
abelian groups and semigroups as a basis for public key algorithms and protocols
(1], [7], [14], [15]).

Recently, in [2] a general method was introduced for constructing key ag-
reement protocols based on combinatorial group theory, the study of groups
by means of generators and defining relators [9]. The computational security of
the protocols was based on the difficulty of solving conjugacy and commutator
equations in suitably chosen groups. The authors employ two non-commuting
one-way functions from which a common commutator is computed. They observe
that braid groups ([3], [8]) are a particularly promising class of groups for the
construction of such protocols due to recent results of Birman-Ko-Lee [4]. This
observation was taken up by [11] who specify a Diffie-Hellman type key agre-
ement protocol employing commuting one-way functions on braid groups. The
simplicity of these methods has ignited interest among researchers for exploring
the potential of a public key cryptography based on braid groups.

Braid groups provide a thread linking combinatorial problems in knot theory
[10] to fundamental questions in computational complexity [16]. One line of rese-
arch has focused on polynomials associated with knots and closed braids. It is our
purpose to extend the methodology of [2] and [11] by employing a group-theoretic
construction evolved from a study of the multivariate Alexander polynomial of
a closed braid [13]. Inherent in this method are certain virtually linear groups

D. Naccache (Ed.): CT-RSA 2001, LNCS 2020, pp. 13-27, 2001.
© Springer-Verlag Berlin Heidelberg 2001
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associated with braid groups, which we call colored Burau groups. (Remark: a
group G is virtually linear provided it possesses a linear subgroup H of finite
index).

New key agreement protocols based on colored Burau groups are presented.
Algorithms specifying key transfer and key extraction are carefully presented and
analyzed and are shown to be highly efficient and run, respectively, in quadratic
and linear time. The cost of implementating these protocols is low due to the
simplicity of the symbolic and algebraic primitives employed in the required
computations. The computational security of these protocols is based on specific
one-way functions defined on braid groups or colored Burau groups employed in
our constructions.

2  Presentations of Groups

A finitely generated group G is specified by a finite set of generators

91,925---5,9n

where every g € G is a word in the generators and their inverses (product of
gi’s and their inverses). Further, a group is termed finitely presented provided
there are finitely many words

T1,72y. -3y Tm

(each of which is equal to the identity element e) called relators, so that any
word w in the generators g¢i,¢o,...,g, that defines the identity in the group
G can be expressed as a product of conjugates of the r;’s and their inverses.
Note that a conjugate of r; is an element of the group of the form wr;w=! (with
w € G), which must always equal e.

It is usual to suppress the trivial relators such as

9i9; ' =9; ‘g =e.
A presentation is written:

<gl7927 <y Gn | T1,72,... 7Tm>'
We now give some examples of presentations of groups.

2.1 The Finite Cyclic Group

The finite cyclic group of order n has presentation: (g | g").
2.2 The Projective Special Linear Group
The infinite matrix group SL(2,Z) (i.e., 2 x 2 matrices with integer coefficients

and determinant one), modulo its center, is a group with two generators and
presentation: (g1, g2 | 9%, 93).
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2.3 The Braid Group

The braid group was first systematically studied by Emil Artin. He introduced
the Artin generators x1,a,...,2y for the N + 1 strand Braid group (denoted

Bni1).
The defining relations for the Braid group By are given by

TiTjTy = TjT;T 45, ,lf ‘l 7J| = 1,

Tilj = Tjy, if |J — 1| > 2.
2.4 The Symmetric Group

A particular finite image of the braid group is the symmetric group Syy1 with
N generators, which satisfy the braid group relations
xia:ja:i = .’L‘jl‘i.l‘j7 if |i —JI = 1,
Tilj = TjTq, if |_] — 1| > 2.

and the additional relations

:cf:e for <i<N.
The symmetric group Sy 41 consists of all permutations of N 41 elements under
composition. A transposition interchanges two distinct elements and leaves the
others fixed. We write (¢ j) as the transposition that interchanges ¢ and j. The
generator x; may be realized as a transposition that interchanges ¢ and 741 and
leaves all other elements fixed.

3 The Colored Burau Group

Fori=1,...,N,lety, = (Ci(t;), (i i+1)) where
(G i+1)

denotes the transposition (when ¢ = N the transposition is defined to be (i 1)),

and
1
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with ones on the diagonal, zeros elsewhere, except in the i*" row where we have
00 ---0t -t10 ---00

with —t on the diagonal. The elements y1,...,yy generate a group CByi1. A
generic element in C By is of the form (M, o) where M is an N x N matrix
with coefficients that are finite Laurent polynomials in the variables t1,...,tn
over the integers, and ¢ is a permutation in the symmetric group Syy1.

For example, if N = 4, we have:

410 0 1 0 0

o 100 s —ts 1 0
Glto=| 9 o1 0] GB={g o 19
0 00 1 0 0 0 1

10 0 0 100 0

01 0 0 01 0 0

Cslta) =\ o 4y —gy 1] CGl)=1g ¢ 1 o
00 0 1 00 ti —ta

Note that

L L 00 1 0 0 0
0 1 00 ) 1 =L L g

-1 _ -1 _ t t
Gl =149 ¢ 10| @7 =|y 5 T o
0 0 0 1 0 0 0 1

10 0 0 100 0

4 (o1 0 o 4 (o100
Calla) =g 1 =22 L] Gl =1y 9 1
00 0 1 001 #

This explains why we get Laurent polynomials (i.e., polynomials in the variables
t1,...,tn and their inverses tfl, . ,t&l).

Multiplication (denoted -) of two ordered pairs (M, o) and (M’ ,o’) in the
group C'By 41 is given by

(M,0) - (M' 0"y = (M xa(M'),00"),

where M, M’ are matrices; * means matrix multiplication; o, ¢’ are permutati-
ons; and o(M’) denotes the matrix obtained from M’ by permuting the variables
t1,...,ty appearing in the coefficients of M’ by the permutation o.

As an example, we compute

(Calta), (2 3)) -~ (Cs(ts), (3 4)) = (Cal(tz) * Ca(ta), (2 3)(3 4))
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1 0 0 0 10 0 0
[t -t 10 01 0 0
= 0 0 1 0] o 1] @ICY
0 0 0 1 00 0 1
1 0 0 0
o0 -t 1
=1lo & —t, 1] @39
00 0 1

One easily checks that the elements y; (for ¢ = 1,...,N) satisfy the braid
relations, and this gives a homomorphism from the braid group By41 to the
colored Burau group C'By 1. It follows that to every element of the braid group
we can associate an element of the colored Burau group.

3.1 The Colored Burau Key Extractor

In general, a keyspace K of order k is a set of bit strings (each of length at
most k), where each bit string is called a key. The elements of the keyspace can
be used for cryptographic applications. A key extractor on a group G is a
function that assigns a unique key in a keyspace to every element of G.

Fix an integer N > 3 and a prime number p. We define the keyspace Ky,
to be the set of pairs (M, o) where M denotes an N x N matrix with coeffi-
cients in F),, the finite field of p elements, and ¢ is a permutation in Sy 1. Note
that this keyspace is of order N?---log,(p) + log, (N + 1)!) = O(N?1logy(p)).

(N2 : --logg(p)) ((N +1)!---N- --10g2(N)). We shall now define a key ex-

tractor £ from the Braid group By to the keyspace Ky ,. The key extractor
depends on a choice 71, ..., 7y of distinct and invertible integers  (mod p) and
is defined as follows. Let w € By 41 be an element of the braid group. Associated
to w there is a unique element (M, o) € CByy1, where M = M (t1,...,tn) is a
matrix with coeflicients in the ring Z[t,...,tn,1/t1 - - ty] of Laurent polyno-
mials in NV variables over the integers, and ¢ is a permutation.

Definition 1. The key extractor E : Byy1 — Ky p is defined by

E(w) = E(M(ts,...,tn)), 0) = (M(ri,...,7)  (mod p), o),
where reduction  (mod p) means reduction of every entry in the matrix.

A very rapid and efficient algorithm for computing the key extractor defined
above will now be given. The input is an element of the braid group By41 of
the form g1go- - -g¢, where each g; is an Artin generator (i.e., one of x1,...,zxN)
or its inverse (i.e., one of 7!, ... ,x&l) and the output is a pair (M, o) € Kn p.

We now give the key extractor algorithm. The symbol g, will denote an Artin
generator (g = x; for some i) or its inverse (g = x; '). Note that Steps 5, 8
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are the most time consuming and can each be done with only three column
operations (i.e., three scalar multiplications and two additions in FpN ). The
running time for this algorithm is O(N¢---log,(p)?).

Input: A braid word w = g192 - - - g¢ of length ¢
a prime p
{71, 72,...,7n} are invertible distinct integers  (mod p).

Initialization: M = N x N Identity Matrix
k=0
o = Identity Permutation.

STEP 1: IF k = ¢ then STOP

STEP 2: k:=k+1

STEP 3: IF g = x; then GO TO STEP 5
STEP 4: IF g;, = x; ' then GO TO STEP 8
STEP 5: M := M * Ci(7,¢;y) (mod p)
STEP 6: 0 :=0--+(1 i+1)

STEP 7: GO TO STEP 1

STEP 8: M := M % Ci(75;))~"  (mod p)
STEP 9:0:=0---(i i+ 1)

STEP 10: GO TO STEP 1

Output: (M, o).

4 Dehornoy’s Fully Reduced Form of a Braid

Consider the braid group By with N > 6. Let u € By41 be publicly known.
The conjugacy function is the function

x— x tu.

This function is expected to be very hard to invert (candidate one-way func-
tion) provided that the word z~luz is suitably rewritten using the braid relators
so that it becomes unrecognizable. It is conjectured that finding = will take at
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least exponential time in N: at present there is no known polynomial time algo-
rithm (with respect to the word length of x in the Artin generators) to find x
for N > 6.

There are two well known methods to rewrite a braid word so that it be-
comes unrecognizable: the canonical form algorithm of Birman-Ko-Lee [4] and
the Dehornoy reduction algorithm [6]. A braid word w € By41 of length ¢ (in
the Artin generators) can be put into Birman-Ko-Lee canonical form in time
O(£?N log N). At present, it is not possible to prove that the Dehornoy al-
gorithm running time is as good as the Birman-Ko-Lee running time, but in
practice, it seems to be much faster. We now focus on the Dehornoy reduction
algorithm.

Let ; denote the 7" Artin generator of the braid group By. A braid word is
a word in the Artin generators and their inverses and represents a braid. Many
different words may represent the same braid.

Dehornoy refers to a braid word of the form

. -1 —1
Ty -(a word with no x; nor x; ) X

or

oyt (a word with no x; nor Xfl) coeXg

as an zi1-handle.

More generally, an z;-handle is a braid word of the form

T ~(a word with no x;, x;_1, nor xi_l,xi:ll) . ~xi_1

or
-1 . -1 -1
x; e (a word with no xj, X;_1, nor x; 7Xi—1) CeXy.

A handle may occur as a sub-word of a longer braid word. If a braid word
contains no x1-handles then it is called x;-reduced. This means that either z;
or xfl may appear in the word, but not both. (I assume that one or the other
does appear.)

An zi-reduced word thus has one of the forms
WoTr1wiTy -+ T1Wk

or
-1 -1 -1
WoT, WiTy - T] Wk

where the w; for : = 0,1, ... k% are words that do not contain x; nor xfl. A word
is termed fully reduced provided it does not contain any handles. We think of
a fully reduced braid word as a standard form for the braid, although it is not
standard in the strong sense (i.e. canonical): there are still many different fully
reduced braid words that represent the same braid.

One can apply the braid relations to replace a handle z;wx; ! by an equivalent
braid word. The key point is that one must first ensure that w does not contain
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any x;41-handles. It may contain x;2-handles and so on. This makes reduction
a somewhat complicated process. For a justification of the following algorithm,
see [6].

4.1 Dehornoy Reduction Algorithm

We now describe Dehornoy’s full handle reduction algorithm. The symbol g;, will
denote an Artin generator (g = x; for some i) or its inverse (gr = x; '). The
subroutine denoted ReduceHandle in STEP 5 is described further below.

Input: A braid word w = g1g2- - g of length ¢

Initialization:

k=0,n=/

I = e (the empty word) I = g1g2---gr  (When k =0, I is the empty word.)
A=w

n = £ = Length(A)

Loop Invariants:

A =g192" " Gn
I =g195- - gy is fully reduced.

STEP 1: If K = n, then STOP
STEP 2: k:=k+1
STEP 3: I:=1---gg

STEP 4: Determine the largest 1 < j < k such that H = g;gj41---gx is a
handle.

If there is no such j then GO TO STEP 1.
STEP 5: U := ReduceHandle[H]
STEP 6: Replace the handle H by the reduced handle U in the word A.
STEP 7: n := Length(A)
STEP 8 k:=j5—1
STEP 9: Rewrite A =¢192--- g, and let I = g192 - gi-
STEP 10: GO TO STEP 1.

Output: The fully reduced braid word A.
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4.2 The Subroutine ReduceHandle
We now describe the subroutine ReduceHandle. This is single handle reduction.

Input: t = an integer.

H =gjgj+1---8x (H = x,-handle)
Initialization: U = H.

STEP 1: U = gj41---8k-1- STEP 1: U = gj_lAgk_1 (i.e. Remove g; and gy
from U).

STEP 2: If g; = x¢, g = xt_l and there are z;11’s in U then replace each one
by x;rllxtwtﬂ. If there are xt;ll’s, replace each one by x;rllx;lxtﬂ.

STEP 3: If g; = xt_l, gr = x¢ and there are x441’s in U then replace each one
by xt+1xtxt_+11. If there are zt_jl’s, replace each one by xt+1xt_1x;r11.

Output: The reduced handle U.

4.3 Data Structures

The above algorithms are described in [6], but no attention is paid there to
the data structure used to store the braids. In general, using the wrong data
structure can have an unfortunate effect on the running time of an algorithm,
so we shall discuss this point here.

Consider the operations used in the two algorithms above. In STEP 4 of the
main routine, we must locate a handle (if one exists) ending at a given point in
the braid word A = g1g2- - -gn. Then, in STEP 6, the sub-word H of A must be
replaced by another word, U, which may be of different length. The subroutine
requires us to find all occurrences of z;41 or xt+1*1 between an x; and an x; !,
and replace each of these with a subword of length 3.

The need for replacements suggests that a doubly-linked list (such as the
list class in the C4++ standard library) is a more appropriate choice than a
simple array of Artin generators. There is yet another data structure, which is
asymptotically more efficient, and seems to be faster to use in practice when
dealing with braids that contain more than 10,000 Artin generators.

To describe this new data structure, start with a doubly-linked list, in which
the node containing the datum g; = x; or x; ! contains pointers to the nodes
corresponding to g;—1 and ¢;4+1. Next, add a pointer to the next node, say the
j’th one, such that g; = x¢, 2, x4_q, or £,_1 1. It is then easy to determine
whether there is a handle beginning at g;: follow this pointer and check whether
g; = gi*. (If so, then g;- - -g; is a handle.) Similarly, add a pointer to the previous
such node, so that it is easy to determine whether there is a handle ending at g;.
It turns out that one must also include pointers to the next and previous nodes
contain one of the Artin generators x; or z;41 or their inverses.
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With this data structure, all the operations described above can be done
in constant time. The subroutine ReduceHandle takes time proportional to the
number of occurrences of x;y; or 24411, rather than the length of the input
braid word.

The profusion of pointers makes this data structure expensive to use for
relatively short braids. One can reduce the number of pointers by two, if desired:
the original pointers from the linked-list structure, pointing to the nearest two
nodes, are not needed. If one removes these pointers, the data structure closely
resembles the geometric picture of the braid it represents: there is a node for each
crossing on the braid, and a pointer for each strand coming out of the crossing.

5 Cryptographic Protocols

In this section, we describe two key-exchange protocols based on the braid group.
The new feature here is to use the key extractor F, described in Sect. 3.1, which
is extremely efficient. It runs in time O(N/- - -logy(p)?), where £ is the number
of Artin generators in the braid word from which the key is to be extracted.
As discussed in §4, the public keys must be rewritten in order to protect
the private keys. The most secure rewriting method is to use a canonical form.
For a braid word w € Bpyyi of length £ in the Artin generators, this takes
time O(I?N log N) (see [4]). Rewriting the braid in a fully reduced form (as
described in §4) also seems very secure. Although it has not been fully analyzed,
the Dehornoy reduction algorithm seems to run in near linear time on average.
The security of these protocols is tied to the conjugacy problem in the braid
groups, a well known hard problem that has been studied for many years.

5.1 Commutator Key Agreement Protocol

This protocol was first introduced in [2].

PublicInformation:

An integer N > 6. A prime p > N.
Distinct and invertible integers 71,72,...,7n8 (mod p).
The key extractor E : By11 — Ky p.

Two subgroups of By1:
Sa =<ay1,a2,...,0, >,
Sp =<by, by, ... b, >
Secretkeys:

Alice’s secret key X € Sy.
Bob’s secret key Y € Spg.
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Publickeys:

Alice’s public key X0 X, X X, ..., X 1b,X,
Bob’s public key Y~ laY, Y laoY, ..., Y la,Y.
SharedSecret:

E(X7'Y71XY).

5.2 Diffie-Hellman Type Key Agreement Protocol

23

This protocol, without the key extractor E, was presented in [11] and is a special

case of the general algorithm first presented in [2].

PublicInformation:

An odd integer N > 6. A prime p > N.
Distinct and invertible integers 71, 72,...,7xy (mod p).
The key extractor £ : Byy1 — Ky p.
A publicly known element u € By 1.
Two subgroups of By:
Sp =< L1, T2, TN1 >,

Sp :<£L'N;r3,xN;r5,...,CCN > .

Here x1, s, ...,xn denote the Artin generators of Bn1.

Secretkeys:
Alice’s secret key X € S4.
Bob’s secret key Y € Spg.

Publickeys:
Alice’s public key X~tux
Bob’s public key Y—luY.

SharedSecret:
BE(X 'Y luXy).

6 Key Length and Known Attacks

In this section, we consider the security of the protocols described in Sect. 5.
The main point is that it should be hard to determine the secret key X € By 41
from the public information w and w’ = X 'wX (which are also elements
of the braid group By41). The parameters that effect how hard this is are the
braid index N (the number of generators of By41) and the length of the braids

X and w as words in the Artin generators x;.
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6.1 The General Conjugacy Problem

The conjugacy problem is to find a braid X € By, such that w’ = X 'wX,
where w and w’ € By are given. (More precisely, this is the conjugacy search
problem. There is also the conjugacy decision problem: given w and w’ decide
whether such an X exists.) Even is this can be solved. the two protocols de-
scribed in Sect. 5 are not necessarily insecure. The commutator key agreement
protocol (see Sect. 5.1) requires the simultaneous solution of several conjugacy
problems, whereas the Diffie-Hellman type key agreement protocol (see Sect. 5.2)
requires that the conjugating braid X lie in a specified subgroup of By 1. To be
conservative, we will assume that these protocols are insecure if the conjugacy
problem can be solved in polynomial time.

There are solutions to the conjugacy problem, although none are polynomial
in the length of the braid words. We will describe the one presented in [4]. This
solution is based on the canonical form of a braid. Other canonical forms lead
to similar algorithms. Any braid w € By41 can be written in the form

w = 6UAq,- - Ay,

where § € By 41 is a fixed braid (the “fundamental word”), u is an integer, and
each A; is a canonical factor, of which there are

~

N+1

1 2N +2 2 4N
Cny1 = ( )

N 12 ~\VrNE

(C,, is the n—-th Catalan number.) There is also a restriction on the sequence of
canonical factors, but we will not discuss it here. We refer to the integer %k as
the canonical length of the braid w.

Given conjugate words w and w’, the first step is to replace them with con-
jugates that have minimal canonical length. This step can be done fairly easily.
This reduces the conjugacy problem to a finite search: among all braids of cano-
nical length k, start with w and keep conjugating until you reach w’. At. present,
there is no more effective method for doing this than to take a random walk in
this set of braids (or to take random walks, one starting from w and the other
from w’).

Of all the braids having canonical length &k, we do not know how many are
conjugate to a given braid. All we can do is choose n and k large enough that
this set is likely to be too large for the search problem to be feasible, Because
not every product of canonical factors is the canonical form of a braid, there are
somewhat fewer than C%, 41 braids of canonical length k, but this gives roughly
the right order of magnitude. A reasonable guess is that, for the average braid
w, the number of these braids that are conjugate to w is the square root of the
total number. We will, therefore, assume that this search problem is on a set

with C’NH% ~ 2Nk clements.
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6.2 The Length Attack

Probabilistically speaking, braids tend to get longer when they are multiplied or
conjugated. That is, the product ww’ tends to be longer than either w or w’ and
the conjugate X ~'wX tends to be longer that w. This is true whether “length”
means the canonical length, as in Sect. 6.1, or the number of Artin generators
that describe the braid. If this tendency were a certainty then it would be easy
to solve the conjugacy problem: think of X as the product of many small pieces
X; (Artin generators or canonical factors, for example) and guess these pieces
by finding those that take us from the “long” braid w’ = X 'wX to the short
braid w.

Let pn denote the probability that the conjugate X~ LwX; is longer that the
original braid w, where X; is chosen randomly from the set of “small pieces.”
Empirical data suggest that py decreases as the braid index N gets larger and
the length (in Artin generators) of the pieces X; decrease. To defeat this attack,
we should first choose N to be fairly large and the average length of X; to be
sufficiently small. Depending on how far from 1 the probability py is, we then
choose X to be composed of sufficiently many pieces X; that peeling off the right
factor does not reliably decrease the length.

6.3 Linear Algebraic Attacks on the Key Extractor E

The question arises as to whether it is possible to attack the suggested key
agreement protocols by methods of linear algebra based on the fact that the
key extractor F maps braid words to pairs (M, o), where M is a matrix and o
is a permutation. One has to be careful to choose the secret keys X,Y in the
key agreement protocol of Sect. 5) so that their associated permutations are not
close to the trivial permutation. In general, if the associated permutations of the
secret keys X, Y are sufficiently complex, there will be so many permutations of
T1,...,7Nn that the standard methods of linear algebra to attack the system will
be futile. In fact, the representation of the braid group into the colored Burau
group induces a representation of the braid group with rank > N - (N + 1)/,
which is super—exponential in the braid index N, making it infeasible to attack
the system in this manner.

6.4 Recommended Key Lengths

Much further study in needed, but for now we make the following suggestions.
The only restriction on the prime p used in the key extractor (see Sect. 3.1)
is that p > N, so that one can choose distinct, invertible integers 71,72, ..., TN
(mod p). One can choose p < 1000, given the values of N suggested below.
First, consider the commutator key agreement protocol (see Sect. 5.1). For
the braid index, take N = 80 or larger. Choose m = n = 20 generators for
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each of the public subgroups S4 and Sp, and let each of these generators be
the product of 5 to 10 Artin generators, taking care that each set of public
generators involves all the Artin generators of Byyi. Each private key should
be the product of 100 public generators.

For the Difffie-Hellman type key agreement protocol (see Sect. 5.2) we follow
the suggestions in [11]: take N = 44 and take all braids (u and the private keys)
to have canonical length at least 3. (Note that this is a slightly different notion of
canonical length from that in [4].) The number of Artin generators in a canonical
factor is not fixed, but this means that u will be composed of about 1450 Artin
generators and the private keys, which lie in subgroups isomorphic to B n+1, will

each have about 360 Artin generators. The public braid « should involve all the
Artin generators.
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Abstract. We present an algorithmic approach for speeding up SSL’s
performance on a web server. Our approach improves the performance of
SSL’s handshake protocol by up to a factor of 2.5 for 1024-bit RSA keys.
It is designed for heavily-loaded web servers handling many concurrent
SSL sessions. We improve the server’s performance by batching the SSL
handshake protocol. That is, we show that b SSL handshakes can be
done faster as a batch than doing the b handshakes separately one after
the other. Experiments show that taking b = 4 leads to optimal results,
namely a speedup of a factor of 2.5. Our starting point is a technique
due to Fiat for batching RSA decryptions. We improve the performance
of batch RSA and describe an architecture for using it in an SSL web
server. We give experimental results for all the proposed techniques.

1 Introduction

The Secure Socket Layer (SSL) is the most widely deployed protocol for securing
communication on the World Wide Web (WWW). The protocol is used by most
e-commerce and financial web sites. It guarantees privacy and authenticity of
information exchanged between a web server and a web browser. Unfortunately,
SSL is not cheap. A number of studies show that web servers using the SSL
protocol perform far worse than web servers who do not secure web traffic. This
forces web sites using SSL to buy significantly more hardware in order to provide
reasonable response times.

Here we propose a software-only approach for speeding up SSL: batching
the SSL handshakes on the web server. The basic idea is as follows: the web
server waits until it receives b handshake requests from b different clients. It then
treats these b handshakes as a batch and performs the necessary computations
for all b handshakes at once. Our experiments show that, for b = 4, batching the
SSL handshakes in this way results in a factor of 2.5 speedup over doing the b
handshakes sequentially, without requiring any additional hardware.

Our starting-point is a technique due to Fiat [5] for batch RSA decryption.
Fiat suggested that one can decrypt multiple RSA ciphertexts as a batch faster
than decrypting them one by one. Unfortunately, our experiments show that
Fiat’s basic algorithm, naively implemented, does not give much improvement

D. Naccache (Ed.): CT-RSA 2001, LNCS 2020, pp. 28-[43] 2001.
© Springer-Verlag Berlin Heidelberg 2001
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for key sizes commonly used in SSL handshakes. Our first set of results, given in
Section B] shows how to batch RSA decryption in a way that gives a significant
speedup with common RSA keys.

In Section [ we present an architecture for a batching web server and discuss
several scheduling issues. As we will see, a batching web server must manage
multiple public key certificates. Consequently, a batching web server must em-
ploy a scheduling algorithm that assigns certificates to incoming connections,
and picks batches from pending requests, so as to optimize server performance.

Finally, in Section Blwe describe our experiments and give running times for
various key sizes and various loads on the web server.

1.1 Preliminaries

As discussed above, this paper focuses on improving the performance of the
SSL handshake protocol. The handshake protocol is part of the bottleneck that
significantly degrades server performance.

SSL Handshake. For completeness we briefly describe the SSL handshake
protocol. We note that SSL supports several handshake mechanisms. The one
described below is the simplest and is the most commonly used. More informa-
tion can be found in [4].

Step 1: the web browser connects to the web server and sends a client-hello.
Step 2: the web server responds with a server-hello message sequence. These mes-
sages contain the server’s certificate, which in turn contains the server’s RSA
public key.

Step 3: The browser picks a random 48-byte string R and encrypts it using the
web server’s public RSA key. Let C' be the resulting ciphertext. The web browser
sends a client-key-exchange message which contains C. The string R is called the
pre-master-secret.

Step 4: The web server obtains the pre-master-secret R by using its private RSA
key to decrypt C. Both the browser and server then derive the session keys
from R and some other shared information.

RSA Public Keys. Step 4 above is the expensive step in the SSL handshake
since it requires the server to perform an RSA decryption. To describe our spee-
dup of the SSL handshake we must first briefly review the RSA cryptosystem [9].
We refer to [8] for a complete description.

An RSA public key is made of two integers (N,e). Here N = pq is the
product of two large primes, and is typically 1024 bits long. The value e is called
the encryption exponent and is typically some small number such as e = 3 or
e = 65537. Both N and e are embedded in the server’s public-key certificate.
The RSA private key is an integer d satisfying e -d = 1 mod (p — 1)(¢ — 1).

To encrypt a message M using an RSA public key (IV,e), one first formats
the message M to obtain an integer X in {1,..., N}. This formatting is often
done using the PKCS1 standard [II7]. The ciphertext is then computed as C =
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X mod N. Recall that the web browser does this in Step 3 of the SSL handshake
protocol.

To decrypt a ciphertext C the web server uses its private key d to compute
the e’th root of C in Zy. The eth root of C is given by C% mod N. Since both
d and N are large numbers (each 1024 bits long) this is a lengthy computation
on the web server. We note that d must be taken as a large number (i.e., on the
order of N) since otherwise the RSA system is insecure [211].

2 Review of Fiat’s Batch RSA

Fiat [5] is the first to propose speeding up RSA decryption via batching. We
briefly review Fiat’s proposal and describe our improvements in the next section.
For the rest of the paper all arithmetic is done modulo IV, except where otherwise
noted.

Fiat observed that when using small public exponents e; and es it is possible
to decrypt two ciphertexts for approximately the price of one. Suppose v; is a
ciphertext obtained by encrypting using the public key (NN, 3). Similarly, vy is
a ciphertext obtained by encrypting using the public key (N, 5). To decrypt vy
and vy we must compute v%/ % and v;/ ® mod N. Fiat observed that by setting
A = (v} - v3)Y/1® we obtain

10 6
13 A 1/5 A
vt = and vy = —
vy - U5 UERE D)

Hence, at the cost of computing a single 15’th root we are able to decrypt both
v1 and vo. Note that some extra arithmetic is required.

This batching technique is only worthwhile when the public exponents e; and
es are very small (e.g., 3 and 5). Otherwise, the extra arithmetic required is too
expensive. Also, notice that one can only batch-decrypt ciphertexts encrypted
using distinct public exponents. This is essential. Indeed, in Appendix A we show
(using simple Galois theory) that it is not possible to batch when the same public
key is used. That is, it is not possible to batch the computation of v} /3 and v%/ 3

Fiat generalized the above observation to the decryption of a batch of b
RSA ciphertexts. We have b distinct and pairwise relatively prime public keys

€1,...,ep, all sharing a common modulus N = pq. Furthermore, we have b
encrypted messages v1, ..., U, one encrypted with each key, which we wish to
1/6i

decrypt simultaneously, to obtain the plaintexts m; = v,

The batch process is implemented around a complete binary tree with b lea-
ves, with the additional property that every inner node has two children. Our
notation will be biased towards expressing locally recursive algorithms: Values
will be percolated up and down the tree. With one exception noted later, quan-
tities subscripted by L or R refer to the corresponding value of the left or right
child of the node, respectively. For example, m is the value of m at a node; mgr
is the value of m at that node’s right child.

Some values necessary to batching depend only on the particular placement
of keys in the tree, and may be precomputed and reused for multiple batches.
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We will denote precomputed values in the batch tree with capital letters, and
values that are computed in a particular decryption with lower-case letters.

Fiat’s algorithm consists of three phases: an upward-percolation phase, an
exponentiation phase, and a downward-percolation phase. We consider each in
turn.

Upward-percolation. In the upward-percolation phase, we seek to combine

the individual encrypted messages v; to form, at the root of the batch tree, the
_T17° e/ei b

value v = [[,_, v;""", where e = [[,_, e;.

In preparation, we assign to each leaf node a public exponent: E <+ e;. Each
inner node then has its E computed as the product of those of its children:
E + Ey,- ER. (The root node’s E will be equal to e, the product of all the public
exponents.)

Each encrypted message v; is placed (as v) in the leaf node labeled with its
corresponding e;. The v’s are percolated up the tree using the following recursive

step, applied at each inner node:

v < PR Rt (1)

Exponentiation-phase. At the completion of the upward-percolation phase,

the root node contains v = H?:l vf/ei. In the exponentiation phase, the eth
root of this v is extracted. (In the basic Fiat scheme, this is the only point at
which knowledge of the factorization of N is required.) The exponentiation yields

vl/e = H?:l vl-l/ei, which we store as m in the root node.
Downward-percolation. In the downward-percolation phase, we seek to break
up the product m into its constituent subproducts my, and mg, and, eventually,
into the decrypted messages m; at the leaves.

Fiat gives a method for accomplishing this breakup. At each inner node we
choose an X satisfying the following simultaneous congruences:

X =0 (mod Ey) X =1 (mod ER)

We construct X using the Chinese Remainder Theorem. Two further numbers,
X1, and XR, are defined at each node as follows:

XL = X/Ey Xp = (X —-1)/Ex

Both divisions are done over the integers. (There is a slight infelicity in the
naming here: X1, and Xy are not the same as the X’s of the node’s left and
right children, as implied by the use of the L. and R subscripts, but separate
values.)

As Fiat shows, X, X1, and Xg are such that, at each inner node, m~ equals
vI)fL ~v§"‘ -mg. This immediately suggests the recursive step used in downward-
percolation:

mp  m~/(vp " - vp™) my, < m/mg (2)
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At the end of the downward-percolation process, each leaf’s m contains the
decryption of the v placed there originally. Only one large (full-size) exponentia-
tion is needed, instead of b of them. In addition, the process requires a total of
4 small exponentiations, 2 inversions, and 4 multiplications at each of the b — 1
inner nodes.

3 Improved Batching

Basic batch RSA is fast with very large moduli, but not a big improvement with
moderate-size moduli. This is because batching is essentially a tradeoff: more
auxiliary operations in exchange for fewer full-strength exponentiations.

Since we are experimenting with batching in an SSL-enabled web server we
must focus on key sizes generally employed on the web, e.g., n = 1024 bits. We
also limit the batch size b to small numbers, on the order of b = 4, since collecting
large batches can introduce unacceptable delay. For simplicity of analysis (and
implementation), we further restrict our attention to values of b that are powers
of 2.

In this section we describe a number of improvements to batch RSA that
lead to a significant speedup in a batching web server.

3.1 Division Speedups

Fiat’s scheme presented in the previous section performs two divisions at each
internal node, for a total of 2b0—2 required modular inversions. Modular inversions
are asymptotically faster than large modular exponentiations [6]. In practice,
however, modular inversions are costly. Indeed, our first implementation (with
b =4 and a 1024-bit modulus) spent more time doing the inversions than doing
the large exponentiation at the root.

We present two techniques that, when combined, require only a single modu-
lar inversion throughout the algorithm. The cost is an additional O(b) modular
multiplications. This tradeoff gives a substantial running-time improvement.

Delayed Division. An important realization about the downward-percolation
phase given in Equation (2)) is that the actual value of m for the internal nodes
of the tree is consulted only for calculating my, and mgr. An alternative repre-
sentation of m that allows the calculation of my, and mgr and can be evaluated
at the leaves to yield m would do just as well.

We convert a modular division a/b to a “promise,” (a, b). We can operate on
this promise as though it were a number, and, when we need to know its value,
we can “force” it by actually computing b~ 'a.

Operations on these promises work in the obvious way (similar to operations
in projective coordinates):

a/b={(a,b) {a,b)" = (a®,b°)
¢ {a,b) = (ac,b) (a,b) - {¢,d) = (ac, bd)
(a,by/c = {a,bc) (a,b) / {c,d) = (ad, bc)
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Multiplications and exponentiations take twice as much work as otherwise, but
division can be computed without resort to modular inversion.

If, after the exponentiation at the root, we express the root m as a promise,
m <+ (m,1), we can easily convert the downward-percolation step in @) to
employ promises:

XR.)

mg < mX/(vI)fL “UR my, < m/mg (3)

No internal inversions are required. The promises can be evaluated at the leaves
to yield the decrypted messages.

Batching using promises requires b — 1 additional small exponentiations and
b—1 additional multiplications, one each at every inner node, and saves 2(b — 1)—
b = b — 2 inversions.

Batched Division. To reduce further the number of inversions, we use batched
divisions. When using delayed inversions (as described in the previous section)
one division is needed for every leaf of the batch tree. We show that these b
divisions can be done at the cost of a single inversion with a few more multipli-
cations.

Suppose we wish to invert three values z, ¢, and z. We can proceed as follows:
we form the partial products yz, xz, and zy; and we form the total product
xyz and invert it, yielding (zyz)~!. With these values, we can calculate all the
inverses:

1

o= (ye) - (ayr) ™ YT = () - (ayR) T '

2= (zy) - (ay2)7!
Thus we have obtained the inverses of all three numbers, at the cost of only a
single modular inverse along with a number of multiplications. More generally,
we obtain the following lemma:

. -1 _
Lemma 1. Let x1,...,2, € Zy. Then all n inverses xy",...,z "

tained at the cost of one inversion and 3n — 3 multiplications.

can be ob-

Proof. A general batched-inversion algorithm proceeds, in three phases, as fol-
lows. First, set Ay + x1, and A; < z; - A;_1 for i > 1. It is easy to see, by
induction, that

AZ':HQ?J‘ . (4)

Next, invert 4, = []z;, and store the result in B,: B, + (A4,)"! = Hazj_l
Now, set B; <— x;4+1 - Bi11 for i« < n. Again, it is easy to see that

j=1

Finally, set C; < By, and C; < A;_; - B; for i > 1. We have C; = By = 27",
and, combining ) and {B), C; = A;—1 - B; = a;i_l for ¢ > 1. We have thus
inverted each x;.
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Each phase above requires n — 1 multiplications, since one of the n values is
available without recourse to multiplication in each phase. Therefore, the entire
algorithm computes the inverses of all the inputs in 3n — 3 multiplications and
a single inversion. a

Batched division can be combined with delayed division: The promises at the
leaves of the batch tree are evaluated using batched division. Consequently, only
a single modular inversion is required for the entire batching procedure. We note
that the batch division algorithm of Lemma [[]can be easily modified to conserve
memory and store only n intermediate values at any given time.

3.2 Global Chinese Remainder

It is standard practice to employ the Chinese Remainder Theorem (CRT) in
calculating RSA decryptions. Rather than compute m + v? (mod N), one eva-
luates modulo p and ¢:

my, v;l” (mod p) My < v;l‘l (mod q)

Here d, = dmodp — 1 and d; = dmod g — 1. Then one uses the CRT [6]
to calculate m from m, and m,. This is approximately 4 times faster than
evaluating m directly [g].

This idea extends naturally to batch decryption. We reduce each encrypted
message v; modulo p and ¢. Then, instead of using a single batch tree modulo NV,
we use two separate, parallel batch trees, modulo p and ¢, and then combine the
final answers from both using the CRT. Batching in each tree takes between a
quarter and an eighth as long as in the original, unified tree (since the number-
theoretical primitives employed, as commonly implemented, take quadratic or
cubic time in the bit-length of the modulus), and the b CRT steps required
to calculate each m; mod N afterwards take negligible time compared to the
accrued savings.

3.3 Simultaneous Multiple Exponentiation

Simultaneous multiple exponentiation (see [§], §14.6) provides a method for cal-
culating a* - b¥ mod m without first evaluating a“ and b”. It requires approxi-
mately as many multiplications as does a single exponentiation with the larger
of u or v as exponent.

For example, in the percolate-upward step, V <+ VLER . VPFL, the entire
right-hand side can be computed in a single multiexponentiation. The percolate-
downward step involves the calculation of the quantity VLXL . Vgr", which can be
accelerated similarly.

These small-exponentiations-and-product calculations are a large part of the
extra bookkeeping work required for batching. Using Simultaneous multiple ex-
ponentiation cuts the time required to perform them by close to 50%.
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3.4 Node Reordering

There are two factors that determine performance for a particular batch of keys.

First, smaller encryption exponents are better. The number of multiplications
required for evaluating a small exponentiation is proportional to the number of
bits in the exponent. Since upward and downward percolation both require O(b)
small exponentiations, increasing the value of e = [] e; can have a drastic effect
on the efficiency of batching.

Second, some exponents work well together. In particular, the number of mul-
tiplications required for a simultaneous multiple exponentiation is proportional
to the number of bits in the larger of the two exponents. If we can build batch
trees that have balanced exponents for multiple exponentiation (Ey, and Er, then
X1, and XRg, at each inner node), we can streamline the multi-exponentiation
phases.

With b = 4, optimal reordering is fairly simple. Given public exponents
e1 < eg < ez < ey, the arrangement e;—e4—es—e3 minimizes the disparity between
the exponents used in simultaneous multiple exponentiation in both upward and
downward percolation. Rearranging is harder for b > 4.

4 Architecture for a Batching Web Server

Building the batch RSA algorithm into real-world systems presents a number of
architectural challenges. Batching, by its very nature, requires an aggregation of
requests. Unfortunately, commonly-deployed protocols and programs were not
designed with RSA aggregation in mind. Our solution is to create a batching
server process that provides its clients with a decryption oracle, abstracting
away the details of the batching procedure.

With this approach we minimize the modifications required to the existing
servers. Moreover, we simplify the architecture of the batch server itself by freeing
it from the vagaries of the SSL protocol. An example of the resulting web server
design is shown in Figure [1. Note that batching requires that the web server
manage multiple certificates, i.e., multiple public keys, all sharing a common
modulus N. We describe the various issues with this design in the subsections
below.

Web server Web server Web server Web server
process #1 process #2 process #3 process #4
using (N, 3) using (N, 5) using (N, 7) using (N, 11)

( Batch server process. Will batch any two distinct requests. )

Fig. 1. A batching web server using a 2-of-4 batching architecture
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4.1 The Two-Tier Model

For a protocol that calls for public-key decryption, the presence of a batch-
decryption server induces a two-tier model. First is the batch server process,
which aggregates and performs RSA decryptions. Next are client processes that
send decryption requests to the batch server. These client processes implement
the higher-level application protocol (e.g., SSL) and interact with end-user agents
(e.g., browsers).

Hiding the workings of the decryption server from its clients means that ad-
ding support for batch RSA decryption to existing servers (such as ApacheSSL)
engenders roughly the same changes as adding support for hardware-accelerated
decryption. The only additional challenge is in assigning the different public keys
to the end-users; here the hope is to obtain roughly equal numbers of decryp-
tion requests with each e;. End-user response times are highly unpredictable, so
there is a limit to the cleverness that may be usefully employed in the public
key distribution.

One solution that seems to work: If there are k keys (each with a correspon-
ding certificate), spawn ck web server processes, and assign to each a particular
key. This approach has the advantage that individual server processes need not
be aware of the existence of multiple keys. The correct value for ¢ depends on
factors such as the load on the site, the rate at which the batch server can
perform decryption, and the latency of the communication with the clients.

We discuss additional ways of accommodating workload unpredictability in
the next subsection.

4.2 Decryption Server Scheduling

The batch server performs a set of related tasks. It receives requests for decryp-
tion, each of which is encrypted with a particular public exponent e;; it aggrega-
tes these into batches as well as it can; it performs the batch decryption described
in Section Bl above; finally, it responds to the requests with the corresponding
plaintexts.

The first and last of these tasks are relatively simple I/O problems; the
decryption stage has already been discussed. What remains is the scheduling
step: Of the outstanding requests, which should we batch? This question gives
rise to a related one: If no batch is available, what action should we take?

We designed our batching server with three scheduling criteria: maximum
throughput, minimum turnaround time, and minimum turnaround-time vari-
ance. The first two criteria are self-evident; the third may require some mo-
tivation. Lower turnaround-time variance means the server’s behavior is more
consistent and predictable, and helps prevent client timeouts. It also tends to
prevent starvation of requests, which is a danger under more exotic scheduling
policies.

Under these constraints, a batch server’s scheduling should implement a
queue, in which older requests are handled first, if possible. At each step, the
server seeks the batch that allows it to service the oldest outstanding requests.

We cannot compute a batch that includes more than one request encrypted
with any particular public exponent e;. This immediately leads to the central
realization about batch scheduling: It makes no sense, in a batch, to service a
request that is not the oldest for a particular e;; substituting the oldest request
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for a key into the batch improves the overall turnaround-time variance and makes
the batch server better approximate a perfect queue.

Therefore, in choosing a batch, we need only consider the oldest pending
request for each e;. To facilitate this, the batch server keeps k queues );, one for
each key. When a request arrives, it is enqueued onto the queue that corresponds
to the key with which it was encrypted; this takes O(1) time. In choosing a batch,
the server examines only the heads of each of the queues.

Suppose that there are k keys, with public exponents ey, ..., ex, and that
the server decrypts requests in batches of b messages each. (We will see a reason
why we might want to choose k larger than b in Section[4.4], below.) The correct
requests to batch are the b oldest requests from amongst the & queue heads. If
we keep the request queues @; in a heap (see, for example, [3]), with priority
determined by the age of the request at the queue head, then batch selection
can be accomplished thus: extract the maximum (oldest-head) queue from the
heap; dequeue the request at its head, and repeat to obtain b requests to batch.
After the batch has been selected, the b queues from which requests were taken
may be replaced in the heap. The entire process takes O(blg k) time.

4.3 Multi-Batch Scheduling

Note that the process described above picks only a single batch to perform. It
would be possible to attempt to choose several batches at once; this would allow
more batching in some cases. For example, with b = 2, k = 3, and requests for
the keys 3-3-5—7 in the queues, the one-step lookahead may choose to do a 5-7
batch first, after which only the unbatchable 3—3 remain. A smarter server could
choose to do 3-5 and 3-7 instead.

The algorithms for doing lookahead are somewhat messier than the single-
batch ones. Additionally, since they take into account factors other than request
age, they can worsen turnaround-time variance or lead to request starvation.

There is a more fundamental objection to multi-batch lookahead. Performing
a batch decryption takes a significant amount of time; accordingly, if the batch
server is under load, additional requests will have arrived by the time the first
chosen batch has been completed. These may make a better batch available than
was without the new requests. (If the batch server is not heavily loaded, batching
is not important, as explained in Section E.4], below.)

4.4 Server-Load Considerations

Not all servers are always under maximal load. Server design must take different
load conditions into account.

Our server reduces latency in a medium-load environment as follows: we use
k public keys on the web server and allow batching of any subset of b of them,

for some b < k. This has some costs: we must pre-construct and keep in memory

the constants associated with (1;) batch trees, one for each set of e’s.

However, we need no longer wait for exactly one request with each e before
a batch is possible. For k keys batched b at a time, the expected number of
requests required to give a batch is

b
1
E[# requests] = k - Z ]
i=1

i+1 (6)
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Here we are assuming each incoming request uses one of the k keys randomly
and independently. With b = 4, moving from k = 4 to k = 6 drops the expected
length of the request queue at which a batch is available by more than 31%,
from 8.33 to 5.70.

The particular relationship of b and k can be tuned for a particular server. The
batch-selection algorithm described in Section [€2], above, has time-performance
logarithmic in k, so the limiting factor on k is the size of the kth prime, since
particularly large values of e degrade the performance of batching.

In low-load situations, requests trickle in slowly, and waiting for a batch
to be available may introduce unacceptable latency. A batch server must have
some way of falling back on unbatched RSA decryption. Conversely, if a batch is
available, batching is a better use of processor time than unbatched RSA. So, by
the considerations given in Section above, the batch server should perform
only a single unbatched decryption, then look for new batching opportunities.

Scheduling the unbatched decryptions introduces some complications. The
obvious algorithm —when requests arrive, do a batch if possible, otherwise do
a single unbatched decryption—Ileads to undesirable real-world behavior. The
batch server tends to exhaust its queue quickly. Then it responds immediately
to each new request, and so never accumulates enough requests to batch.

We chose a different approach, which does not exhibit the performance de-
generation described above. The server waits for new requests to arrive, with
a timeout. When new requests arrive, it adds them to its queues. If a batch
is available, it evaluates it. The server falls back on unbatched RSA decrypti-
ons only when the request-wait times out. This approach increases the server’s
turnaround-time under light load, but scales gracefully in heavy use. The timeout
value is, of course, tunable.

The server’s scheduling algorithm is given in Fig.

BATCH-SERVER()
1 while true
2 do REQUEST-WAIT-WITH-TIMEOUT()
3 if REQUESTS-ARRIVED()

4 then ENQUEUE-REQUESTS()
5 b < PICK-BATCH()
6 if b # NIL
7 then Do-BATCH(b)
8 else b« PICK-BATCH()
9 if b # NIL
10 then Do-BATcCH(b)
11 else r < PICK-SINGLE()
12 if r # NIL
13 then DO-SINGLE(r)

Fig. 2. Batch server scheduling algorithm



Improving SSL Handshake Performance via Batching 39
5 Performance

We measured the performance of the batch RSA decryption method described
in Section 3, and of the batch server described in Section H. These tests show a
marked improvement over unbatched RSA and SSL at standard key sizes.

Timing was performed on a machine with an Intel Pentium III processor
clocked at 750 MHz and 256 MB RAM. For SSL handshake measurements the
client machine (used to drive the web server) featured dual Intel Pentium III pro-
cessors clocked at 700 MHz and 256 MB RAM. The two machines were connected
via switched fast Ethernet. The underlying cryptography and SSL toolkit was
OpenSSL 0.9.5.

5.1 RSA Decryption

Since modular exponentiation is asymptotically more expensive than the other
operations involved in batching, the gain from batching approaches a factor-
of-b improvement only when the key size is improbably large. With 1024-bit
RSA keys the overhead is relatively high, and a naive implementation is slower
than unbatched RSA. The improvements described in Section[3 are intended to
lower the overhead and improve performance with small batches and standard
key-sizes. The results are described in Table [l In all experiments we used the
smallest possible values for the encryption exponent e.

batch key size
size 512 768 1024 1536 2048
(unbatched)|| 1.53 4.67 8.38 26.10 | 52.96
2 1.22 3.09 5.27 15.02 | 29.43
4 0.81 1.93 3.18 8.63 16.41
8 0.70 1.55 2.42 6.03 10.81

Table 1. RSA decryption time, in milliseconds, as a function of batch and key size

Batching provides almost a factor-of-five improvement over plain RSA with

= 8 and n = 2048. This is to be expected. More important, even with standard

1024-bit keys, batching improves performance significantly. With b = 4, RSA

decryption is accelerated by a factor of 2.6; with b = 8, by a factor of almost 3.5.

These improvements can be leveraged to improve SSL handshake performance.

At small key sizes, for example n = 512, an increase in batch size beyond

b = 4 provides only a modest improvement in RSA performance. Because of the

increased latency that large batch sizes impose on SSL handshakes, especially

when the web server is not under high load, large batch sizes are of limited utility
for real-world deployment.

5.2 SSL Handshake

To measure SSL handshake performance improvements using batching, we wrote
a simple web server that responds to SSL handshake requests and simple HTTP
requests. The server uses the batching architecture described in Section [@ The
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batch load
size 16 32 48
(unbatched)|| 105 98 98
2-0f-2 149 141 134
4-of-4 218 201 187
4-0f-6 215 198 185
8-0f-8 274 248 227

Table 2. SSL handshakes per second as a function of batch size. 1024 bit keys.

web server is a pre-forked server, relying on “thundering herd” behavior for sche-
duling [10] §27.6]. All pre-forked server processes contact an additional batching
server process for all RSA decryptions, as described in Section [l

Our multi-threaded SSL test client bombards the web server with concurrent
HTTP HEAD requests. The server sends a 187-byte response. Handshake through-
put results for 1024-bit RSA keys are summarized in Table 2 above. Here “load”
is the number of simultaneous connections the client makes to the server. The
“b-of-k” in the first column refers to a total of k£ distinct public exponents on
the server where any subset of b can be batched. See Section [4.4].

The tests above measure server performance under a constant high load, so
moving from k = 4 to k = 6 provides no advantage.

Batching is clearly an improvement, increasing handshake throughput by a
factor of 2.0 to 2.5, depending on the batch size. At better than 200 handshakes
per second, the batching web server is competitive with hardware-accelerated
SSL web servers, without the need for expensive specialized hardware.

6 The Downside of Batch SSL

As we saw in previous sections, batching SSL handshakes leads to a significant
improvement on the web server. Nevertheless, there are a few issues with using
the batching technique. Below, we discuss these issues, by order of severity.

1. When using batching, the web-server administrator must obtain multiple
certificates for the web site. In the previous section we gave the example of
obtaining four or six certificates (all using the same RSA modulus). We note
that these certificates are used by the same site and consequently have the
same X.500 Distinguished Name. In an ideal world, Certificate Authorities
(CA’s) would issue multiple certificates (using a single RSA modulus) for
the same site at no extra charge. Unfortunately, currently CA’s charge per
certificate regardless of whether the certificate is for the same site.

2. Batching relies on RSA with very small public exponents, namely e =
3,5,7,11, etc. Although there are no known attacks on the resulting hands-
hake protocol, web sites commonly use a slightly larger public exponent,
namely e = 65537. This is not a serious concern, but is worth mentioning.

3. One might wish to further speed up batching by using a commercial off-the-
shelf crypto hardware accelerator. This works fine—the accelerator can be
used to perform the full RSA decryption at the top of the batching tree.
However, the main CPU has to perform all the other computations involved
in batching. The main CPU has to percolate values up the tree and back
down the tree. Consequently, when using batching, the CPU has to work
harder per handshake, compared to regular RSA, where the entire decryption
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is done on the card. Hence, although handshake time is reduced, the CPU
has less time for other web tasks. Ideally, one would expect the accelerator
card to perform the entire batching process.

7 Conclusions

We presented the first implementation of batch RSA in an SSL web server. Our
first set of results describes several substantial improvements to the basic batch
RSA decryption algorithm. We showed how to reduce the number of inversions
in the batch tree to a single inversion. We obtained a further speedup by proper
use of the CRT and use of simultaneous multiple exponentiation.

We also presented an architecture for building a batching SSL web server.
The architecture is based on using a batch server process that functions as a fast
decryption oracle for the main web server processes. The batching server process
includes a scheduling algorithm to determine which subset of pending requests
to batch.

Our experiments show a substantial speedup to the SSL handshake. We hope
these results will promote the use of batching to speed up secure web servers.
We intend to make our code available for anyone wishing to experiment with it.
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Appendix A: Impossibility of Batching with a Single
Public Key

Fiat showed that when using relatively prime public exponents eg, e, with a
common modulus, it is possible to batch the decryption of vy, vy. The fact that
batching only works when different public exponents are used forces batching
web servers to manage multiple certificates. It is natural to ask whether one
can batch the decryption of two ciphertexts encrypted using the same RSA

public key. More precisely, can we batch the computation of v}/ “ and v%/ “? We
show that batching using a single public key is not possible using arithmetic
operations.

Given an RSA public key (IV, e) we say that batch decryption of ciphertexts
v1, U9 is possible if there exist rational functions f, g1, go over Zy and an integer
m such that

v/ = gi(A,v1, ) ; v/ = ga(A v, va)  where A= [f(“h”?)]l/m

For efficiency one would like the functions f, g1, g2 to be of low degree. Fiat
gives such f, g1, go when relatively prime exponents e, e are used. Fiat uses
m = e; - ea. Note that batch RSA works in any field —there is nothing specific
to ZN.

We show that no such f, g1, g2, m exist when a single public key is used. More
precisely, we show that no such expressions exists when all arithmetic is done in
characteristic 0 (e.g., over the rationals). Since batching is generally oblivious to
the underlying field, our inability to batch in characteristic 0 indicates that no
such batching exists in Zy either.

Let Q be the field of rational numbers, and v,v2 € Q. The existence of g1,

g2 implies that Q[vi/e,v;/e] is a subfield of Q[A] for all vy, ve. This cannot be,
as stated in the following lemma:

Lemma 2. Foranye > 1 and f, g1, g2, m as above, there exist vi,ve € Q such

that Q[Ui/e,v;/e] is not a subfield of Q[f(v1,v2)"/™]

Proof Sketch. Let f,g1,92, m be a candidate batching scheme. Let v, v2 be di-

stinct integer primes and set A = f(v1,v2). We show that Q[v%/e,v;/e] is not a

subfield of Q[A'/™]. Consequently, f, g1, g2, is an invalid batching scheme.

Let K = Q[vi/e,v;/e] and L = Q[A'™]. We know that [K : Q] = €.
Similarly [L : Q] = m’ for some m’ dividing m. Assume, towards a contradiction,
that K is a subfield of L. Then [K : Q] divides [L : Q]. Hence, e divides m.

Define L( as an extension of L by adjoining a primitive m’th root of unity.
Then Ly is a Galois extension of Q. Similarly, let Ky be an extension of K
by adjoining a primitive m’th root of unity. Then K is a Galois extension of
Q (since by assmuption e divides m). Observe that if K C L then Ky C L.
Consequently, to prove the lemma it suffices to show that Ky € Ly.

Let T be an extension of Q obtained by adjoining a primitive m’th root
of unity. Then K, and Ly are Galois extensions of T. To show that K is not
contained in Ly we consider the Galois group of Ky and Ly over T.

Let G be the Galois group of Ky over T and let H be the Galois group of
Lo over T. If Ky C Lg then the fundamental theorem of Galois theory says that
there exists a normal subgroup Hy of H such that G = H/Hy. Hence, it suffices
to prove that G does not arise as a factor group of H.

The lemma now follows from the following three simple facts:
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1. The Galois group G is isomorphic to Z, X Z..

2. The Galois group H is isomorphic to Z,,.

3. For any pair m’, e the group Z,,, does not have a factor group isomorphic
to Ze X Ze.

Fact 3 follows since all factor groups of Z,, are cyclic, but Z, x Z, is not. O

To conclude, we note that the proof shows that any batching scheme f, g1,
g2, m will fail to work correctly in characteristic 0 for many inputs vy, vs.
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Abstract. We show how to construct a practical secure signature pad-
ding scheme for arbitrarily long messages from a secure signature pad-
ding scheme for fixed-length messages. This new construction is based
on a one-way compression function respecting the division intractability
assumption. By practical, we mean that our scheme can be instantia-
ted using dedicated compression functions and without chaining. This
scheme also allows precomputations on partially received messages. Fi-
nally, we give an instantiation of our scheme using SHA-1 and PKCS #1
ver. 1.5.

Keywords: Digital signature, padding scheme, provable security, atomic
primitive, RSA, hash-and-sign, division intractability, smooth numbers.

1 Introduction

A common practice for signing with RSA is known as the hash-and-sign pa-
radigm. First, a hash or redundancy function, which usually consists of a com-
pression function and a chaining function, is applied to the message. Then some
padding is added to the result, and this value is exponentiated using the sig-
nature exponent. This is the basis of several existing standards many of which
have been broken (see [Mis98] for a survey).

Security reductions for RSA signature padding schemes are presented in
[CKNOO]. These reductions permit to go from fixed-length messages to arbitrary-
length messages RSA signature padding schemes. Moreover, these new schemes
also allow one to make precomputations on partially received messages, as in the
case of IP packets, which are typically received in a random order. In [CKNO0],
a hash function p is an atomic primitive that is assumed to be a secure padding
scheme for RSA. However, i takes a k+ 1 bit input and returns a k bit output
where k is the length of the RSA modulus. This particularity of the scheme is
not significantly modifiable: the bit length of the y output has to have about the
same bit length as the RSA modulus. This limitation on the choice of i forces
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either to instantiate it with a non-dedicated hash function, or with a dedicated
hash function that uses both compression and chaining primitives.

In this paper, with a similar construction, we give a practical instantiation
based on the compression function of SHA-1 without any chaining function. Our
solution has the great advantage over [CKNOQ] of removing the relation of the
length of p output to the length of the RSA modulus. We are able to achieve
this result simply by making an additional assumption about u, namely division
intractability. This property is slightly stronger than collision intractability.

2 Definitions

2.1 Signature Schemes
The following definitions are based on [GMRSS].

Definition 1. A digital signature scheme is defined by the following:

— The key generation algorithm Gen is a probabilistic algorithm which given
1%, outputs a pair of matching public and secret keys, (pk, sk).

— The signing algorithm Sign takes the message m to be signed and the secret
key sk and returns a signature s = Signgi(m). The signing algorithm may
be probabilistic.

— The verification algorithm Verify takes a message m, a candidate signature
s' and the public key pk. It returns a bit Verify(m,s'), equal to 1 if the
signature is accepted, and 0 otherwise. We require that if Signsp(m) was
indeed assigned to s, then Verify(m,s) = 1.

2.2 Security of Signature Schemes

The security of signature schemes was formalized in [GMRSE] for the asymptotic
setting. We will prove security against existential forgery by adaptive chosen
plaintext attackers. The following definitions for the exact security of signature
schemes are taken from [BRI6].

Definition 2. A forging algorithm F' is said to (t,¢sign,€)-break the signature
scheme given by (Gen, Sign, Verify) if after at most ¢sign adaptively chosen
signature queries and t processing time, it outputs a valid forgery with probability
at least €. The probability is taken over the random bits of F', and given that the
random bits in the signature are correctly distributed.

Definition 3. A signature scheme (Gen, Sign, Verify) is (¢, gsign,€)-secure if
there is no forging algorithm which (t, ¢sign, €)-breaks the scheme.

To construct p from a dedicated hash function without chaining, we make
an additional assumption, which is strong but constructible. We use a definition
of [GHRY9] slightly modified for our purposes.
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Definition 4. Let H; be a collection of compression functions that map strings
of length t into strings of length l. Such a collection is said to be division in-
tractable if for u € Hy, it is infeasible to find distinct inputs X1, ..., X,,,Y such
that w(Y) divides the product of the u(X;)’s. Formally, for every probabilistic
polynomial time algorithm A, there exists a negligible function negl() such that:

A(M) = <X17 8] Xn7Y>
Pr |st. Y #X; fori=1,..,n, = negl(l)
HEHLT and (YY) divides the product [T, #(X;) mod 2¢

If 1 is randomized, the adversary A can choose both the input and the ran-
domness. Given a randomly chosen function p from Hj, A needs to find pairs
(R1,X1)y ooy (Rny Xn)y (RY) such that Y # X, for i = 1,..,n, but u(R,Y)
divides the product [, u(R;, X;) mod 2'.

2.3 The RSA Cryptosystem

The RSA cryptosystem can be used to obtain both public key cryptosystems
and digital signatures [RSATS].

Definition 5. The RSA cryptosystem is a family of trapdoor permutations. It
is specified by:

— The RSA generator RSA, which on input 1%, randomly selects 2 distinct
k/2-bit primes p and q and computes the modulus N = p - q. It randomly
picks an encryption exponent e € Z(’;(N) and computes the corresponding

decryption exponent d such that e - d = 1 mod ¢(N). The generator returns
(N,e,d).

— The encryption function f : Z% — Z% defined by f(x) = x° mod N.

— The decryption function f~1: Zy — Z% defined by f~'(y) = y? mod N.

2.4 A Practical Standard RSA Signature Scheme

Let © be a randomized compression function taking as input a message of size
t, using r random bits, and outputting a message digest of length I:

p:{0,1}" x {0,1}¢ — {0,1}!

and enc be an encoding function taking as input a message digest of size [, and
outputting an encoded message of length k:

enc:{0,1}" — {0, 1}*
Overall:
encop:{0,1}" x {0,1}" — {0,1}*

We consider in Figure 1 the classical RSA signature scheme (Gen, Sign,
Verify) which signs fixed-length ¢-bits messages. This is a modification of
[CKNOO| Figure 1].
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SYSTEM PARAMETERS
an integer k > 0
a function p : {0,1}" x {0,1}* — {0,1}
a function enc: {0,1}' — {0,1}*
KEY GENERATION : Gen
(N,e,d) < RSA(1%)
public key: (N, e)
private key: (N, d)
SIGNATURE GENERATION : Sign
R +y {07 1}r
m € {0,1}*
y < enco pu(R,m)
return <R, y? mod N>
SIGNATURE VERIFICATION : Verify
y < z° mod N
y' < enco u(R,m)
if y = ¢ then return 1 else return 0

Fig. 1. The classical RSA scheme using enc o u for signing fixed-length messages

3 The Improved Construction

We construct in Figure 2 a new signature scheme (Gen', Sign’, Verify') using
the function enco p. The new construction allows the signing of messages of size
2%(t — a) bits where a is between 0 and ¢ — 1. This is a modification of [CKNOO!
Figure 2].

Theorem 1. Fiz e such that for all negl(l) functions, € > negl(l), and suppose
that gsign and t are polynomial in 1. For a fized negl(l) function, if the signature
scheme (Gen, Sign, Verify) is (t, gsign, €)-secure and if v is negl(l)-division in-
tractable, then the signature scheme described in Fig. 2 (Gen',Sign',Verify')
is (t', gsign, €)-secure, where:

t=1t—2" qgign - O (t?)

proof: Suppose there is a forger F” that (t', ¢sign,)-breaks the scheme (Gen/,
Sign',Verify'). Then, we can construct a forger F' that (t,gsign,e)-breaks the
scheme (Gen, Sign, Verify) using F’. The forger F' has oracle access to a signer
S for the scheme (Gen, Sign,Verify) and its goal is to produce a forgery for
(Gen, Sign, Verify).

The forger F' answers the queries of F/. When F’ needs the signature of the

4§t message m7, I queries S to obtain the signature s; of o; (refer to Fig. 2).
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SYSTEM PARAMETERS
an integer k > 0
an integer a € [0,k — 1]
a function g : {0,1}" x {0,1}* — {0,1}
a function enc : {0,1}' — {0,1}*
KEY GENERATION : Gen'
(N,e,d) < RSA(1%)
public key: (N, e)
private key: (N, d)
SIGNATURE GENERATION : Sign’
Split the message m into b blocks of size k — a bits
such that m = m/[1]|]...||m[b]
R; +vu {0, 1}T for 1 = 17 7b
o — Hi’:l (R, ||m[i]) mod 2°
where ¢ is the a-bit string representing ¢
R<+vu {0, 1}T
y <+ enco u(R, )
return <R7 (R;),y® mod N>
SIGNAT