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ABSTRACT 

 
Microscopic examination is essential for Breast cancer which is the most common cancer 

among women worldwide. Finding clinical assessment hints to make accurate diagnoses during a 

pathology examination involves laboriously going through tissue photos at various magnification 

levels. Experts may also disagree as a result of personally examining breast cancer cases. 

Technological developments in digital imaging allow for the evaluation of pathology pictures 

through the use of computer vision and deep learning techniques, potentially automating a number 

of jobs within the diagnostic pathology process. Reducing observer variability, increasing 

objectivity, and obtaining quick and accurate quantification might all be facilitated by such 

automation. While deep learning techniques provide remarkable results in classification tasks 

involving histopathology pictures of breast cancer, current state-of-the-art algorithms are either 

computationally costly or only distinguish between binary or multi classes. Models that combine 

both binary and multiclass classification do not outperform ours model for multiclass in terms of 

performance accuracy. Furthermore, a small number of current models that achieve high 

performance accuracy are dependent on different magnification factors, rendering the model 

dependent. 

Our primary contribution to this work is the implementation of the YOLOv5 (You Only 

Look Once) model with ResNet feature extractor, which is built on the CSP-Darknet53 backbone 

with the ResNet block incorporated after its backbone in order to extract complex hierarchical 

features from histopathological images for Breast Cancer classification. Additionally, we trained 

the model using images from all magnification factors, which makes it independent from 

magnification and increases its generalizability. It can detect BC from images acquired at various 

magnifications (10X, 200X, 400X, and 100X). Experiments indicate that an 80% and 20% ratio of 

training testing yields the optimum accuracy performance. The suggested model has a 99% binary 

class accuracy, a 98% malignant class accuracy, and a 97% benign class accuracy. 

Keywords: Breast Cancer, Classification, Histopathological images, Resnet, YOLO. 
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CHAPTER 1 

 

Introduction 

 

 

1.1 Overview: 

Breast cancer (BC) is caused by aberrant growth of cells that results in benign or malignant 

tumors in the breast. Effective therapy depends on early discovery achieved by self-examination 

and medical exams. BC is still a major issue in the world today, despite progress, and Pakistan is 

particularly challenged because of cultural differences. For patients with BC, an early and accurate 

diagnosis is critical to improving their prognosis and increasing their survival rate by 30% to 50%. 

When compared to other imaging modalities, histopathological imaging (HI) is more often utilized 

for the identification of BC. Nevertheless, there are three main drawbacks to manual histopathology 

image analysis. Firstly, in many underdeveloped nations, there is a dearth of experienced 

pathologists in healthcare institutions. Second, pathologists find the process laborious and time-

consuming. As a result, pathologists working on picture analysis may become tired and pay less 

attention. Ultimately, artificial intelligence-driven automated solutions are becoming essential for 

precise and timely BC diagnosis. Therefore, computer-aided diagnostic methods might be utilized 

as a second opinion to examine the histopathological pictures for BC in order to solve the 

aforementioned constraints. 
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1.2 Cancer:  

Despite remarkable current advances in diagnosis and treatment, cancer continues 

constituting a massive public health problem around the world. Hippocrates who is known as 

“Father of Medicine” [1] was the first who used the term "cancer" about 400 BCE, and according 

to his explanation it was caused by an imbalance of the body's humors, which include black bile, 

blood, yellow bile, and phlegm [2]. This was a pioneering effort to comprehend the illness.  

Cancer is defined as group of disorders characterized by excessive cell multiplication and 

its dissemination throughout the body. The human body's regular cells divide to produce new cells 

when the body needs them for maintenance or replacement. Normal cells eventually die, while 

malignant cells behave improperly because of cell mutations that push out normal cells [1]. These 

cells have the ability to infiltrate and kill healthy tissues and organs, leading to life-threatening 

illnesses or even death if treatment is not provided. It emerges when genetic anomalies occur in 

healthy cells, leading to malfunctions in the mechanisms governing cell division and proliferation.  

These mutations can be hereditary or picked up over the course of a person's lifetime due 

to a number of different conditions, including exposure to carcinogens (such as tobacco smoke, 

certain chemicals, exposure to radiation), persistent inflammation, or specific infections. Cancer 

remains a major global public health concern despite amazing recent advancements in detection 

and treatment. As reported by the World Cancer Research Fund (WCRF), there has been a 20% 

increase in the past ten years, and until 2030, 27 million more instances of this illness are expected 

to occur [3].  There are several more types of cancer, including lung, colorectal, prostate, and breast 

cancer. Different medicines are required for each form of cancer due to their distinct behaviors. 

1.3 Breast Cancer: 

One of the deadliest kinds of cancer and one of the most prevalent is BC. Both males and 

females can be diagnosed with this disease, but most commonly females are diagnosed with this 

type of cancer. In United States, BC is the second most common leading cancer in women. 

Approximately 1 in 8 women and 1 in 833 men in the U.S may get invasive BC at some point in 

their lives [4].                 
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BC arises from the uncontrolled growth and reproduction of abnormal cells in the breast, 

which lead to the formation of a tumor that can infiltrate surrounding tissues and spread to other 

parts of the body. The breast is composed of three main components: lobules, ducts, and connective 

tissue. The lobules act as the milk-producing glands, the ducts are the tubes that carry milk to the 

nipple, and the connective tissue holds everything together and forms the actual breast. Usually, in 

BC cancerous cells begin to grow in the lobules and ducts. Most often, BC grows to other areas of 

an impacted breast, then to the lymph nodes nearby. If cancerous cells manage to enter the 

lymphatic system, they may extend to other body parts.  

BC is highly deadly and prevalent. Breast lumps and changes in breast size and form are 

among the symptoms of BC. Irregular growth of cells in the breast forms a mass or lump which is 

basically called tumor. It usually develops when cells do either proliferate beyond the natural limits 

or they fail to die when they should ought to. This tumor can be categorized in two types. 

Depending on important factors likewise size, perimeter, density, gradient, and texture, a tumor 

may be malignant (cancerous) or benign (non-cancerous) [5]. 

A non-cancerous cell growth in the breast is called a benign breast tumor. They are often 

"innocent," slow-growing, confined, and do not infiltrate adjacent tissues or spread to other regions 

of the body, they are frequently assumed to be innocuous when found in breast tissue. Even while 

it could get bigger, it usually doesn't endanger life. Benign tumors don't spread malignancy. They 

are incapable of invading neighboring tissues or spreading to other organs [6].  

They are frequently find enclosed, that is, inside a clearly defined limit or capsule. They are 

non-invasive because of this confinement. These cells act similarly to normal cells. Compared to 

malignant cells, they usually show less change in size and form. While some can only be found 

through imaging testing, others may feel like a lump in the breast. Under a microscope, they may 

have a more consistent and uniform look and develop more slowly. The course of treatment differs 

and may include surgical excision of big or symptomatic tumors, aspiration of cysts, or observation. 

A malignant breast tumor poses a greater risk to one's health since it is cancerous, which 

means it can spread to other regions of the body and invade surrounding tissues. It calls for 

immediate and thorough medical attention. It is more dangerous because it can migrate to other 

regions of the body, develops more quickly, and invades nearby tissues. Because they are invasive, 
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malignant tumors have the ability to invade nearby tissues [6], including lymph nodes and has the 

capacity to travel via the lymphatic or circulatory systems to other organs.  

Malignant tumor cells frequently have aberrant characteristics, such as atypical sizes and 

shapes. They could also divide at a faster pace. Angiogenesis, the process of creating new blood 

vessels to feed nutrients and promote the fast development of cancer cells, is stimulated by cancer 

cells. They might show up as skin changes, nipple discharge, breast alterations, or lumps or 

thickenings in the breast. Usually, a mix of surgery, chemotherapy, radiation treatment, hormone 

therapy, or immunotherapy is used to treat malignant breast tumors. Tumor size, stage, and 

molecular features are among the variables that determine the particular therapy strategy. 

The pink ribbon has evolved into the global representation of BC. From age of forty, every 

woman should get a medical examination and mammography every two years. A key factor in the 

early diagnosis of the illness is self-examination for breast abnormalities or lumps. An estimated 

2,800 men and 297,790 women will receive an invasive BC diagnosis in 2023 [4]. The World 

Health Organization (WHO) projected that 19.3 million new cases of BC will be detected globally 

in 2025. Research indicates that 1 in 9 women will likely get BC at some time in their lives, and 

that 77% of invasive BC cases affect women over the age of 50. However, if the disease is detected 

early, survival rates are close to 90%. 

Fig: 1.1: Breast cancer rate in Pakistan 
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Cancer is a very concerning health issue in Pakistan as well. As seen in fig: 1.1, Pakistan 

had greater diagnosis rates for BC in 2020 when compared to other nations. Unfortunately, because 

of the shame associated with it, BC is not a significant topic of conversation in Pakistan. Over 

83,000 instances of BC are thought to be recorded annually. Approximately 40,000 women in 

Pakistan lose their lives to this terrible illness each year [7]. Compared to the other cancer kinds in 

Pakistan illustrated in fig: 1.2, BC is the most common cancer in women in 2020. 

 Despite the fact that cancer is more common in industrialized nations, the death rate from 

the disease is comparatively greater in developing nations because of barriers to early detection 

and other limitations that impoverished women confront while trying to utilize advancements in 

medical technology. "Developing effective and affordable approaches to the early detection, 

diagnosis, and treatment of BC among women living in less developed countries is an urgent need 

in cancer control today," according to Dr. Christopher Wild, director of the International Cancer 

Research Center (IARC) [8].   

Since at least 3,000 to 2,500 BCE, people have been aware of BC and have attempted to 

treat it. BC was usually identified back then by post-mortem autopsy or surgery. The development 

of more advanced techniques for detecting BC did not begin until the middle of the 1800s. Through 

the use of microscopy, various tumor kinds' cells may be examined in more depth, leading to more 

precise tumor diagnoses. Eventually, the first X-ray was taken in 1895, which paved the way for 

Fig 1.2: Breast cancer in females 
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the adoption of mammograms as a non-invasive way to image cancer [9]. It is now far easier to 

identify cancer early on and research its progression because to these technological advancements. 

Due to its aggressiveness and high death rate BC is most prevalent type of cancer. It is 

impossible to exaggerate how crucial early and accurate diagnosis is to bettering patient outcomes 

and increasing survival rates. Early diagnosis can help medical professionals create customized 

treatment plans for patients based on the distinctive characteristics of the cancer. This might entail 

determining the best course of action, modifying dose, and employing targeted therapies based on 

the molecular profile of the malignancy. Also reducing the death rate requires early detection. 

Current medical procedures include the use of effective screening and diagnosis methods 

including mammography, magnetic resonance imaging (MRI), CT scanning, and fine needle 

aspiration cytology (FNAC) to achieve early detection of BC. A lack of sensitivity for an in-depth 

assessment of cancerous areas and the identification of benign, malignant cancer subtypes is a 

drawback of current screening techniques. A biopsy is the only procedure that can accurately 

identify BC. During this invasive procedure, a small breast tissue sample is extracted to be 

examined under a microscope to determine if a suspicious area in the breast is benign or malignant 

(cancerous). This examination of the tissue's diseased area under a microscope for carcinogenic 

regions detection is referred as Histopathology.   

The development of the microscope facilitated advancements in the study of 

histopathology. It is recognized as the gold standard in the diagnosis of tumors. Images from 

histopathology may be more sensitive to the differences between malignant and benign cancer 

subtypes. However, because histological images contain complex visual patterns, they are 

challenging for a pathologist to examine. Many patients are recommended for cancer biopsies at 

major hospitals, which generates vast amounts of complex data that are challenging for a human 

specialist to manage manually. Thus, automated techniques for BC subtype categorization are 

necessary. 

Computer-Aided Diagnosis (CAD) systems have become common place in pathology 

laboratories' everyday operations due to factors including significant advancements in image 

processing algorithms, reduced storage costs, and significant increases in available computer 

power. As noted by Zewdie et al. [10], CAD technologies are desperately needed to reduce 
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pathologists' burden. Tumor pictures are quickly analyzed by CAD systems, which then divide 

them into groups that are malignant, benign and subgroups. Thus, these technologies offer a prompt 

and accurate diagnostic opinion, assisting the pathologist in making the ultimate decision. 

Artificial intelligence (AI) is going to be extremely important in the diagnosis of cancer 

because it can analyze large amounts of data and spot trends that may be hard for human 

professionals to see. Digital tissue histopathology has recently become viable with the use of digital 

image analysis AI, and machine learning (ML) approaches. While digital microscopy has 

advanced, ML models have gained popularity for the detection of cancer. Using ML CAD model 

was created in 1993 by Street et al. [11]. In recent years, there has been a growing use of computer 

vision (CV) and deep learning (DL) techniques to medical image analysis, providing a powerful 

tool for BC detection and classification.   

Survival rate can be increased by early detection and this will reduces the death rate which 

is crucial, but if detected early enough, 95% of instances of breast cancer are curable [12]. Given 

the evidence that a timely diagnosis may significantly lower the risk of dying from breast cancer, 

it is critical that diagnosis algorithms, like image classifiers, maintain becoming more accurate in 

order to prevent further declines in the number of deaths from BC. BC deaths may eventually come 

to an end if advances in early detection and diagnosis technology are maintained. In order to 

increase the number of lives saved from BC, this study explores the creation of an image 

classifier/CAD with the goal of increasing the accuracy diagnosis.  

1.4 Purpose of Study:  

The goal of this study is to create an automatic image classifier/CAD that can classify breast tumor 

is benign or malignant and can further divide the tumors into eight groups: four of which are benign 

and the other four of which are malignant, to support pathologists for BC classification job, 

reducing inter and intra expert variability and leading to a quicker, more objective, and consistent 

diagnosis. Image classification is assigning a whole image to one of a number of predetermined 

classes. Most of research conducted focuses either on binary classification but that’s not enough to 

get better insights or magnification dependent multiclass classification. By binary classification the 

identification and treatment of some aggressive subtypes of BC maybe delayed. Certain subtypes 

which exhibit fast advancement towards certain treatments, can require precise and quick 
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treatment. Subclassification is necessary in order to identify these aggressive subtypes quickly. 

Multiclassification aids in improved treatment planning and assessment of risk for pathologists and 

oncologists but magnification dependent models cannot perform in generic case. Many attempts 

have done for developing a more consistent and robust system for BC diagnosis. With this aim, the 

classifier in this study employs annotated histopathological pictures acquired from excisional 

biopsies since they are the most useful image type for categorizing tissues 

from.publicly.available.Histopathological Image Classification (BreaKHis) dataset [6], which was 

created specifically with this goal in mind.  

1.5 Proposed work:  

We have developed an integrated magnification independent DL model, using proposed 

model You Only Look Once 5th variation (YOLOv5) with an additional ResNet block for learning 

for complex representations, for the classification of BC into benign, malignant classes and further 

sub type classification from Histopathological images. Using a publicly available dataset of BC 

cases, the efficiency of the proposed system is evaluated. We have also trained, evaluated and 

compared other models like ResNet50, InceptionV3, and InceptionResNetV2 performance with 

our proposed model. And found our model is outperforming these models.  

Our main Contribution:  

I. A modified YOLO model is proposed for magnification independent classification of 

Breast cancer and the findings demonstrate that our recommended method outperforms 

existing state-of-the-art procedures and achieves high accuracy. 

II. As far as we are aware, no research has been done on the automated categorization of BC 

subclasses using the YOLOv5 model from histopathological photos. 

1.6 Summary: 

Section 1.2 highlights the disease of cancer and how deadly this disease is. Section 1.3 

highlights about BC, how its affecting world widely. What advancements are being used for 

diagnosis of BC and the role of AI in cancer diagnosis. Section 1.4 discusses about why this study 

is conducted, the purpose behind it and then section 1.5 describes the solution of the 

aforementioned goal.  
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CHAPTER 2 

 

BACKGROUND 

 

 

2.1 Overview 

BC has a highly death rate in women and its early detection can increase the survival rate. 

For detection different screening techniques are being used to detect cancer at an earlier stage. 

Women of age 40 or above must go for screening to diagnose if they are suffering with BC. Various 

imaging techniques have been proposed for early detection of BC. If a patient is diagnosed with 

malignancy in early screening, then biopsy is performed which is considered as a definite way for 

diagnosing. It’s an invasive method which can lead the patient to feel a minor pain because a tissue 

is removed from the breast for the further diagnosis of it in lab under the microscope. With the 

passage of time diagnosis procedures keep on improving. Now CAD models are being used for BC 

diagnosis which are considered as second opinion to check the decision of pathologist. As reading 

a histopathology image is a complex task and time consuming so with the advent of ML and DL a 

lot of work is being done to improve the CADs performance to better assist the radiologist. This 

cutting-edge technology allows for more individualized and nuanced diagnosis in addition to 

increasing accuracy. 
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2.2 Breast Cancer 

In U.S, BC is the second most common leading cancer in women. To prevent, diagnose and 

treat the BC different researches are being done by the researchers all over the globe. It is a type of 

cancer which begins in cells of breast. Both males and females can be diagnosed with this disease, 

but most commonly females are diagnosed with this type of cancer. Irregular growth of cells in the 

breast forms a mass or lump which is basically called tumor. It usually develops when cells do 

either proliferate beyond the natural limits or they fail to die when they should ought to. This tumor 

can be categorized in two types. Depending on important factors likewise size, perimeter, density, 

gradient, and texture, a tumor may be malignant (cancerous) or benign (non-cancerous) [5].  

Benign tumors are often regarded as harmless when discovered in breast tissue since they 

are generally "innocent," slow-growing, localized, and do not spread to other regions of the body. 

A malignant tumor is another word for cancer: a lesion that can migrate to distant locations and 

eventually can cause death (metastasize) or infiltrate and destroy nearby structures (locally 

invasive) [6]. It is more dangerous because it can migrate to other regions of the body, develops 

more quickly, and invades nearby tissues.  

BC is highly deadly and prevalent. With 12% of newly diagnosed cases per year, BC 

accounted for the most frequent cancer form worldwide as of 2021. 15% of those cases include 

women who have been diagnosed with BC and have a family member who also has the disease. 

85% of them have no family history. Approximately 1 in 8 women and 1 in 833 men in the United 

States may get invasive BC at some point in their lives. Of all malignancies, BC has the second-

highest mortality rate among females in the United States [4]. As anticipated by the (WHO), 19.3 

million instances of BC would be diagnosed worldwide in 2025.  

After lungs cancer, it's second common and deadly cancer relates to women in the high 

developed nations, and causes high deaths than any of the other disease. Early detection of BC  

improve treatment outcomes [13]. Because early-stage tumors are frequently more localized, less 

aggressive treatments, targeted medications, and surgical procedures may be more effective in 

treating them. Survival rate can be increased by early detection and this will reduces the death rate 

which is crucial, but if detected early enough, 95% of instances of BC are curable [12]. 
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2.3 Evolution of BC from Ancient Beliefs to Modern Breakthroughs 

Cancer is.as ancient.as humanity [9], In ancient Egypt, there were the first documented 

reports of BC. The Edwin papyrus, which may date back to 2500–3000 BCE, describes how to 

cure BCs with “fire drill” which is a tool that is used for burning the skin to eliminate the diseased 

tissue in a number of situations when the tumors were developing in the breast [2]. At the time, the 

illness was thought to be incurable. 

Hippocrates who is known as “Father of Medicine” [1] was the first who used the term 

"cancer" about 400 BCE, and according to his explanation it was caused by an imbalance of the 

body's humors, which include black bile, blood, yellow bile, and phlegm [2]. This was a pioneering 

effort to comprehend the illness. There was a thought in the past that menopause may cause cancer, 

this is considered because cancer is more likely to grow as one ages [2]. This viewpoint, meanwhile, 

was predicated on a metered understanding of medicine at the time. In 1680, Francois put out an 

alternative theory, speculating that cancer may have resulted from the body's lymphatic fluids 

becoming acidic [14]. 

Gendron expanded on lymphatic hypothesis by stating that the mixing of lymph with nerve 

and glandular tissue might result in cancer [14]. During this time, a number of ideas that attempted 

to explain the causes of BC emerged, which was indicative of the medical community's continuous 

search for answers. Ramazzini proposed the fascinating theory that nuns' contributed to an 

increased incidence of BC in 1713 [14]. Although it may sound unconventional, the theory that 

hormonal changes during pregnancy, delivery, and nursing might actually protect against BCs is 

supported by current research [15].  

An Italian physician, used a different tack and claimed that curdled milk in the breast was 

the cause of BC [14]. This hypothesis illustrates the range of opinions in the historical knowledge 

of the origin of BC and was developed by the analysis of hundreds of patient autopsy1 [14]. 

Johannes postulated an alternative theory in which pus-filled inflammations might result in BC. 

These theories show the variety of conjectures that have been made about BC throughout history. 

 
1 A post-mortem exam is performed to determine the severity of the illness or the reason of death. 
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A psychological component was added to the discussion by a French surgeon by claiming 

that depression-related mental illnesses could be a factor in BC. This psychological viewpoint also 

emerged in the 18th century, at the time when surgeons such as Claude-Nicolas started to explore 

surgical treatments for BC [14]. These operations, which include the cutting of the breast, lymph 

nodes, and muscles, were reflective of the 1750s knowledge of the condition and attempts to treat 

it [16]. To treat BC this signaled the shift in the medical community's approach from theoretical 

concepts to aggressive strategies. 

By creating the radical mastectomy in 1894, In late 19th William Halsted made a substantial 

contribution to the treatment of BC. His treatment not just removes breast, but it do also removes 

underlying lymph nodes and muscles [17]. Although continues progress remained continued in 

medicine advances. Sir Astley Paston an English surgeon and anatomist, bring awareness to breast 

illness through his many writings on a variety of organs including breast [18]. In addition to 

operating on and studying thin slices of breast tissue, American surgeon Dr. Max Cutler and British 

surgeon Sir George Lenthal recorded their results for future generations in 1931 through “Tumors 

of the Breast, Their Pathology, Symptoms, Diagnosis and Treatment”, which is regarded as first 

modern.textbook of.mammary pathology [19]. 

The invention of simple and compound microscopes2 opened up a new realm for the 

visualization of diseases with the advent of microscopy [20]. Due to reason that microscopy 

provides tissues magnification, it gives innovation in microtomy and tissue processing and gives 

pathologist’s3 an ability to find complex patterns in tissues that can describe disease. Back in 1930s, 

when J. Collins invented BC detection methods. He discovered needle biopsy and began utilizing 

the frozen sectioning method to identify BC beneath a microscope [21]. This method is still using 

today as a straightforward, trustworthy diagnostic tool for tumors in the breast [22]. In 1937, Sir 

Geoffrey Keynes also developed new treatments at the same time, such as medical radiation, 

specifically for tumors that persisted after surgery to save the breast [17]. 

In 1896 William Rontgen discovered x-rays which laid groundwork for emergence of 

mammogram4 [23]. The first cases of BC which were detected by mammogram were reported by 

 
2 An optical device for observing tiny things, including human body tissues or cells. 
3 A medical professional who does body and tissue examinations. 
4 An image of the breast obtained by X-ray. Mammograms are used by doctors to detect early indications of BC. 
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Robert Egan in 1962. He gave evidence that how mammograms are efficient in diagnosing and 

finding breast tumors and undiagnosed malignancies. BC surgery has improved because of this 

imaging technique, which made it possible to identify tiny BCs early on [24]. The broad use of 

mammography as a screening method in the 1960s was greatly aided by Egan's research [2].  

The discovery of progesterone and estrogen receptors in breast tumors by Elwood Jensen 

in 1967 set the stage for revolutionary discoveries in the field of BC therapy [22]. With time BC 

operations moved toward less invasive procedures and In 1973 Holmström published the transverse 

rectus abdominis myocutaneous (TRAM) flap surgery, and he went on to create novel methods for 

breast reconstruction [25]. The National Surgical Adjuvant Breast and Bowel Project, published in 

1989 by Bernard Fisher, marked the completion of the historical trend. This groundbreaking 

scientific study demonstrated the effectiveness of a comprehensive strategy that combines 

radiation, chemotherapy, and surgery in prolonging the lives of patients with BC, including those 

with advanced tumors. 

The development of mammography in the middle of the 20th century marked a turning 

point in the diagnosis of BC. With the advent of mammography as a common screening method, 

medical practitioners could now detect anomalies and changes in structure in breast tissue. The 

transition from manual to imaging-based methods represented a significant development in BC 

early detection. The late 20th century witnessed the introduction of computerized methods for BC 

diagnostics as a result of ongoing technological advancements. Systems such as CAD were 

developed to help radiologists analyze mammograms. These technologies added an additional level 

of examination by using algorithms to examine photos and identify regions that could be 

problematic. The integration of medical knowledge and technology represented a paradigm shift 

in the enhancement of BC detection efficacy and precision. 

The introduction of ML into the detection of BC in the 21st century marked a paradigm 

change. Mammography interpretation was improved with the use of ML algorithms, which have 

the capacity to learn from large datasets. The accuracy of early cancer diagnosis was greatly 

increased by ML capacity to identify patterns and abnormalities in imaging data. In this era, human 

expertise and computational skills have a beneficial interaction. 
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The combination of DL and artificial AI has advanced BC diagnosis to unprecedented levels 

in recent years.  Highly accurate analysis of BC is made possible by DL, especially Convolutional 

Neural Networks (CNNs), which are excellent at picture identification and feature extraction. This 

cutting-edge technology allows for more individualized and nuanced diagnosis in addition to 

increasing accuracy. 

2.4 Diagnostic Techniques: 

Advances in diagnostic methods occurred over the 19th and 20th centuries. Furthermore, a 

variety of methods and examinations including Mammography, Ultrasound, MRI, and Biopsy are 

currently employed in the diagnosis of BC. 

2.4.1  Mammography: 

Fig 2.1: Evolution of Breast cancer 
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Mammography, which was developed in the middle of the 20th century, was a major 

advancement as it made it possible to see within the breast tissues and identify anomalies [9]. An 

x-ray test called a mammography is done to look at the breasts. It helps to identify and diagnose 

breast illness in individuals with and without breast complaints, including those who have breast 

issues such as a lump, discomfort, or nipple discharge [26]. It makes it possible to find cysts, benign 

tumors, and breast malignancies before they can be felt with the hand. It is a common BC screening 

instrument.  Mammography has been around for nearly 30 years. To get images of the interior of 

the breasts, a little quantity of ionizing radiation is applied to the breasts. 

2.4.1.1 Mammography Procedure: 

A mammography compresses the breast between two plates, allowing X-rays to penetrate 

the breast tissue and provide finely detailed pictures. Two perspectives of the breast are acquired. 

mediolateral and craniocaudal oblique. Traditional film mammography has mostly been supplanted 

by digital mammography. 

2.4.1.2 Mammography Pros: 
• A reliable and efficient screening method for identifying BC, particularly in its early stages. 

• Mammography is a common for BC screening programs and is easily accessible to a wide 

audience. 

• By identifying cancers at an earlier, mammography has helped to significantly lower the death 

rate from BC during the course of its decades-long usage. 

• The detection of calcifications, which may be an early indicator of some forms of BC, is main 

specialty of mammography. 

 

2.4.1.3 Mammography Cons:  
• Ionizing radiation is exposed during mammography. Even though the danger is usually 

minimal, it should be taken into account, especially for periodic tests.  

• Women with thick breast tissue may have less sensitive mammography results. 

• For certain women, the compression of their breasts during a mammography might be 

uncomfortable. 

2.4.2  Breast Ultrasound:  
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Breast ultrasonography produces images of the interior of the breasts through the use of 

sound waves. this technology is able to take pictures of parts of the breast that mammography could 

find challenging to view. Determining whether a breast lump is a solid mass or a cyst can also be 

aided by it [27]. It may identify small anomalies in thick breast tissue. The location of a tumor can 

also be determined using ultrasound, which can help a specialist do a biopsy [28]. 

2.4.2.1 Breast Ultrasound Procedure:  

A transducer is a portable instrument that is used to travel over the skin after gel has been 

put to the breast. When sound waves are released by the transducer, echoes are produced that cause 

real-time visuals to appear on a computer screen [29]. 

2.4.2.2 Breast Ultrasound Pros:  
• A non-invasive technique that doesn't subject the patient to ionizing radiation. 

• It helps to clarify diagnosis by differentiating between solid tumors and cysts filled with fluid. 

2.4.2.3 Breast Ultrasound Cons:  
• Younger women with thicker breast tissue, where mammography may be less sensitive, breast 

ultrasonography is frequently more successful. 

• In order to precisely target questionable regions during biopsy operations, breast 

ultrasonography is frequently utilized as guidance. 

2.4.3 Breast MRI: 

In order to provide detailed images of the interior of the breasts, breast MRI is a complex 

imaging technique that uses radio frequency pulses, a strong magnetic field, and a computer. MRI 

is particularly useful for women with thick breast tissue when assessing breast tumors that are not 

evident with mammography or ultrasound.  A breast MRI may be performed to assist pinpoint the 

precise location and size of BC if it has already been identified [26]. 

2.4.3.1 Breast MRI Procedure:  

The patient lays on a specially made table that slides into the MRI machine to have a breast 

MRI. Sometimes, to improve the visibility of certain structures, an intravenous injection of a 
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contrast agent usually gadolinium is used. After that, the MRI scanner takes a number of in-depth 

cross-sectional pictures that provide a thorough look of the breast tissue [30]. 

2.4.3.2  Breast MRI Pros: 
• Breast MRI is so sensitive, it can find anomalies and tiny lesions that other imaging techniques 

would miss.   

• Ionizing radiation is not used during breast MRI, which lowers the possible long-term dangers 

related to radiation exposure[26].    

• In women with thick breast tissue, where mammography may be less sensitive, breast MRI is 

very helpful. 

2.4.3.3 Breast MRI Cons: 
• Despite being extremely sensitive, false-positive results from breast MRIs might result in 

further needless testing and even worry.    

• In general, breast MRI costs higher than other imaging techniques.      

• The often used contrast substance, gadolinium, carries concerns for people with allergies or 

renal issues.    

2.4.4 Biopsy: 

The only method that can be used to diagnose BC with precision is a biopsy. A tiny sample 

of breast tissue is removed during this invasive5 treatment in order to examine it under a 

microscope, and evaluate whether or not a suspicious region in the breast is malignant (cancerous) 

or benign [31]. This inspection under microscope and biological tissues and cells study is referred 

as Histopathology. Images from a breast biopsy are sometimes referred to as "pathology slides" or 

"histopathology slides. A breast biopsy may be necessary if the patient's symptoms or the findings 

of an imaging test indicate that they may have BC.  Additionally, it may be applied to look into 

unusual results from a breast exam, ultrasound, or mammography. histopathology6 image diagnosis 

is gold standard for diagnosing practically all forms of cancer, including BC. The pathology 

reports7 of breast biopsies can assist the physician in determining if the patient need more surgery 

or additional medical treatment [32].  

 
5 Any technique where a needle, tube, gadget, or scope is "invaded" into the body is considered invasive. 
6 Diagnosis as well as study of tissue diseases, which entails microscopic examination of tissues and/or cells. 
7 Medical report regarding an organ, tissue, or blood sample that was extracted from body. 
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2.4.4.1 Biopsy Procedure: 

The process involves taking a sample of breast tissue so that it may be tested. During a 

biopsy, the physician removes a core of tissue from the doubtful location using a specialized needle 

instrument that is guided by an X-ray or another imaging test. Biopsy samples are submitted to a 

laboratory for processing. There, pathologists—doctor specialists in the study of blood and body 

tissue—examine the tissue samples. That samples are  fixed to a glass microscope slide for 

microscopic inspection and staining. and determine if the cells are malignant or not. 

2.4.4.2 Types of Biopsy Procedure:   

These are the several forms of breast biopsy techniques, each having a unique methodology: 

Fine Needle Aspiration (FNA): To remove a little sample of cells from the doubtful 

location, a hollow, thin needle is inserted. FNA is frequently performed to assess cysts containing 

fluid or to collect a sample to be used for further testing [33]. The primary drawback of FNA is its 

incapacity to distinguish between some benign and borderline breast tumors and malignant lesions 

[34].  

Core Needle Biopsy (CNB): From the suspicious region, a tiny cylinder of tissue (called a 

core) is removed using a bigger, hollow needle.  A CNB.is frequently used to take a larger tissue 

sample for a more thorough analysis [33]. Fine needle aspiration has mostly been replaced with 

core needle. biopsy. 

Stereotactic Biopsy: With this technique, the biopsy needle is accurately guided to the 

doubtful spot using mammography. Stereotactic biopsy is frequently performed for 

microcalcifications and is utilized when the change is not readily felt or apparent. 

Ultrasound-Guided Biopsy: Biopsy needle is guided to the desired location using 

ultrasound imaging. When the doubtful region appears on ultrasonography but is difficult to feel, 

this procedure is quite helpful. The acquired image is provided to pathologists for manual interpretation 

based on his experience. 

2.5  Challenges and Limitations in terms of efficiency and accuracy: 



19 
 

BC is still a major worldwide health problem, and effective treatment depends heavily on 

early detection. Histopathology, which involves examining tissue samples under a microscope to 

detect if tissues are healthy or not, is an essential diagnostic technique. When analyzing these 

complex microscopic pictures, human eyes might occasionally overlook minor details or make 

mistakes. Pathologists must manually interpret histopathology pictures based on their experience 

to diagnose cancer, the diagnosis procedure is laborious and requires specialized knowledge. 

Research has demonstrated that pathologists' interpretation of histopathology pictures can result in 

false-positive instances.  

However, patients may reach an irreversible stage due to the inherent subjectivity and 

possibility of human mistake in the interpretation of histopathological pictures. A double reading 

approach involving many pathologists is essential to improve accuracy, but it also adds to their 

burden because they must review a large number of photos every day, which might wear them out. 

The development and integration of CAD systems have resulted from this. 

2.6 Computer-Aided Diagnosis:  

CAD is a technology having the use of modern computer techniques, ML, and artificial 

intelligence, that helps medical practitioners analyze medical images. The CAD model, which can 

be used as a semi-automated or automatic tool, analyzes medical imaging data by applying 

multidisciplinary knowledge and ML techniques. At several phases of patient care, such as lesion 

identification, characterization, disease risk prediction, cancer staging, treatment planning, 

response evaluation, recurrence, and prognosis prediction, it provides findings to doctors as 

decision support [35].  

It is a pattern recognition software, marks alarming irregularities on pictures so radiologists 

can see them. The CAD system helps pathologists and reduces human mistake by acting as a second 

opinion or double-checking method. Because biological pictures are so complex, the classification 

of images is a recurring problem in the area. In order to solve these issues, CAD techniques are 

essential in the interpretation of biological pictures. They are a useful addition that lowers the 

possibility of incorrect diagnoses and false-positive or false-negative outcomes, especially when it 

comes to the detection and classification of cancer. 
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Subtle patterns and anomalies in histopathology pictures that pathologists might miss are 

detectable by CAD systems. This improves the overall precision of the diagnosis. The objective 

results of CAD's quantitative analysis greatly improve diagnosis accuracy and assist less 

experienced doctors. Furthermore, pathologists frequently run out of time while reviewing a 

significant number of histopathological photos. CAD speeds up the diagnostic procedure, enabling 

earlier assessments and actions. CAD is a useful tool for dual reading or as a second viewpoint. 

Pathologists can reduce the possibility of diagnostic mistakes by validating their interpretations 

and cross-referencing results with the CAD system. CAD systems provide uniformity in the 

analysis of images, guaranteeing that every image is assessed according to defined standards. As a 

result, diagnoses are less variable and the outcomes are more trustworthy. In 1998, the first 

commercial CAD system was authorized as a second opinion by the Food and Drug Administration 

(FDA) [35]. 

When it comes to diagnosing BC from histopathology photos, CAD becomes an 

indispensable tool in tackling the problems caused by human subjectivity and growing workloads. 

Its importance in enhancing overall medical results is highlighted by its capacity to improve 

accuracy, deliver rapid analysis, and provide quantitative data assistance. A potential development 

in the fields of cancer diagnostics and medical imaging is the use of CAD for histopathology image 

analysis. Its analyzed that without CAD detection sensitivity is almost 80% while this sensitivity 

goes to 90% with CAD. Different CAD systems are being proposed in literature for both cancer 

detection and classification. ML based CAD models have become popular with digital microscopy 

development and advancement.  

2.7   CAD using histopathology images for BC diagnosis:  

In order to enhance analytical and prognostic capacities, computer-assisted image analysis 

of histopathological pictures is a potential approach. This might help histopathologists by offering 

a trustworthy second opinion for consistent interpretation. Important CAD system components that 

can help the pathologists listed below [36]. 

2.7.1 Step 1 Preprocessing:  
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In image analysis, the preprocessing stage is essential because it guarantees that the input 

pictures are refined, consistent, and free of unwanted changes or artifacts. Due to several factors 

such as distinct laboratories, uneven tissue slice circumstances, or varying imaging equipment, 

histopathological pictures can frequently display discrepancies in contrast, color, and staining 

processes. To ensure consistency throughout the dataset and standardize these variances, 

preprocessing is crucial.  

The total image quality must be adjusted since it has a big influence on other steps like 

feature extraction, classification, and image segmentation. Preprocessing methods include color 

normalization to correct for differences in staining methods, noise reduction to preserve structural 

clarity, enhancement to maximize contrast, and artifact removing to highlight real tissue properties. 

Pixel normalization guarantees numerical stability, dataset augmentation expands the variety of 

training data, and image resizing helps reduce the amount of computer resources used. In order to 

prepare pictures for precise and trustworthy analysis in later stages of the image processing 

pipeline, these pretreatment processes must be carried out effectively. 

2.7.2 Step 2 Segmentation: 

In CAD, the main objective of segmentation is to locate and isolate particular regions within 

histopathological pictures that could have abnormalities or lesions in order to diagnose BC. This 

might entail finding other structures of interest, isolating possible tumor locations, or differentiating 

between various types of tissue. Precise segmentation of regions of interest is necessary for later 

stages of the cancer diagnostic process, which help CAD system to concentrate on areas that are 

likely to contain crucial information regarding possible malignant tumors.  

2.7.3 Step 3 Feature Extraction:  

One significant element that has a direct impact on classification is feature extraction. 

Finding and measuring pertinent data or characteristics inside segmented areas of histopathology 

images is its main objective. The majority of systems use wavelet bases, textures, statistical 

characteristics, spatial domain, fractal domain, and statistical qualities to characterize tissues in 

order to identify anomalies and categorize them as benign or malignant. This stage is essential for 

catching subtle details in the pictures. To extract characteristics at the cellular level, the specific 
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positions of the cells must be known before. Scientists invest a great deal of effort in trying to 

identify a set of features that will help them distinguish between malignant and normal cells more 

accurately. ML models use these properties or features as input data to further classify. The 

features used are generally determined by the particular objectives of the classification task as well 

as the specifics of the data. 

 

2.7.4 Step 4 Classification: 

This stage determines, based on the training dataset, in which class the new instance falls. 

Various classifiers have been presented in the literature to diagnose any questionable region in the 

picture. Images can be categorized into subtypes or as benign or malignant depending on the 

particular tissue or locations. While some classifiers are just used to pinpoint suspicious areas, 

others are employed to categorize or determine from which class does the cell or tissues 

belongs. ML-based SVM, KNN, logistic regression, random forest, etc. are some of the methods 

used for classification; DL-based DCNNs, such as ResNet and DenseNet, can be used to classify 

depending on which class does histopathology image belongs.  

   Segmentation 

Preprocessing 

Feature Extraction 

Classification 

Fig 2.2: CAD System components 
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2.8 Summary: 

In this chapter section 2.2 describes about BC, its types and world widely stats. Moving forward 

section 2.3 discusses the era of BC from ancient times to this modern time, how its diagnosis and 

treatment evolved with time. Section 2.4 discusses about different diagnosing and imaging 

techniques their pros and cons. Section 2.5 tells about challenges in terms of accuracy and how 

manual reading of imaging files is difficult so in section 2.5 CAD is covered which is used for 

automatic classification of BC.  
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CHAPTER 3 

 

Literature Review 

 

 

3.1 Overview: 

Beginning in the late 1950s and continuing into the late 1960s, CV gained popularity as a 

result of researchers' desire to educate computers "to be.,.human" . The late 20th century witnessed 

the introduction of computerized methods for BC diagnostics as a result of ongoing technological 

advancements. Using image processing techniques to analyze histopathology pictures entails a 

number of processes, including color normalization, feature extraction, segmentation, and 

classification [37]. The introduction of DL into the detection of BC in the 21st century marked a 

paradigm change. Especially CNNs, which are excellent at picture identification and feature 

extraction. This cutting-edge technology allows for more individualized and nuanced diagnosis in 

addition to increasing accuracy. Researchers have proposed many models for BC detection using 

conventional methods as well as DL based methods to improve classification results for both binary 

and multi-class. These models are being proposed to help pathologists as a second opinion.tool for 

reducing the rate of misinterpretation. The goal of CAD systems is to minimize false positives and 

false negatives. 
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3.2 Comparison of Conventional Computer Vision and Deep 

Learning: 

A comparison between the DL technique and conventional CV was presented by O'Mahony 

et al. in [38]. Wherein the writers explain how DL has enhanced the functionality of the 

conventional CV. Because DL models can automatically extract complex and sophisticated features 

from images, they have made significant advances in CV, particularly in biomedical image 

processing. This has led to the use of these models by a number of researchers to classify images 

related to BC histopathology.  

It wasn't until Yann LeCun et.al build LeNet in the 1990s that the popularity of DL took off. 

The design and operation of the neural networks in the human brain served as inspiration for DL. 

It's a branch of ML that works with numerous neural network layers to do various imaging tasks. 

Convolutional Neural Networks (CNNs), in particular, are a type of DL technology that learns 

hierarchical features directly from raw data. CNNs gradually pick up high-level features and 

representations while automatically picking up low-level elements like edges and textures. 

Additional benefit is the neural networks can be used with other datasets as they are retrainable. 

The latest advancements in CNN have greatly influenced CV and have led to a notable rise 

in object recognition performance. In order to classify images using conventional CV algorithms, 

feature extraction is necessary. Choosing which features8 to search for in each individual image 

presents a challenge when using this feature extraction method for image classification. When the 

number of classes trying to classify starts to rise beyond, say, 10 or 20, this becomes tedious and 

nearly impossible.  

Moreover, conventional CV approaches are less adaptable, using a different dataset requires 

more effort from the engineers. Assume, for instance, that a model that effectively categorizes 

photos as a handwritten "6" or "9" has to be modified such that the algorithm can identify 

photographs as either "cow" or "goat." To determine what features to employ in this adaption, an 

engineer would need to execute feature analysis on the cow and goat photos using a standard 

 
8 A feature is a portion of an image that is considered "interesting" and aids in identifying various areas within the 

image. 
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algorithm. In order to extract these features, the software would then need to be modified. The 

model might be retrained by replacing the dataset with one using a DL method. For the engineer, 

there would be no further procedures such as feature analysis. Feature analysis gets more laborious 

as more classes are involved, which complicates the development of classical algorithms. 

End-to-end learning, which essentially instructs the machine what to look for in relation to 

each distinct class of object, was made possible by DL. It determines each object's most noteworthy 

and descriptive features. Stated differently, the task assigned to neural networks is to identify the 

underlying patterns within image classes. Thus, it may eliminate the need to manually select which 

conventional CV algorithms to apply in order to characterize your features while using end-to-end 

learning. 

3.3 Exploring Conventional techniques for Breast Cancer 

classification: 

Using image processing techniques to analyze histopathology pictures entails a number of 

processes, including color normalization, feature extraction, segmentation, and classification [37]. 

In the conventional approach, as a pre-processing phase, the color normalization procedure is 

utilized to eliminate color and.illumination variations. An extensive normalizing approach is provided 

in [39] to solve the issue of color variance in histopathology pictures. This work suggests saturation 

weighted statistics, which produce trustworthy color signals for stain-normalization. Their technique 

Fig 3.1: Deep Learning and Computer Vision workflow 
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pinpoints the reasons behind color variation.  To deal with inconsistencies of histology slides which 

are due to intensity variations and stain, Macenko et al. [40] proposed an algorithm which improves 

identification of stain vector, intensity normalization for tissues better discrimination. For stain 

normalization, a hybrid method including two steps—stain separation and color transfer—has been 

devised in [41]. A color transfer algorithm is utilized to reduce the impact of changing staining and 

light and A weighting factor was added in order to modify the normalized image's brightness and 

contrast. 

Following color normalization, the most discriminative features are retrieved using feature 

descriptors, and an ML algorithm is then trained for classifying the photos into several groups 

according to the features that were extracted. Conventional CV techniques frequently depend on 

manually created features and basic ML models. The difficulty of feature extraction increases with 

the number of classes that need to be classified. During a protracted process of trial and error, the 

CV engineer must use judgment to identify which features best characterize which class of objects. 

Additionally, each feature description requires the CV engineer to handle a multitude of parameters, 

all of which must be adjusted. Features like edge detectors, texture features, statistical features, and 

color features can be extracted for the purpose of classification9 of images [37]. 

Hand-crafted features were extracted by Butler et al. [42] that uses Naive Bayes (NB) 

classifiers along with features selection to find BC, and reached 90% of accuracy and used X-Ray 

scatter images. Street et al. developed ML based model in 1993. To address the problem of BC 

categorization ensemble learning in conjunction with textural and statistical features was presented 

in [43]. It combined statistical features extractors like Haralick, which disclosed 24 features, with 

texture features extractors like SIFT, ORB, and SURF, each of which revealed 256 features, to 

create a potent ensemble model. These features were then deftly merged using a stacking approach, 

in which the data is analyzed by many ML models (XGBoost, Random Forest, etc.), and the 

predictions are then mixed. Using CatBoost classifiers and stacking, this method achieved an 

astounding 92.55% accuracy in categorizing IDC(+) and IDC(-) pictures, outperforming individual 

 
9 The process of classification involves giving labels to various groups according to the features that have been 

recognized. 
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feature categories. Through the identification and removal of duplicate characteristics, the study 

creates a lightweight, computationally efficient, model.  

To find suspicious regions Liu et al. [44] offered a method that takes into account an 

adaptive region-growing technique. Regions of interest (ROIs) were then classified by using the 

geometrical and texture features extracted by the Gray-Level Co-occurrence Matrix (GLCM) and 

completed local binary pattern (CLBP). Support vector machines (SVMs) were used to classify the 

ROIs. The most straightforward and economical method was suggested by Sethy et al. [45] 

Mammography pictures with the abnormalities were scanned using the SVM classifier and HOG 

features, indicating the BC. In addition to the detection, precise pinpoint location of the breast 

anomaly can also be detected. 

Kowal et. al focused on nuclei segmentation in [46]. To categorize the breast histology 

pictures, a collection of features was retrieved and put into conventional classifiers such k-NN, 

naive Bayes, and decision trees once the region of interest was chosen. Study was done on tiny 

data sets of 500 pictures from 50 patients. Reis et al. looked at an automated system to categorize 

stromal areas based on their maturity in [47]. LBP and basic image features were retrieved at many 

scales. The stromal areas were classified using a random decision tree classifier. The study 

employed 55 invasive BC pictures that were stained with Hematoxylin and Eosin. An 84% 

classification accuracy was recorded. 

In [48], Zhang et al. incorporated LBP, statistics from GLCM, and curvelet transform, 

utilizing a cascade random subspace ensembles technique with reject choices. This work also 

focused on obtaining global, shape, or local features from the pictures. The authors attempted to 

resolve the simple instances at the first level of the cascade, and in subsequent levels, they 

submitted the difficult cases to a more intricate pattern classification system. Six classifiers were 

used to classify the samples into three categories: normal tissue, carcinoma in situ, and invasive 

cancer, with a maximum accuracy of 99.25%. 

To aid in the creation of CAD systems, a method based on the relationship between curvelet 

transform, local binary patterns (LBP), feature selection by statistical analysis, and unique 

classification technique was introduced by Bruno et al. in [49]. The photos were processed to 

extract LBP and curvelet features. The statistical analysis of variance (ANOVA) eliminated the 
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related features. Decision trees, random forests, SVMs, and polynomials (PL) were employed in 

the classification process. Higher accuracy was attained between 91% and 100% when the PL 

classifier was associated with the curvelet transform, LBP, and ANOVA.  

Using color normalization as pre-processing, Scale Invariant Feature Transform (SIFT) and 

Discrete Cosine Transform (DCT) features with an SVM for classification, Mhala et al. [50] have 

categorized a set of histopathological pictures. The approach reports 98.88% accuracy for invasive 

carcinoma class and 100% accuracy for both ductal carcinoma in-situ and normal class pictures. 

True et al. [51] presented the first use of image processing in analytical pathology for cancer 

identification, demonstrating the significance of morphological aspects in malignant tumor 

diagnostic techniques. To find cell anomalies, they employed a number of morphological features, 

such as area fraction, shape, size, and item counting. 

R. et. al in [52] proposed a two-stage categorization system for BC. K-Means clustering 

was used to segment the nuclei, moreover features were extracted using the Discrete Wavelet 

Transform (DWT) technique. Using SVM, classification accuracy was attained at 93.3% on 

BreaKHis dataset. The study in [53] includes classification, image data analysis, and raw data pre-

processing. Contrast-limited adaptive histogram equalization and Gaussian filtering was applied 

for picture enhancement. In order to separate nuclei for later integrated feature extraction, 

segmentation used k-means clustering. By integrating geometrical, color, and texture information 

with SVM as the classifier, achieved 90% test accuracy on the UCSB and BreaKHis datasets. 

Despite significant advancements, these techniques still have a number of glaring 

drawbacks. They first demand a significant time and labor investment. They made the majority of 

the features by hand. Secondly, the conventional models have limited sample sizes and are unable 

to perform end-to-end training, leading to sub-optimal results. The CAD models' applicability is 

somewhat restricted by all of them. 

3.4 Exploring Deep Learning techniques for BC classification:  

We are currently living in the age of DL. In order to perform associated CV tasks such as 

target identification and classification, CNNs have been employed extensively. An increasing 
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number of researchers are using CNN to do pathological image classification, motivated by 

excellent publications. 

Using transfer learning and generative adversarial networks (GANs), a DL-based method 

for classifying BC was presented by Thuy et al. [54] the architecture classify the features retrieved 

from histopathology pictures after fine-tuning the VGG16 and VGG19 networks to extract features. 

GANs were used to produce more training data. And model had an average accuracy of 95.0%. 

The computational cost of the suggested method and the fact that the GANs utilized in the study 

do not produce images that are exactly like actual histological images are among the study's 

drawbacks.  

For constructing attention network, Toğaçar et al. [55]used three combined blocks recursive 

blocks, attention blocks and dense blocks and achieved 98.80% image-level accuracy. In [56] 

Spanhol et al. used AlexNet for binary classification at image level and at patient level. 

Additionally, they provide a number of training approaches for the CNN architecture, based on the 

extraction of patches that are acquired at random or using a sliding window method. Using the 

BreaKHis dataset, the authors assessed their approach and found that, on average, their method 

obtained 82.4% picture level accuracy and 84.4% patient level accuracy. 

The performance of fully-trained and fine-tuned pre-trained networks is compared in [57]. 

For fine-tuning and full-training, three pre-trained networks (VGG16, VGG19, and ResNet50) 

were used.  The findings showed that the optimal performance was attained by the fine-tuned, pre-

trained VGG16 with logistic regression classifier, which had an accuracy of 92.60%, an AUC of 

95.65%, and an APS of 95.95% with 90%–10% train–test data splitting. Additionally, they 

discovered that pre-trained networks with fine-tuning are more resilient to training data quantity 

than fully-trained networks.  

In [58] Nahid et al. extracted structural and statistical information from the pictures through 

unsupervised clustering and uses this clustered data for guiding the DNN models. Three distinct 

DNN models were tested: an LSTM model, a CNN-based model, and a hybrid model that included 

the features of both the LSTM and CNN models. And the CNN-based model performed better than 

the other two models. On the 40x, 100x and 400x dataset, obtains an accuracy of 90.00%, on 
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200x it achieves 91.00%. The study also comes to the conclusion that Softmax layers outperform 

SVM layers in general when it comes to classifier performance.  

Nahid et al. [59] presented two novel CNN based models. For the first model, Contourlet 

Transform (CT) and histogram-based information are used to extract local feature information from 

the photos. The Discrete Fourier Transform (DFT) and Discrete Cosine Transform (DCT) are two 

methods used in the second model to extract frequency-domain information from the pictures. The 

outcomes demonstrated that the CNN-CH scenario performed the best, making use of CT and 

histogram-based data. Recall value: 98.20%, Specificity: 94.94%, Accuracy: 97.19%. 

Saxena et al. conducted a feature extraction comparison of 10 distinct pre-trained CNNs in 

[60]. The original histopathology pictures were split up into non-overlapping patches, and the final 

image feature vector was created by combining the feature vectors of each patch. and a linear SVM 

classifier was trained using the features that were extracted. The pre-trained ResNet50, ResNet101, 

and AlexNet were determined to be the best effective feature extractors. The models' performances 

varied depending on the magnification, Certain classifiers performed better at lower 

magnifications, while others performed better at higher magnifications. With an accuracy of  

93.99%, ResNet50_SVM achieves the best performance for the 40×. The maximum accuracy of 

ResNet101_SVM was 94.81% at 100X magnification. The maximum accuracy of ResNet50_SVM 

was 95.91% at 200X magnification. At 400X magnification, AlexNet_SVM's accuracy was the 

greatest at 89.48%. For both benign and malignant instances, the ResNet50_SVM, 

ResNet101_SVM, and AlexNet_SVM models provided higher detection rates. AlexNet, VGG16, 

VGG19, ResNet18, ResNet50, ResNet101, Inception-v3, Inception-ResNetV2, GoogLeNet 

(Inception-v1), and SqueezeNet are the pre-trained CNNs used in study. 

 A novel CNN with 152 layers named ResHist was proposed in [61], which was inspired by 

ResNet50, prevents vanishing gradients and learns features at several levels of abstraction by using 

residual blocks and skip connections. The model yields accuracy of 84.34% and F1-score of 

90.49% in the absence of data augmentation, and 92.52% accuracy and F1-score of 93.45% in the 

presence of data augmentation. According to the study, images with a magnification of 200x 

provide the greatest biased information for classifying.  
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NucTraL+BCF, a unique framework utilized in [62], is composed of nucleus guided 

transfer learning and belief theory based classifier fusion. From preprocessed histopathology 

images, the technique isolates non-overlapping nuclei patches, taking use of the fact that variations 

in nuclei structure imply malignancy. Features are then extracted from these patches using pre-

trained CNNs ResNet-18, ResNet-50, ResNet-101, GoogleNet, and AlexNet. These features are 

then concatenated using p-norm pooling, and SVM is used as the classifier. Lastly, for improved 

classification, a fusion technique based on belief theory merges the outputs of several CNN-SVM 

combinations. With an astounding 96.91% accuracy rate, 97.24% sensitivity, and 96.18% 

specificity, NucTraL+BCF performs well. Using 60 nucleus patches and a testing duration was 4.5 

seconds each picture. 

Al-Haija et. al shown in [63], The CNN model makes use of transfer learning, in which the 

ResNet-50 pre trained on ImageNet weights, fine-tuned for the BreaKHis dataset. It enables 

effective feature extraction and 99% accuracy in classification. Karthik et al. [64] demonstrated 

how effectively channel and spatial attention can be integrated with DL approaches to improve BC 

categorization. They suggested utilizing DAMCNN and CSAResnet in an ensemble learning 

method. For enhanced feature extraction, CSAResnet combines a spatial attention (CSA) module 

and an additional channel with a pre-trained Resnet-101 model. Conversely, DAMCNN leverages 

the CSA module in Densenet-201 for better feature representation, combining the advantages of 

the Densenet-201 and Efficientnet-B0 models. To overcome the imbalance in classes, data 

augmentation was implemented. With the suggested ensemble method, an astounding 99.55% 

accuracy was attained. 

DenTnet, which uses DenseNet as its foundation and harnesses the potential of transfer 

learning, was proposed by Wakili et al. [65] Four distinct components make up its architecture: 

input volume, transfer learning, training from scratch, and fusion and recognition. While the 

"transfer learning" block used the previously trained DenseNet model for feature extraction, the 

"training from scratch" block extracts features directly from the input pictures. Lastly, these 

characteristics are combined in the "fusion and recognition" block, for classification a fully 

connected layer with SoftMax activation used. The model attains an impressive 99.28% accuracy 

rate. It also yields remarkable results with an AUC of 0.99, sensitivity of 97.73%, and specificity 
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of 100%. They also look at the ideal ratios for training and testing, and the results show that an 

80%:20% ratio produces the best results. 

For utilizing high resolution images into model without compression this study [66] offered 

an approach by merging a Fully Convolutional Network (FCN) for high-level feature extraction 

with a Bi-directional Long Short-Term Memory (Bi-LSTM) to examine temporal dependencies of 

features. Regardless of the size of the input image, the FCN functions work as an encoder to extract 

key features from it. The flatten layer then turns the extracted features into a 1D vector and given 

to the Bi-LSTM network, to examine the temporal dependencies. At 200x magnification, the 

proposed FCN-Bi-LSTM model reached an average accuracy of 96.32%, which was much greater 

than the pre-trained AlexNet model.  

In [67] authors presented twenty-eight hybrid architectures that combine four classifiers 

(MLP, SVM, DT, and KNN) for a binary classification over the BreaKHis and FNAC datasets with 

seven DL techniques (DenseNet 201, Inception V3, Inception ReseNet V2, MobileNet V2, ResNet 

50, VGG16, and VGG19) for feature extraction. With accuracy values achieving 99% for the 

FNAC dataset, and 92.61%, 92%, 93.93%, and 91.73% for the four magnification factor values 

40X, 100X, 200X, and 400X, respectively of the BreaKHis dataset, the hybrid architecture using 

the MLP classifier and DenseNet 201 for feature extraction (MDEN) was the best performing 

architecture. 

To extract just nucleus structure, George et al. [68] utilized pre-trained CNNs like AlexNet, 

ResNet-18, and ResNet-50 for feature extraction from individual nuclei patches. After being 

extracted, these features are combined and supplied to an SVM (support vector machine) for 

classification and classification results are merged through belief theory-based fusion technique. 

This approach produced an astounding 96.88% accuracy, 97.30% sensitivity, and 95.97% 

specificity and AUC of 0.9942. 

An embedded fusion mutual learning (EFML) approach was presented in this study [69] to 

address complementary knowledge amongst heterogeneous networks. For feature extractors, 

mutual learning between two heterogeneous networks is performed. In order to learn from feature 

maps and logits output concurrently, a feature fusion classifier and ensemble classifier are 

incorporated into EFML. Three datasets were utilized to assess the generalization capacity of 
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EFML. On the BreaKHis dataset, accuracy was 97.36%; on the BACH dataset accuracy 

was 98.96%; and on the LC25000 dataset accuracy was 100%. 

To examine ensemble learning and transfer learning in [70] a hybrid architecture employing 

three feature extractors (DenseNet_201, MobileNet_V2, Inception_V3) with boosting algorithms 

(ADB, GBM, LGBM, XGB) as classifiers and Decision Tree as a base learner was presented. The 

optimal boosting ensemble, which was built with 200 trees, Inception_V3 as the feature extractor 

(FE) using XGB, has an accuracy rating of 92.52%. Using inception and residual block, Singh et 

al. design a two-stage training method in [71]. While residual blocks collect residual features via 

batch normalization and pre-activation, inception blocks use different kernel sizes to extract 

multilevel features. Extracted feature maps from both blocks are input into a sigmoid function after 

being concatenated and flattened. And the highest accuracy of 86% was attained on the 200X on 

the BreaKHis dataset, and 85% on the BHI dataset.  

The pre-trained CNN is used by the authors in [72] to extract local characteristics, which 

are further improved by their Fisher Vector (FC) encoding and adaption layer and employed the 

SVM classifier. Their model obtained 87% accuracy on the image level and 90% accuracy on the 

patient level. 

The first study on an automatic multi-class BC classification model in the literature has 

been proposed by Han et al. in [73]. The authors suggest a novel class structured deep convolutional 

neural network (CSDCNN) method for BC multi-classification. The purpose of the CSDCNN is to 

categorize histopathology pictures by learning hierarchical feature representations from the images. 

An accuracy of 93.2% was attained on average using the suggested method. Additionally, the 

scientists assessed two distinct training approaches: transfer learning and training from scratch. 

Compared to the training from scratch technique, the transfer learning strategy produced better 

outcomes. 

Jannesari et al. provide a DL system for classifying BC subtypes and various other cancer 

types using histopathology pictures in [74]. The five processes of the framework are as follows: 

acquiring images, augmenting data, preparing DL, fine-tuning pre-trained models through transfer 

learning, and classifying using Inception and ResNet networks. Tissue microarray (TMA) samples 

were utilized to classify cancer types, and the BreaKHis database was used to classify BC subtypes. 
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According to the paper's findings, ResNet frameworks perform better than Inception frameworks. 

With ResNet50, the accuracy was 99.8% for cancer types; with ResNet152, it was 98.7% for BC 

types; for benign sub-types it was 94.8%; and for malignant sub-types it was 96.4%. 

The IRRCNN model, which combines the advantages of the recurrent convolutional neural 

network, residual network, and inception network, was presented by Alom. et al [75]. The work 

uses two datasets BreaKHis and BCC 2015 and combines image-wise and patch-wise evaluation 

with data augmentation. The model achieves 97.57% and 96.84% accuracy on multi-class for 

image-level and patient-level, respectively using the BreaKHis dataset. Additionally, 97.57% and 

97.65% of patient-level and image-level in the binary class. The testing accuracy for BCC 2015 is 

97.51% for binary instances and 97.11% for multi-class cases. 

Two modules based RANet-ADSVM [76] was proposed by Y. Zhou et al. RANet is used 

for resolution-adaptive classification while ADSVM is used for anomaly detection. Firstly, 

ADSVM filters and replaces incorrectly identified patches in cancerous photos to enhance RANet's 

training efficiency. RANet then uses subnetworks with different resolutions and depths to classify 

images according on their difficulty. This adaptive technique contributes to a 50% reduction in 

computational cost without sacrificing accuracy. RANet-ADSVM obtains an image-level accuracy 

of 99.14% for binary classification and 98.05% for multiclass classification on the BreaKHis 

dataset. Furthermore, it attains a patient-level accuracy of 97.43% for multiclass and 98.83% for 

binary classification. It achieved 96.37% multiclass and 97.43% binary classification patch-

level accuracies, as well as 97.75% multiclass and 99.25% binary classification image-level 

accuracies on the BACH 2018 dataset. 

BMIC_Net in [77], a DL model is introduced by Murtaza et al. It makes use of a hierarchical 

technique in which a binary classifier (BC1) first classifies images as benign or malignant, after 

that two multiclass classifiers (B2 for benign and M2 for malignant) further classify images into 

specific subtypes. For effective feature extraction, BMIC_Net combines transfer learning with the 

pre-trained AlexNet architecture. Principal Component Analysis (PCA) and Information Gain (IG) 

are two feature reduction approaches that are used to choose the most informative features for 

better classification performance. At each level, the six classic ML algorithms—KNN, SVM, NB, 

DT, LDA, and LR are assessed for classification. Moreover, at all classification levels, KNN is the 

most effective classical ML algorithm. The first-level BC1 classifier has an accuracy of 95.48%, 
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whereas the malignant and benign subtypes' B2 and M2 classifiers have respective accuracy of 

94.62% and 92.45%. 

Using the pre-trained Inception-ResNet-v2 network on ImageNet, Ferreira et al. [78] 

extracted features and classified images into four groups. In first phase the newly inserted top layers 

undergo high learning rate training. The second stage then includes fine-tuning individual feature 

extraction layers with a much lower learning rate. To further avoid overfitting, dropout and global 

average pooling were used. 90% accuracy is a promising result for the model. 

For binary classification, benign subtype classification, malignant subtype classification, 

and grade identification, Zewdie et al. employed ResNet-50 in [10]. Before being fed into the 

model, images go through preprocessing, which includes scaling, normalization, augmentation, 

contrast enhancement, and histogram matching. A UI that is easy to use has been created for 

possible medical applications. Using datasets from JUMC, BreaKHis, and Zendo, the system was 

trained and verified, and it demonstrated exceptional accuracy in a variety of classification tasks. 

According to test results, the accuracy of the suggested technique for binary classification, benign 

sub-type classification, malignant sub-type classification, and grade identification is 96.75%, 

96.7%, 95.78%, and 93.86%, respectively. 

Kumar et al. offered a more fast and computationally efficient hybrid model for multi-

classification that is independent of magnification in [79]. Real-time data augmentation is used to 

manage memory. Features are extracted via pre-trained Xception and VGG16 models, whereby the 

final classification layer is replaced for eight sub-classes. A LR classifier receives the extracted 

characteristics after which it makes predictions. Compared to VGG16 + LR, the Xception + LR 

model performs better, obtaining 82.45% accuracy and a quicker training time of 36.57 minutes. 

The depth-wise separable convolution layers of Xception are responsible for its success. 

Bardou et al. investigated two methods in [80]. The first method uses bag-of-words and 

locality-constrained linear coding to extract features that are manually created. After that, Support 

Vector Machines encrypt and train these features for classification. The second method uses DL 

and creates CNN specifically for the purpose. For binary class CNN achieved an accuracy between 

96.15% - 98.33% and for multiclass accuracy was between 83.31% - 88.23%. 
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Wan et al. employed a hybrid active contour model based segmentation approach to extract 

nuclei from the pictures [81]. They described grading the BCHI using a cascade ensemble method. 

An SVM classifier was trained using CNN's extracted object, pixel, and semantic level 

characteristics. 106 biopsy slides were used in the investigation.  

Using the whole slide images (WSI) a diagnosis framework was presented [82] which uses 

classification advantages along with content based image retrieval. For every super pixel a 

probability of malignancy was given through content based approach, and a probability map was 

calculated through which malignant regions can be detected using WSI images. SIFT based bag of 

features were presented, their method named as SIFT-BoF-CBIR. 

To fine tune the learning process of CNN an optimization technique was used by Alhussan et al. 

[83] called Advanced Al-Biruni Earth Radius optimization algorithm. and for extracting features 

they leverage the pre-trained AlexNet power. To evaluate model two datasets were used and 

achieved an average accuracy of 97.95%. A model using Principal component Analysis (PCA) as 

feature extractor and Deep Neural Network (DNN) as a classifier was proposed in [84] and their 

model named PCA-DNN. In addition to the proposed network they also compared it with ML 

classifiers like AdaBoost, RF, NB, SVM, and traditional DNN. Results had shown that PCA-DNN 

performed better than ML and existing DNN with an accuracy of 98.83%.  

A feature fusion module, a residual collaborative branch, and a transfer learning backbone 

branch made up collaborative transfer-network (CTransNet) [85]. To extract image characteristics 

from ImageNet, the transfer learning branch used the pre-trained DenseNet structure. Target 

features were cooperatively extracted from histopathological pictures by the residual branch. 

CTransNet trained and optimized using the feature fusion technique, which involves optimizing 

these two branches. CTransNet demonstrated a 98.29% classification accuracy in experiments. 

To boost classification models a YOLO detector was used by [86].  The YOLO detector is 

utilized to identify breast lesions using all of the input breast photos. Next, the updated 

DL classifiers of the normal feedforward CNN, ResNet-50, and InceptionResNet-V2 are fed 

individually with the discovered breast lesions. The classifiers were able to ignore the surrounding 

normal tissues during this detection step and concentrate solely on learning the deep properties of 

the identified breast lesions. With an accuracy of 99.17% for the DDSM dataset and 97.27% for 
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INbreast, the integrated DL YOLO detector with the InceptionResNet-V2 classifier attained the 

best diagnosis performance. 

Authors Dataset 
Extracted 

Features 

Feature 

Extractors 
Preprocessing Methodology 

#
 o

f 
C

la
ss

 

Accuracy 

2021 

Roy et 

al. [43] 

 

Invasive 

ductal 

carcinoma 

(IDC) 

 

Textural, 

Statistical 

features 

Haralick, 

SIFT, 

ORB, 

SURF 

- 

Features merged 

by stacking 

approach. 

And CatBoost 

classifier 

2 92.55% 

2021 

Sethy et 

al. [45] 
MIAS HOG - 

Histogram 

Equalization, 

CLAHE 
SVM - 99.64% 

2021 

Aswathy 

et al. 

[53] 

UCSB 

BreakHis 

 

- GLCM 

Image 

Enhancement 

using 

CLAHE and 

Gaussian filter 

SVM 

KNN 

RF 

ANN 

2 

UCSB 

dataset: 

91% 

BreaKHis 

dataset: 

89.1%. 

2018 

R. et al. 

[52] 

BreakHis - DWT 
Image 

Enhancement 
SVM 2 93.3% 

2017 

Reis et. 

al [47] 

- 

Multi-scale 

Basic Image 

features, 

LBP 

- 
Color 

Normalization 

Decision  

Tree 
2 84% 

2016 

Bruno et 

al. [49] 

DDSM, 

UCSB, 

BCDR 

Local Binary 

Patterns, 

Curvelet 

features 

- - 

Decision trees, 

Random forests, 

SVMs, 

Polynomials 

2 

Between 

91% and 

100% 

using PL 

classifier 

2016 

Mhala et 

al. [50] 

- - 
SIFT, 

DCT 

Color 

Normalization 

 

SVM 
3 

98.88% IC 

100% for 

DC 

100% for 

normal 

Table 3.1: Comparison of ML methods design for BC diagnosis 
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2015 

Liu et al. 

[44] 
DDSM 

Texture, 

Geometry 

features 

GLCM, 

CLBP 
- SVM 2 82.4% 

2015 

Zhang et 

al. [87] 

Dataset from 

Israel 

Institute of 

Technology, 

OCT, UCI 

Local 

textural, 

Global  

LBP, 

GLCM, 

Curvelet 

Transform 

- 
Kernel principal 

component 

analysis (KPCA) 
- 92.06% 

2013 

Kowal 

et. al 

[46] 

500 real case 

medical 

images 

GLCM, 

topological 

feature. 
- 

Noise 

reduction, 

Artifacts 

removal 

KNN, 

Naïve Bayes, 

Decision Tree 
2 96-100% 

2013 

Zhang et 

al. [48] 

Dataset from 

Israel 

Institute of 

Technology 

Local 

textural, 

Global, 

Shape 

features 

LBP, 

GLCM, 

Curvelet 

Transform 

- 

MLP, LR, KNN, 

Naïve Bayes, 

SVM, Fisher 

Linear 

Discrimination 

2 99.25% 

2003 

Butler et 

al. [42] 

X-Ray 

Scatter 

Images 

Handcrafted 

Features 
- - Naive Bayes 2 90% 

 

Authors Dataset 
Feature 

Extractors 
Preprocessing Methodology 

# of 

Class 
Accuracy 

2023 

Li at al. 

[69] 

BreakHis 

BACH 

LC25000 

- Augmentation 
Embedded fusion 

mutual learning 
- 

BreaKHis 

At 100X: 97.36%; 

BACH: 98.96%; 

LC25000: 100% 

2023 

Alhussan 

et al. [83] 

DDSM 

Dataset-2 
AlexNet Augmentation 

Advanced Al-

Biruni Earth 

Radius -CNN 

2 
DDSM dataset: 96.2% 

Dataset-2: 99.4% 

Table 3.2: Comparison of DL methods design for BC diagnosis 
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2023 

Liu et al. 

[85] 

BreakHis 

DenseNet, 

Residual 

branch 

Augmentation CTransNet 4 

40x:98.29% 

100x:97.77% 

200x:96.93% 

400x:96.05% 

2022 

Karthik et 

al. [64] 

BreakHis 

BACH 
- Augmentation 

Ensemble of 

DAMCNN and 

CSAResnet 

- 99.55% 

2022 

Wakili et 

al. [65] 

BreakHis DenseNet 

Augmentation, 

Stain 

Normalization, 

Intensity 

Normalization 

DenTnet 2 99.28% 

2022 

Singh et al. 

[71] 

BHI 

BreakHis 
- - 

Hybrid network 

comprises 

inception and 

residual block. 

2 

BreakHis dataset: 

40x:80.8% 

100x:82.76% 

200x:86.55% 

400x:85.80% 

 

BHI dataset: 85% 

2022 

Y. Zhou et 

al. [76] 

BreakHis, 

BACH 

2018 

- 

Normalization, 

Patch 

extraction, 

Augmentation 

RANet-DSVM 
2, 

4 

BreakHis multiclass: 

Image level: 98.05% 

Patient level: 97.43% 

BreakHis binary: 

Image level: 99.14% 

Patient level: 98.83% 

2022 

Tummala 

et al. [88] 

BreaKHis - - Swin transformer 
2,  

4 

 

Binary: 99.6% 

Multiclass 

40x:96% 

100x:92.6% 

200x:93.5% 

400x:93.4% 

All zoom factors: 

93.4% 

 

2021 

Zewdie et 

al. [10] 

BreakHis, 

Zendo, 

JUMC 

- 

CLAHE, 

Augmentation, 

Histogram 

matching 

ResNet50 
2, 

4 

Binary: 96.75%, 

Benign sub-type: 

96.7% 

 

Malignant sub-type: 

95.78% 

Grade: 93.86% 
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2021 

Baccouche 

et al. [89] 

CBIS-

DDSM, 

INbreast, 

Private 

dataset 

- 

Histogram 

Equalization, 

Augmentation 

YOLO 2 

CBIS-DDSM dataset: 

95.7% 

INbreast dataset: 

98.1% 

Private dataset: 98% 

2020  

Thuy et al. 

[54] 

BreaKHis 
VGG16 

VGG19 
GANs CNN 2 95.0% 

2020 

Toğaçar et 

al. [55] 

BreaKHis - Augmentation BreastNet 2 98.80% 

2020 

Al-Haija et 

al. [63] 

BreakHis - 
Real-time data 

Augmentation 
ResNet-50 2 99% 

2020 

Al-antari 

et al. [86] 

DDSM, 

INbreast 
- 

Multi-threshold 

peripheral 

equalization, 

Adaptive 

Histogram 

equalization, 

Augmentation 

Mass detection 

using YOLO. 

For classification: 

CNN, ResNet-50, 

InceptionResNet-

V2 

2 
DDSM dataset: 99.17% 

INbreast dataset: 

97.27% 

2019 

Alom et al. 

[75] 

BreakHis, 

BCC 2015 
- Augmentation IRRCNN 

2, 

4 

BreakHis multi-class: 

Image level: 97.57% 

Patient level: 96.84% 

 

BreakHis binary: 

Image level: 97.65% 

Patient level: 97.57% 

2019 

Budak et 

al. [66] 

BreakHis FCN - Bi-LSTM 2 

40x:95.69% 

100x:93.61% 

200x:96.32% 

400x:94.29% 

2018 

Nahid et 

al. [59] 

BreakHis 

CT, LBP, 

Histogram 

for local-

features. 

DFT for 

frequency 

domain. 

- CNN-CH 2 200x: 97.19%. 
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2018 

Jannesari 

et al. [74] 

TMA, 

BreakHis 
- 

Format 

conversion, 

Augmentation 

Inception, 

ResNet 

2, 

4 

Cancer types: 99.8% 

 

BC types: 98.7% 

 

Benign sub-type: 

94.8% 

Malignant sub-type: 

96.4% 

2018 

Ferreira et 

al. [78] 

ICIAR 

2018 
- Augmentation 

Inception-

ResNetV2 
4 90% 

2017 

Han et al. 

[73] 

BreakHis - Augmentation 

Class structure 

based deep 

convolutional 

neural network 

(CSDCNN) 

4 93.2% 

2016 

Spanhol et 

al. [56] 

BreaKHis - - AlexNet 2 

Image level:  

82.4% 

Patient level:  

84.4% 

 

Authors Dataset 
Feature 

Extractors 
Preprocessing Methodology 

# of 

Class 
Accuracy 

2023 

Rani et al. 

[84] 

 

WDBC 

 

PCA - PCA-DNN 2 98.83% 

2022 

Zerouaoui 

et al. [67] 

BreakHis 

FNAC 

DenseNet201, 

Inception V3, 

Inception-

ReseNet V2, 

MobileNet V2, 

ResNet 50, 

VGG16, VGG19 

Intensity 

Normalization, 

CLAHE 

28 hybrid 

architectures 

using four 

classifiers: MLP, 

SVM, 

DT, 

KNN 

2 

Using MLP and 

DenseNet201 

FNAC dataset: 99% 

 

BreakHis dataset 

40x:92.61% 

100x:92% 

200x:93.93% 

400x:91.73% 

2022 

Nakach et 

al. [70] 

BreakHis 

DenseNet_201, 

MobileNet_V2, 

Inception_V3 

Intensity 

normalization, 

CLAHE, 

Augmentation 

ADB, GBM, 

LGBM, XGB 
2 

Using Inception_V3 

and XGBA: 

92.52% 

Table 3.3: ML and DL hybrid models             

comparison for BC diagnosis 
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2022 

Kumar et. 

al [79] 

BreakHis 
Xception, 

VGG16 

Real-time 

Augmentation 

Logistic 

regression 
4 

Using Xception + 

LR: 82.45% 

2020 

George et 

al. [62] 

BreakHis 

ResNet-18, 

ResNet-50, 

ResNet-101, 

GoogleNet, and 

AlexNet 

Image 

Sharpening, 

Gamma 

correction, Stain 

normalization 

NucTraL+BCF 

framework 

(Nucleus 

patches + 

transfer learning 

+ classifier 

fusion) 

2 96.91% 

2020 

Saxena et 

al. [60] 

BreakHis 

AlexNet, 

VGG16, 

VGG19, 

ResNet18, 

ResNet50, 

ResNet101, 

Inception-v3, 

Inception-

ResNetV2, 

Inception-v1, 

SqueezeNet 

Non-

overlapping 

patches 

SVM 2 

Using 

ResNet50_SVM 

40x: 93.99% 

200x: 95.91%, 

 

Using 

ResNet101_SVM 

100x: 94.81%, 

 

Using AlexNet_SVM 

400x: 89.48% 

2020 

Gour et 

al. [61] 

BreakHis ResHist 

Augmentation: 

Affine 

transformation, 

Image patches, 

Stain 

normalization 

KNN, SVM, RF, 

QDA 
2 

Using SVM: Without 

augmentation: 

84.34%, 

With augmentation: 

92.52% 

2020 

Murtaza 

et al. [77] 

BreakHis BMIC_Net Augmentation 

KNN, SVM, 

NB, DT, LDA, 

LR 

2,4 

BC1: 95.48%, 

B2: 94.62%, 

M2: 92.45% 

2019 

George et 

al. [68] 

BreakHis 

AlexNet, 

ResNet-18, 

ResNet-50 

- SVM 2 96.88% 

2019 

Kaur et al. 

[90] 

Mini-

MIAS 
CNN 

Noise reduction 

using Median 

filter 

K-mean 

clustering + 

MSVM 

2 

Normal: 95% 

Benign: 94% 

Malignant: 98% 

2018 

Shallu et 

al. [57] 

BreakHis 

VGG16, 

VGG19, 

ResNet50 

Augmentation 
Logistic 

regression 
2 

Using VGG16  

and  

LR classifier: 92.60% 
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2018 

Nahid et 

al. [58] 

BreakHis 

CNN, 

LSTM, 

CNN+LSTM 

- 

Softmax out 

performs 

SVM. 

2 

40x: 90%; 

100x: 90%; 

200x: 91%; 

400x: 90%. 

2018 

Song et 

al. [72] 

BreakHis 

CNN and refine 

features through 

Fisher vector 

(FC) 

- SVM 2 
Image level: 87% 

Patient level: 90% 

3.5 Summary: 

In this chapter, a comparison between existing studies for BC classification is conducted. 

Different authors tried different models to come up with more robust system to automatically detect 

BC. Both binary and multiclass classification models were under consideration. From above 

studies Kaur et al. achieved the highest accuracy for a multiclass classification using MSVM for 

classification and CNN for feature extraction. For binary classification Al-Haija et al. achieved the 

highest accuracy of 99% using ResNet50. From studies it is learned that the number of epoch used 

to train a model are really model. To achieve highest accuracy it is required to run over many 

epochs but until the point where accuracy keep improving for validation.   
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CHAPTER 4 

 

Methodology 

 

 

4.1  Overview: 

For early diagnosis of BC and to reduce mortality rate and increase survival rate, there’s much need 

to design an automatic robust model that can be installed in Laboratories and hospital. With a 

purpose to design a robust classifier, a CNN based DL model is used in this study. Only diagnosing 

BC into benign and malignant class is just no enough for starting course of treatment, so further 

analysis is required. That’s why a multiclass classification model is designed. Figure 4.11 presents 

the detailed architecture of the proposed model.  

For classification of Histopathological images into benign, malignant and further subclasses 

the model designed in study consists of multiple modules such as Data collection, Preprocessing 

steps like (down sampling, splitting, resizing, augmentation, and balancing), Feature extraction and 

classification using the proposed solution. These steps are explained in more detail in the below 

sections.  

4.2  Data Collection: 
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For designing an image classifier first step need to done is collection of data, that will be 

passed to the model for training so it can classify images. So publicly available dataset BreaKHis 

is selected and downloaded because its most reliable available dataset. 

4.2.1 Dataset: 

The dataset BC Histopathological Image, known as BreaKHis [6], is used in this work. 

Images taken from a biopsy process, in which a little sample of tissue is removed for microscopic 

analysis, are included in the collection. After the biopsy, the tissue samples are submitted to a lab 

where they are examined and analyzed in-depth under a microscope by a pathologist. The 

examination of biological cells and tissues under a microscope is referred to as histopathology. The 

Greek word "histos" means tissue, "pathos" means illness, and "logos" means study is where the 

word "histopathology" originates [36]. 

Histopathological pictures are microscopic depictions of tissues that are used to diagnose 

illnesses and anomalies connected to tissues. In particular, tissue samples were taken from 

suspected lumps or bumps in breast tissue and then observed under a microscope for the BreaKHis 

dataset. BreaKHis is a collection of therapeutically relevant samples of benign and malignant BCs 

compiled from microscopic biopsy photos as illustrated in Fig 4.1.  

Fig 4.1: Sample from BreaKHis Dataset 
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Pathologists can distinguish between distinct forms of BCs, both benign and malignant, by 

examining the tumor cells under a microscope.  As a result, total eight sub classes are found in 

BreaKHis dataset shown in Fig 4.5. There are presently four histopathologically unique forms of 

benign breast tumors in the dataset are: adenosis, fibroadenoma, phyllodes tumor, tubular adenoma, 

and four (BC) malignant tumors are: ductal carcinoma, invasive lobular carcinoma, mucinous 

carcinoma, and papillary carcinoma samples are shown in Fig 4.2. 

There are 7,909 photos from 82 patients make up the collection, which was created using a 

variety of magnification factors, including 40×, 100×, 200×, and 400× shown in Fig 4.3. It is 

noteworthy that 2,480 benign and 5,429 malignant samples are included. More information on the 

Fig 4.3: Ductal carcinoma from same slide 14-2523 at four different magnifications. 

Fig 4.2: Examples of images with labels from the BreaKHis with several magnification levels. 

Benign instances are shown in the upper row, while malignant ones are shown in the bottom row. 
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BreaKHis distribution is provided in Table 4.1. Each sample or picture has a size of 700*460 pixels, 

is stored in PNG format, is 3-channel RGB, and has 8-bit depth in each channel. The sample has 

picture filenames that provide crucial details about the image, including the magnification factor, 

patient identifier, tumor class, tumor kind, and biopsy procedure.  

 

 For example, SOB_M_PC-14-1245640 002.png shows the image at 40X magnification, 

showing a papillary carcinoma type malignant tumor that originated from slide 14-4659 and was 

Class Subclasses 

Magnification Levels 

Total 

40X 100X 200X 400X 

Benign 

A 114 113 111 106 444 

F 253 260 264 237 1014 

PT 149 150 140 130 569 

TA 109 121 108 115 453 

Malignant 

DC 864 903 896 788 3451 

LC 156 170 163 137 626 

MC 205 222 196 169 792 

PC 145 142 135 138 560 

Total 1995 2081 2013 1820 7909 

Table 4.1: Distribution of BreaKHis dataset 
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acquired using the SOB process. Samples included in the dataset were obtained via the SOB 

technique, which is sometimes referred to as excisional biopsy or partial mastectomy10. This 

procedure, which removes a bigger tissue sample, is carried out under general anesthesia at a 

hospital.  

The BreaKHis Dataset's primary folder structure given in Figure 4.4a. Subfolders within 

each primary categorization folder (malignant or benign) are divided into their respective 

subclassifications. The malignant folder, for example, comprises samples from ductal carcinoma, 

lobular carcinoma, mucinous carcinoma, and papillary carcinoma as given in Figure 4.4b. The SOB 

technique, often referred to as partial mastectomy or excisional biopsy, was used to obtain all 

samples, which is why the SOB file exists. These samples are further divided into the magnification 

factors utilized for imaging in each subclassification, which includes folders for every patient. 

Mucinous carcinoma subclass has 9 patients and each categorized the images into folders according 

to magnification factor as given in Figure 4.4c. 

 

 

 

 

a) Main Folder 
b) Malignant 

Subclassification 

c) Magnification 

division 

 

 
10 It’s a surgical procedure in which one or both breasts are removed. 

Fig 4.4: Folder structure of Dataset  
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This database was created in collaboration with the P&D Laboratory—Pathological 

Anatomy and Cytopathology, Parana, Brazil. From January 2014 to December 2014, a clinical 

investigation was carried out, during which the photos were gathered. Samples in the dataset are 

prepared for histological analysis and are carefully labeled by P&D Lab pathologists. Hematoxylin 

and eosin (HE)-stained breast tissue biopsy slides are used to create the samples [91].  

The P&D Lab's pathologists gather the samples, prepare them for histological analysis, and 

label them. The normal paraffin technique, which is often employed in clinical routines, was used 

in the preparation method. The major objective is to maintain the original molecular makeup and 

tissue structure so that it can be seen under a light microscope. The entire preparation process 

consists of phases including clearing, infiltration, trimming, fixation, dehydration, and embedding. 

4.2.2 Dataset Limitation: 

There are varying quantities of samples in each class due to the imbalance in the dataset. 

Malignant samples comprise 68.64% of the whole dataset, whereas benign samples make up just 

31.36%. Also there’s huge imbalance in subclasses. Like in malignant subclasses, the ductal 

carcinoma has 3451 samples while other types have samples like 626 in lobular carcinoma, 792 in 

mucinous carcinoma, 560 in papillary carcinoma. This imbalance means that a classifier trained on 

this data will be biased towards predicting a malignant classification. That said, this complicates 

the task of implementing a bias-free classifier. 

4.2.3   Dataset Advantages: 

As histopathology images are obtained directly from regions of interest, feature extraction 

and segmentation is not needed to done ahead of classification. For this dataset, segmentation is 

not required; normally, it is done to identify the location of the possible tumor. This greatly 

simplifies the classifier design as segmentation is not required. The project can go further into the 

classifier design by allowing for a narrower scope. Additionally, by using histopathological 

pictures, the entire image's data is utilized for categorization rather than just the segmented portion. 

This dataset was introduced in 2016 so it can be considered as fairly new dataset. There’s no other 

database with more samples than the BreaKHis. That’s why this dataset is considered for this study 

purpose.  
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4.3  Preprocessing: 

Preprocessing steps are those steps which are performed to prepare input data before 

passing data to model. These steps help to remove the none or less informative features, efficient 

learning and achieve better performance. Different preprocessing steps are performed for 

classification see figure 4.6. 

4.3.1 Down Sampling: 

In the very first step a malignant subtype from dataset that is ductal carcinoma is down 

sampled due to high imbalance between number of samples in classes as mentioned in section 

Fig 4.5: Dataset Classes 

BreaKHis Dataset 

Benign Malignant 

Fibroadenoma 

Adenosis 

Tubular Adenoma 

Phyllodes Ductal Carcinoma 

Lobular Carcinoma 

Mucinous Carcinoma 

Papillary 
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4.2.2. Ductal carcinoma has 46% samples of dataset, which is much greater than other classes 

samples. This imbalance can makes the model biased which reduces the model accuracy. That’s 

why for avoiding class imbalance down sampling is performed and we take 1146 samples from DC 

class. After experiments it is noticed that it’s the most crucial step in this case.   

4.3.2 Splitting: 

After the first step, Data is divided into training, validation and testing directories with a 

80:10:10 ratio independent of their magnifications shown in figure 4.7. Each of these three 

directories had images from all sub classes. Since the training dataset is what the model is trained 

on, it is the largest of the three. The test set is used to objectively assess the performance of model 

as a whole. At the conclusion of every training session, the validation set is utilized for a "unbiased" 

assessment. The hyperparameters of the model are also adjusted using this evaluation in between 

epochs. Hyperparameters are variables that influence training yet are unchangeable in the training 

process.  

As the dataset comprises images from four zoom factors that are 40X, 100X, 200X and 

400X. So images are divided with a focus on equal distribution, it means that each split contains 

data from all the four magnifying factors as shown in figure 4.8. This splitting is done in very 

earlier step due the reason that moving forward data augmentation is performed. And augmentation 

must be performed only on training dataset so the testing data remains unseen for model. 

Fig 4.7: Dataset splitting. 

Balancing
Augmen-

tation
ResizingSplitting

Down

Sampling

Fig 4.6: Preprocessing steps workflow 
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4.3.3 Resizing: 

After splitting the next step in preprocessing is that images resizing. The dataset's 700*460 

mega pixel raw images were all resized to 224*224 mega pixels in order to fit the YOLOv5x-cls 

input layer. And then data augmentation is applied.  

4.3.4 Augmentation:   

Augmentation offers the increasing of dataset size synthetically for few reasons. The first 

is that for achieving a good performance, as CNN models require a lot of data for training so data 

is increased with various techniques and the other is to avoid overfitting11 and imbalance. 

Augmentation increases dataset by creating copies(over sampling) of existing dataset. Various 

techniques (such as affine transformations, kernel filters, color transformation, GANs etc.) are used 

for augmentation which make changes in original image. Each technique produces different 

changes. We can create millions of copies of dataset using augmentation. In this work, we have 

applied augmentation on training dataset only, so the testing dataset remains unseen.  And we have 

used total of three augmentation techniques, two of which are affine transformations vertical 

flipping and horizontal flipping and a color transformation that is color invert shown in figure 4.9. 

 
11 It’s a situation in which model performs well on the training data but couldn’t predict well on unseen data.  

Fig 4.8: Splitting according to Magnification levels 
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For binary classification, augmentation is applied separately on benign and malignant data. The 

total number of images in benign class were 2368 and after 80% split there are 1894 training images 

on which augmentation is applied and its size is increased to 4585 images. In malignant class there 

were 2424 training images and after augmentation it increased to 7008 images.  

4.3.5 Balancing: 

After augmentation, class balancing is performed to make each subclass equal in number 

of counts by randomly up-sampling images according to max count of images in any class. For 

example for benign tumor there were 1071 samples for phyllodes, 1050, 1578, 886 for adenosis, 

fibroadenoma, and tabular respectively after augmentation. In these max or highest count is 1578 

so all other types are up-sampled and each benign subclass then have 1578 samples.  

4.4 Proposed Model: 

The present research study primarily focuses on classification of BC from 

Histopathological images using YOLO model, along with incorporating a  modification for 

extracting more complex features. ResNet block has been integrated after the backbone of 

Fig 4.9: Augmentation techniques 

Fig 4.10: Workflow of proposed methodology 
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architecture of YOLO model and before to enhance capabilities to learn more complex features 

and faster convergence.   

4.4.1 YOLO:  

The model was implemented using PyTorch which is a famous framework of DL developed 

by Facebook. The first YOLO model a object detection technique was developed in 2016 by 

Ultralytics, and afterwards are the variations of 1st model. In 2020 YOLOv5 model was developed 

which also supports classification tasks from August 2022. The class probabilities and bounding 

box collection are predicted by the YOLO neural network architecture. The complete image is first 

divided into several grids of various sizes, and then anchor boxes are created using predetermined 

scale and size in each grid of the input image. Rather of creating boundary boxes, the model predicts 

class probabilities for classification. Yolov5-cls is pretrained on ImageNet dataset, for each input 

it provides a probability for all class labels.  

YOLOv5 detection architecture has 3 parts: Backbone which used CSP-Darknet53 

structure which refers to CNN architecture so is used to extract hierarchical features from 

histopathological images and represent the features at different levels. Darknet is a CNN 

architecture specially designed for YOLO. CSP-Darknet53 involves 53 convolutional layers of 3*3 

kernel, batch normalization and sigmoid Leaky Relu function, C3 structure. Batch normalization 

prevents the network overfitting and also accelerate or speed up model convergence. Gradient 

changes are integrated into feature map through C3 structure which reduces computation and 

maintain accuracy. A SPPF block is added over CSPDarkNet53 because it increases receptive field 

and separates the most important or significant features and it also don’t affect model’s speed. The 

Neck part of YOLO is used for aggregation of parameters or refining features from different scales 

of backbone CSP-PAN and the detection Head makes bounding boxes and gives probability for 

each class.  

But for classification YOLOv5 does not have all these three modules, classification model 

only involves a CSP-Darknet53 based backbone having convolutional layers and bottleneck for 

extracting the hierarchical features and then a classification head which categorizes the full image 

into one of the defined classes. Its like backbone --> classification head. Darknet53 is a variation 
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of CNN models which is designed specifically for YOLO model to enhance its capability of 

extracting hierarchical features.  

As Darknet is based on CNN models so it uses the basics of CNN for extracting features. 

Each convolutional layer in YOLO involves three operation which are convolution operation, 

Batch Normalization (BN) and SiLU activation function. Convolutional operations where filters 

are passed over the images to extract useful information from the image. Filters play a very 

important role in feature learning. Network automatically adjust filters and optimize them through 

back propagation. These filters move over the input pixel with a stride value and filter is convolved 

with input pixels and results are aggregated, this operation is called convolution operation and it 

generates features maps. After the convolution operation there is BN which is used to avoid over-

fitting. SiLU is activation function that utilizes sigmoid function multiplying with itself. Darknet 

based backbone consists of multiple convolution layers which keep on extracting features from 

input data, starting layers extract basic features like edge details, moving forward as the model 

becomes deep it extracts more complex and appropriate features from input data. After performing 

convolutional operations all the feature maps are flatten to create a single 1D array which is passed 

to fully connected layers for classification. Flatten array is used an input to fully connected layers.  

Fully connected layers are a dense neural network which contains dense network of 

neurons. These are called fully-connected because every neuron in a single fully connected layer 

is connected to all the neurons in previous layer and all the neurons in next layer. These fully-

connected layers are responsible for learning weights to associate features to particular class or 

label. Classification head includes convolution layer, Dropout layer, linear and adaptive average 

pooling2D function, this adaptive pooling is used to make the model such a way that can adjust 

pooling window size according to the dimensions of input image. It helps to maintain the spatial 

information before feeding data to final or last fully connected layer which classifies features.  

YOLOv5 model has different variation like YOLOv5n, YOLOv5s, YOLOv5m, YOLOv5l, 

YOLOv5x. All variations differ due to their sizes, parameters involved, number of features they 

can extract and speed. So, in this study we have implemented YOLOv5x-cls that is the extra large 

variation of YOLOv5. Although the larger model involves more parameters and is deeper but it 

also provide good performance and accuracy.  



57 
 

4.4.2 Modified YOLO Architecture: 

This work proposed a YOLOv5 model with ResNet feature extractor for classifying BC 

into benign and malignant classes as well as further classify to their subclasses. In architecture 

ResNet block is incorporated in sequence into the existing architecture in sequence after the 

CSPDarknet53 backbone and before classification head to extract more features from complex 

Fig 4.11: Modified architecture of YOLOv5 
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histopathological images. Its like backbone --> ResNet block --> classification head. The modified 

architecture of YOLOv5x is presented in Figure 4.11. 

The Resnet block enhances model’s feature learning capabilities. Residual connections help 

to learn and propagate features effectively. Adding more layers aid the model to learn more 

complex representations. It involves convolution layers and batch normalization which helps 

extracting more complex features. The block involves convolutional layers with kernel size 3*3, 

batch normalization and ReLU activation function which helps model bring non-linearity. ReLU 

activation function changes all to negative values to 0 and remains other values unchanged. ResNet 

blocks aid in collecting and maintaining high-level features because of their skip connections and 

residual learning capabilities. Residual connections provides smoother gradient flow and this 

helped to faster convergence while training. The YOLOv5 backbone facilitates an initial feature 

extraction and ResNet block boosted the model's ability to learn more complicated and abstract 

features and this particularly helped in classifying BC subclasses. The backbone consists of 

bottleneck blocks which processes the image and detect features. The added block improved the 

model’s accuracy, results discussed in chapter 5 to diagnose more precisely. 

4.5  Training process: 

For training we build 3 models one for binary classification, one for malignant subclass 

classification and other for benign subclass classification. Before model training few preprocessing 

steps were introduced to improve model’s performance like down sampling was introduced only 

for model designed for malignant subclass classification because malignant class has a huge 

imbalance between subclasses. Then dataset is splitted into training and testing sets, 80% for 

training, 10% for validation and 10% for testing. In third step resizing is performed, original images 

were of size 700*460 which are reduced to a size of 224*224 because it’s the required size for 

YOLOv5x-cls. Augmentation was used to synthetically increase dataset size because CNN based 

models require large data for learning and performing better and then classes are balanced as last 

preprocessing step to balance all classes according to max image count. After completing all these 

preprocessing steps the dataset is given to model for training, input shape given to model is 

224*224*3.  
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For classification each image is given label according to the folder in which it is saved. 

Giving labels from folder name involves benefits like class labels can be clearly defined through 

folder structure and there are less chances of mistake that manual labelling can have. We have tried 

and tested different experiments to find which techniques goes well with out model. We have 

performed experiments without augmentation and down sampling but didn’t achieved much good 

results for those cases. Also we have trained with different image sizes but didn’t find much 

difference in results. For optimal results, parameters used are discussed like, For malignant classes 

we had total 7008 training images, for benign classes we had 6312 training examples and for binary 

class we had 8684 training samples. Epochs for training were set to 300, 0.001 learning rate and a 

batch size of 64. The classification or fully connected layers uses total 1024 filters, with stride = 1, 

filter size = 1, and uses SiLU activation function to classify images into required classes. The output 

layer of model consists of 4 channels for subclass classification models and 2 channels for binary 

classification. 

  For Evaluation, performance accuracy and train test losses were tracked using wandb as 

well as using Tensorboard logs. After completing the training the inference on test images is 

Fig 4.12: Result image with class probabilities 
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conducted using the best saved weights during the training. And the final output are the images 

showing probability for all classes involved shown in figure 4.12.  

4.6 Summary: 

This chapter discussed about the proposed methodology with initial steps and proposed 

model with architecture. Like section 4.2  discusses in detail about dataset, how its collected, its 

pros and cons, and why this dataset has been selected for this study. Moving forward section 4.3 

discusses the preprocessing steps performed on dataset to increase model efficiency. Section 4.4 

discussing proposed YOLO model and then in section 4.6 all the training details are given that 

which parameters were selected for training or fine tuning the modified YOLO for BC 

classification.  
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CHAPTER 5 

 

Results and Discussion 

 

 

5.1 Experimental Setup:  

For implementing classifier for BC classification preprocessing relevant tasks are 

performed on Google Collab and PyTorch framework was used on a GPU machine having NVIDIA 

Quadro RTX 4000 GPU with 8GB of RAM for training experimentation. For training        

 

 

 

 

 

parameters were set to 224*224 image seize, 300 epochs and 64 batch size. 

PARAMETER VALUE 

Image size 224 

Epoch 300 

Batch size 64 

Model YOLOv5x-cls.pt 

Table 5.1: Experimental setup 
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5.2 Evaluation Metrics: 

In this study we used accuracy, train/test loss graphs and confusion matrix for the evaluation 

of our proposed model which is bench mark criteria. To measure overall performance of model 

accuracy metric is used.  

Accuracy =  
Number of correct predictions

Total number of predictions
         

                   

But only accuracy metrics is not enough for evaluating the robustness of a model. So 

confusion matrix is calculated also. The number of successfully categorized targets is represented 

by the content of the matrix at diagonal position i = j. Therefore, it seems sense that the Confusion 

Matrix's non-diagonal places would want to be as minimal as feasible. An illustration of a confusion 

matrix is presented in Figure 5.1.  

 

 

 

 

 

 
 

 

 

 

 

5.3 Experimental Results: 

This section shows the results achieved using our implemented model. For tracking the 

performance of models training process, we evaluated accuracy, classification report as well as 

confusion matrix. Binary Classification model: Firstly model is trained for binary classification of 

BC into benign or malignant. Figure 5.2 shows the testing accuracy of model. For classifying BC 

test images confusion matrix is presented in figure 5.3, 11 images were misclassified indicating 

that achieved an accuracy of 99%. 

Fig 5.1: Confusion Matrix 
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Fig 5.2: Binary class accuracy graph 

Fig 5.3: Binary class Confusion matrix 
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  Malignant multiclass Classification model: Second model is trained for classifying 

subclasses of malignant tumor. There are four subclasses of malignant tumor given in dataset, 

figure 5.4 shows test accuracy graph and confusion matrix is presented in figure 5.5 for this case. 

Six images are misclassified while achieving a test accuracy of 98% . 

Fig 5.4: Malignant class accuracy graph 

Fig 5.5: Malignant class Confusion matrix 
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Benign multiclass Classification model: Third model is trained for classifying subclasses 

of benign tumor. For benign case 8 images were misclassified shown in figure 5.7 with a test 

accuracy of 97% which is presented in figure 5.6.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 5.6: Benign class accuracy graph 

Fig 5.7: Benign class Confusion matrix 
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5.4 Discussion: 

To determine the best influenced train test split three different splitting arrangements 

90%:10%,.80%:20%,.70%:30% are used because it has a larger impact on the performance of CNN 

based models. Best results achieved using a 80% training set and 10% testing set, the classifier 

from this research study achieved an accuracy of 99% for binary classes, 97% for benign subclasses 

and 98% for malignant subclasses classification. Moreover, it is observed that imbalance data also 

affects the model’s performance badly, if there’s more samples in one class than the other the model 

can be biased towards that class with more samples. Like in BreaKHis dataset used in this study 

there’s a huge imbalance between classes. It has 2368 images in benign class and 5429 images in 

malignant class so when we tried to use this data as it is proposed model performed very badly. So 

overcome this imbalance between classes it’s necessary to do some technique which can balance 

the classes so we opted down sampling technique and down sampled malignant class to 3101 

images.  

Zewdie et al. [10] developed a binary and multi class classifier model and their model 

achieved an accuracy of 96.75%, 96.7% and 95.78% for binary, benign and malignant classes 

respectively using the same dataset used in this study. Unlike our model and the model developed 

by Zewdie et al. model, the model’s performances in a paper by Tummala et al. [88] are separated 

by magnification scales. A two-class as well as eight class classifier model was developed and their 

two-class model achieved an accuracy of 99.6%, for eight classes their model achieved best 

accuracy at 40X which was 95.5%. But its difficult to exactly compare their accuracy with ours 

due to their separated results. The average accuracy achieved by their model was 96% although 

this accuracy is good, but still its lower than our model. Jannesari et al. [74] also implemented a 

multi class model in which their two class model achieved an accuracy of 98.7% while benign class 

achieved 94.8% and malignant class achieved 96.4% accuracy.  
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Li. et al. developed a 2 phase embedded fusion mutual learning model. Where in the end-

to-end phase at first stage 2 heterogenous networks were used for the mutual learning of features. 

And then ensemble the classifier which completes the training procedure, at 2nd stage they extracted 

intermediate features of two networks. And used adaptive feature fusion technique for fusion of 

two networks features. At 3rd stage they transfer the fused features back to network for 

strengthening their training procedure, and then at 4 they calculated class probabilities of fusion 

classifier to obtain classification results. In non-end-to-end phase they used the deep-level extracted 

features for training traditional classifiers to classify images into two classes. Although their model 

achieved a good accuracy but model is very complex as well as also dependent on magnification 

levels, which means that model could not perform well on other magnification levels.  

The proposed work is also compared with ResNet50, InceptionV3 and InceptionResNetV2. 

For these models we have used the same preprocessing pipeline. ResNet achieved 93% accuracy 

for binary class, 86% and 82% accuracy for benign and malignant respectively. 91.8%, 81% and 

83% of accuracy for binary, benign subclasses and malignant subclasses respectively is achieved 

by InceptionV3. InceptionResNetV2 provides an accuracy of 96%, 87%, 81% for binary, benign 

subclasses and malignant subclasses respectively. Comparison shows that modified YOLOv5 

model is more accurate and perfect choice for classification of BC. From Table 5.2 it can also be 

observed that our model achieves better accuracy for benign and malignant classes.  

 

 

 

 

 

 

  

Model Binary class Malignant class Benign class 

ResNet50 96.75% 96.70% 95.78% 

Swin Transformer 99.60% 96% 96% 

BMIC_Net 95.48% 92.45% 95% 

Inception 91.80% 83% 81% 

InceptionResNetV2 96% 81% 87% 

Ours 99.00% 98% 97% 

Table 5.2: Breast cancer classification results comparison 
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CHAPTER 6 

 

Conclusion 

 

 

Breast Cancer is the deadliest cancer and its cases are increasing every year. So in this 

study, a binary and multiclass classification model was developed for early diagnosis of BC which 

classifies a set of Histopathological breast-images into Benign and Malignant classes and their 

subclasses. Compared to binary classification, multi-classification has more clinical value since it 

offers additional information about patients' health issues, which reduces pathologists' workloads 

and helps pathologists create more effective treatment plans. The YOLO model with ResNet 

feature extractor has been used for the classification. The YOLOv5 model’s backbone extract 

hierarchical features from input images, a ResNet block is incorporated in the architectural pipeline 

of YOLOv5 to extract more features from complex images. Those features are then used by 

classification head to classify more precisely.  

This work has developed three models that make use of the hierarchical characteristic of 

the YOLO model and the advantages of local and global domain information. First model for 

classifying images to benign or malignant class. Second model classifies the malignant sub-classes, 

for this model there’s an additional preprocessing step was performed that is down sampling. Due 

to high imbalance in malignant classes in dataset, down sampling need to perform. And the third 
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model classifies the benign classes. For experiments this study has utilized BreaKHis dataset. Most 

of existing studies for multiclass performed magnification dependent classification that makes the 

model dependent that it cannot classify images with different zoom level. Proposed model performs 

the magnification independent classification which makes the model more generalized that it can 

diagnose and classify BC from any magnification powered digital histopathology image.  

The outcomes demonstrated that our suggested technique may reliably outperform previous 

research in terms of performance. In addition to the accuracy data, we also recorder the precision, 

recall, and F1-Score values in this study. According to the experiments, the modified YOLOv5 

performs the best on given dataset. Binary classification model provides accuracy of 99%, and 0.99 

Precision, F1-Score, and Recall value. For Malignant subclass classification model achieved best 

accuracy of 98%, average 1.00 precision and recall 0.99 f1-score. For Benign subclasses model 

gained 99% accuracy, average 1.00 precision and recall, 0.99 f1-score.  

Lessons learned from this work includes that data unbalancing effects a lot on model’s 

performance badly, when dataset is small Data augmentation can play a great role for improving 

the model’s accuracy. Rather than choosing a complex model that increases the computational cost 

of model and takes a lot of training time, such model is not preferred in medical diagnosis, a simpler 

model can reduce computational cost while achieving a good accuracy for classification on 

BreaKHis dataset.  

Getting a correct diagnosis as soon as possible is crucial to increasing the probability 

of breast cancer patients surviving. The death rate from breast cancer may be lowered with the use 

of this classifier. It is hoped that this automatic classifier will assist save lives and that this work 

will serve as a guide for future researchers with similar objectives.  

6.1  Future Work:   

In future, we can build and deploy a website application that can be used for clinical 

assessment and helps pathologists in their findings. Moreover, for increasing models’ performance 

accuracy we can use GANs for generating synthetic data instead of augmentation.  
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