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Abstract 

 
Shadows are natural artifacts present in images that can hinder various Computer Vi- 

sion tasks such as object detection, tracking, segmentation, and scene analysis. This 

research introduces an innovative approach to detect and remove shadows from single 

RGB images using Attention-based Generative Adversarial Networks (GANs). The pro- 

posed methodology employs a deep-learning model comprising Attention-based GANs, 

featuring two generators and two discriminators, to effectively identify and eliminate 

shadows. Subsequently, the shadow-free image generated by the GANs undergoes a 

post-processing step to refine shadow regions using a shadow mask. This post-processing 

stage combines traditional image processing techniques, including histogram matching, 

custom filters, and shadow boundary detection and estimation, to enhance the accu- 

racy of shadow removal. Additionally, we used a large-scale benchmark dataset named 

"Extended ISTD," consisting of 5352 triplet images (shadow, shadow mask, shadow-free 

samples), facilitating both shadow detection and removal tasks. This dataset encom- 

passes a diverse range of dark and hard shadow images, as well as multi-color contrast 

shadow images, serving as an extended version of the publicly available "ISTD Dataset." 

Upon training the Attention-based GANs on the provided dataset and applying the 

proposed post-processing step, an RMSE of 5.28 is achieved. The proposed methodol- 

ogy demonstrates efficient shadow removal capabilities, even in scenarios involving dark, 

hard shadows, and multi-color contrast shadow images. 
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CHAPTER 1 

 
Introduction 

 
Artefacts are the unwanted and undesired areas which are present in the image and 

tends to degrade the quality of entire image. Artefacts in digital images may results 

from the inner working of the digital camera such as blooming, aliasing, compression, 

noise etc. or artefacts may also arise in nature such as shadow, fog, haze, smoke, smog 

and many more. Presence of any kind of artefacts either from inner working of digital 

camera or from the nature, both of these tends to downgrade the quality of captured 

image. This downgraded image if further processed or feed into the deep-learning or 

computer-vision based application may tends to decrease the efficiency of the algorithm 

and hence increases the probability of miss-classification accuracy of deep-learning mod- 

els. This is due to the fact that such deep learning based models are highly sensitive to 

the data on which they are trained. 

 
If such unwanted artefacts are present in the training dataset than the deep-learning 

model might start learning these unwanted features or such unwanted features if present 

in real-time during the inference phase may tends to decrease the efficiency and accuracy 

of the models. So it is of core importance to perform some processing on images and 

such artefacts must be removed in order to achieve the state-of-the-art efficiency and 

accuracy of deep-learning models. 
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1.1 Shadow and Its Types 

 
Shadows are the unwanted and undesired artefacts which are present in nature. Shadow 

is a darker region/area formed when the source of light is either partially or completely 

blocked. Shadows are formed when the light falls on an object, and is blocked by that 

object. The size and shape of the shadow formed depends upon the shape, position and 

the size of the object as well as the direction and intensity of light coming from the 

particular light source. Depending upon the dark area/region formed due to blockage 

of light, shadow can be further classified into three main categories i.e., Hard-Shadows, 

Soft-Shadows and Umbra/Penumbra. Different types of these shadows are discussed as 

below: 

 
◦ Hard-Shadow: It is the dark area formed when the source of light is completely 

blocked. In case of hard shadow the surface texture is entirely vanished. 
 

 
Figure 1.1: Dark/Hard Shadow; Surface texture is completely vanished 

 

 

◦ Soft-Shadow: It is the area formed when the source of light is partially blocked. 

In case of soft shadows the background surface texture is partially vanished. 

◦ Umbra/Penumbra: They are the two main parts of shadows. Umbra is darker 

region of shadow and occurs at the bottom area of shadow. On the other hand, 

penumbra is the lighter region of shadow and is mostly present at shadow bound- 

aries. 
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Figure 1.2: Soft Shadow; Surface texture is partially vanished 

 

 
Figure 1.3: Umbra; darker region of shadow exists at bottom region of shadow, Penumbra; 

usually exist at shadow boundaries 

 

1.2 Challenges Posed by Shadows 

 
Shadows, if present in images may leads to decline the accuracy as well as efficiency 

of various deep-learning and computer-vision based algorithms. Presence of shadows in 

images can cause several issues such object merging, object losing, misinterpretations of 

remote sensing images and many more. 

 
Figure 1.4 illustrates various issues that may be caused because of the presence of 

shadows in images. Figure 1.4a, consist of a very dark/hard shadow, in case if any 



CHAPTER 1: INTRODUCTION 

4 

 

 

 

 

 
Figure 1.4: Challenges in computer vision: navigating Shadow effects in images 

 

 

object of interest is lying under the shadow area, it will be extremely difficult for an 

object detection algorithm to detect and recognise the object. Presence of shadow may 

also cause object merging as in Figure 1.4b, two vehicles in parallel are detected as a 

single vehicle because of the shadow in between. Shadows if present in remote sensing 

images may cause several misinterpretations. Similarly, shadows if present in images or 

video frames can be a problem for computer vision applications and algorithms. few of 

them are discussed in detail as below: 

 
1.2.1 Object Detection: 

 
Shadow if presents in images tends to produce false negative and false positive in the 

task of object detection. When a shadow is cast by an object, there is a high probability 

that the shadow might be detected as a separate object by the algorithm. Contrary to 

this, the object of interest may also not be detected if the presence of targeted object is 

significantly altered because of the presence of shadow. 

 
1.2.2 Object Recognition: 

 
Shadow if present in images or video frames can also highly affect the performance 

of object recognition task. The goal of object recognition task is to identify the type 

of object appearing in an image or video frame. Shadows, if present can alters the 

appearance of the object which may further leads the algorithm in failing to recognize 

it correctly. 
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1.2.3 Object Tracking: 

 
The presence of shadows may also cause several problems in object tracking related 

tasks. If in case the desired object has moved in and out of the shadow, its appearance 

might change. This change makes it difficult for an object tracking algorithm to track 

it consistently. 

 
1.2.4 Scene Understanding: 

 
The capacity of computer vision algorithms to comprehend the scene in an image or video 

frame can also be impacted by shadows. It can be more challenging for the algorithm 

to correctly understand the image when there are shadows since they can hide crucial 

information or alter the illumination in the scene.So, keeping in account the various 

different issues caused by the presence of shadow, it is an important task to detect and 

remove shadows from images. Removing shadows from images also improves the visual 

effect of images so that various deep-learning and computer-vision based applications 

such as object detection, object classification, object tracking and many more can be 

carried out with high efficiency and accuracy. 

 

1.3 Problem Definition 

 
Shadows are the artefacts that frequently occurs in image and can highly affect the 

quality of images. Presence of shadows may result in distortion, loss of information, 

reduction in illumination/contrast etc., all of these issues make it a challenging task 

for a computer-vision and deep-learning based applications to correctly categorise and 

interpret the details in image. Shadow detection and removal is an important task for 

numerous computer vision based applications. 

Although there has been significant research on shadow detection and removal, still it 

is an extremely difficult and challenging task to correctly detect, remove and efficiently 

predict the texture underneath the shadow region. This is because of the variation in 

illumination, different shapes and size of shadows. Existing shadow removal methods 

are capable of detecting and removing shadow only in case of soft shadows. In case 

of hard shadows, existing methodologies fails to correctly detect and remove shadows. 

Similarly the existing methodologies also fails to remove shadows in case of multi-color 
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contrast images. 

Therefore, there is a need for more effective and efficient methodology which is capable 

to detect and remove shadow in case of dark/hard shadows as well as multi-color con- 

trast shadow images. The proposed methodology focuses on to fill this research gap of 

dark/hard shadows as well as multi-color contrast shadow images. 

 

1.4 Our Contribution 

 
The proposed research attempts to fill some gaps by addressing multiple issues and mak- 

ing important contributions in the field of shadow detection and removal from images. 

Firstly, we introduced Attention based GANs architecture for the shadow removal from 

a single RGB image. 

Secondly, a new benchmark dataset is proposed which consist of 5352 triplet samples 

(shadow, shadow-mask, shadow-free) and is one of the largest publicly available dataset 

for shadow detection as well as for shadow removal purpose. Dark/hard shadow samples 

and multi color contrast shadow samples are specifically added to the dataset in order 

to increase the probability distribution of samples across the dataset. 

Thirdly, a post processing step is also introduced which leverages the power of several 

different traditional image processing steps and is used to refine the shadow free images 

which are being predicted/generated by the deep learning based model. 

 

1.5 Thesis Organization 

 
The presented thesis report is organized such that Chapter 2, consist of detailed litera- 

ture review about the already available methodologies and dataset for shadow detection 

and removal. Chapter 3, focuses on the proposed methodology in detail, this chapter 

also focuses on the preparation of the newly introduced dataset ”Extended ISTD” which 

consist of 5352 triplet samples. Chapter 4 discussed the details results and comparison 

of proposed methodology with other state-of-the-art methodologies already available. In 

the last, Chapter 5 concludes the presented research and also provides some suggestions 

regarding the future work, which can be carried out in the field of shadow detection and 

removal. 
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CHAPTER 2 

 
Literature Review 

 
This chapter of the report discusses about the various different methodologies which are 

already available with the purpose of shadow detection and removal. The later section of 

the report also discusses about the different datasets available for this purpose. Various 

different approaches which are already proposed for detecting and removing shadows 

from RGB images can be mainly divided into two main categories, i.e., traditional im- 

age processing techniques [1], [2], [3], [4], [5] and state-of-the-art deep-learning based 

models [6], [7], [8], [9], [10], [11], [12]. 
 
 
 

 

2.1 Related Work 

 
Before the era of state-of-art deep-learning based models, traditional image processing 

techniques were used to detect and remove shadows from images. The drawbacks of 

traditional image processing algorithms was that these algorithms were not scalable and 

were able to produce shadow-free images only for specific scenarios. Some of the tradi- 

tional techniques also depends on user input which is not feasible in different real-time 

scenarios and applications. In past few years deep-learning based models are emerging 

as they are capable of providing state-of-the-art results in terms of accuracy and effi- 

ciency, GANs [6] [7] [8] [9] are mostly used for sake of shadow detection and removal, 

[10] [11] tends to remove shadow by using different convolutions neural networks, [12] 

uses the latest concepts of transformers with the aim of shadow detection and removal 

via spatial attention map. 



CHAPTER 2: LITERATURE REVIEW 

8 

 

 

 
 

 
Deep-learning based models are highly sensitive to training data-set, the drawback for 

deep learning models is that there is no comprehensive data-set available for purpose of 

shadow detection and removal. Already available data-set contains few thousand images 

and hence covers very less probability distribution. If provided with millions of images in 

training data-set, deep-learning based model have ability to produce state-of-the-art re- 

sult. Limitation of data-set leads to the unsatisfactory performance of the deep-learning 

models. This research purposes the state-of-the-art extended triplet data-set for shadow 

detection and removal purpose. Furthermore, the proposed method leverage’s the power 

of deep-learning models followed by traditional image processing techniques in order to 

generate state-of-the-art shadow-free images while preserving the illumination, back- 

ground texture, color combination and various important content present in an image. 

 
Shadows if detected accurately and further processing applied on detected region may 

be able to produce the final shadow-free image. In earlier days, the main focus was to ac- 

curately detect shadows by leveraging different traditional image processing techniques. 

A sequence of effective approaches [13] [14] were proved efficient for detecting shadow 

boundaries on single RGB image. Using properties derived from shadow samples [15] 

dynamically generates feature space and calculates decision parameters followed by se- 

ries of transformation to get the shadow-mask. Khan proposes [16], first state-of-the-art 

deep convolutional neural network, for the sake of shadow detection. This deep-learning 

model consist of 7-layer network architecture. Proposed methodologies were able to pro- 

duce the desired shadow-mask accurately. Once the shadow was accurately detected, 

next step was to reconstruct the area lying beneath the shadow regions which can be 

done either by using the traditional image processing techniques or deep-learning based 

models. 

 
 

 
2.1.1 Traditional Image Processing Techniques 

 
Traditional image processing techniques can be used to get the shadow-free images. [1] 

and [5] both of these method uses three color lines to be manually drawn on the image 

to perform shadow detection and removal. Based on these three input color lines, the 

algorithm performs region matching. The algorithm tries to predict the texture beneath 
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the shadow region based on region matching between the shadow and the shadow-free 

region of an image. Based on this region matching the algorithm tends to generate the 

shadow free image as an output. 

Another state of the art traditional image processing based method, [2] uses the YCbCr 

color space and with the help of luminance Y-Channel, tries to output the shadow-free 

image. This methodology converts the input RGB image of shadow into YCbCr color 

space, computes the average of Y-Channel. All pixels intensities are compared with 

the average of Y-Channel, based on this comparison a binary image is generated which 

distinguishes between the shadow region and the shadow-free region, in this way the 

shadow detection is performed. Once the shadow region is detected, based on that ra- 

tio of average values of pixel intensities of shadow region and shadow-free region are 

computed and Cb, Cr pixels intensities are updated. The updated Cb, Cr channels is 

concatenated with the Y-channel and this YCbCr is converted to RGB image. Per- 

forming the color adjustment on the resultant RGB image tends to produce an image 

without shadows as the final result. 

Similarly [3], [4] uses multi-channel thresholding for shadow detection purpose. Once the 

shadow is detected a shadow-matting technique is applied for sake of shadow-removal 

purpose. These traditional image processing methods performs well but still have few 

limitations. The limitations of traditional image processing techniques is that these 

methods are not scalable and are capable of producing shadow free images only for spe- 

cific scenarios. Few of traditional techniques also depends on user input, this dependency 

of user input is not feasible in real time scenarios and applications. 

 

2.1.2 Deep-Learning Based Models 

 
In past few years deep-learning based convolutional neural networks models have emerged 

exponentially, as they are capable of providing state-of-the-art results in terms of ac- 

curacy and efficiency. Generative Adversarial Networks (GANs) [6], [7], [8] and [9] are 

most commonly used for the purpose of shadow detection and removal. GANs uses 

generators as well as Discriminators in order to detect and remove shadow. Generators 

tends to predict the shadow free image, whereas discriminators, on the other hand tends 

to classify that whether the image generated by the Generator is truly free of shadows 

or not. 
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Similarly, [10] and [11] uses Dual Hierarchical Networks and Direction Aware Spatial 

Context both are the state-of-the-art deep convolutional neural networks and tends to 

generate the shadow-free image. 

[12] uses the latest state-of-the-art concepts of transformers with the purpose of shadow 

detection and removal via spatial attention map. It first generates the spatial attention 

map which is capable to distinguish between the shadow and the shadow-free regions 

of an image. With the help of the spatial attention map the shadow region is further 

refined and shadow-free image is generated at the output. 

Limitations of deep-learning models is they demand millions of images in training data- 

set, whereas publicly existing data-set have very low probability distribution. Moreover, 

already existing deep-learning based models are performing well on monochromatic color 

images but fails to produce acceptable results on multi-color contrast images. 

 
 

 

2.2 Available Dataset 

 
Dataset is the collection of data in an ordered form and it contains a lot of separate 

samples of data and which are used to train the model with an objective of finding 

predictable patterns inside the whole dataset. Data is one of the most essential com- 

ponents for any Artificial Intelligence and deep learning based model as such models 

demands a lot of training data in order to perform well. Learning based models may 

require millions of training samples in dataset in order to make accurate predictions on 

real time unseen data. Besides quantity, quality of the data is also very important even 

though if state-of-the-art algorithms are implemented. 

 
One of the quotes which best explains the working of machine learning, deep-learning 

based models is “Garbage in Garbage Out (GIGO)”, which simply means that if low 

quality training data is feed into the machine learning, deep-learning models during 

training, then the predicted output by the models will also be of the same low quality. 

Quality and quantity of data both plays an essential role in governing the performance 

of the machine learning based models. 
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Figure 2.1: Different types of dataset available 
 

 
Existing datasets for the sake of shadow detection and removal are extremely limited 

with very smaller number of samples in training data which further leads to dropping the 

probability distribution of the samples in training data. Figure 2.1 shows the different 

types of dataset available. 

 
◦ Unpaired: Figure 2.1a depicts the unpaired dataset. In this type of dataset the 

shadow image as well as the shadow-free image both are off different scenarios. 

[8] proposed this unique dataset. This dataset is can be used for shadow removal 

purpose only. 

◦ Paired-(Shadow Detection): Figure 2.1b depicts the paired (shadow detec- 

tion) dataset. This type of dataset consist of shadow image and shadow-mask 

image as a sample point and can be used for shadow detection purpose only. 

◦ Paired-(Shadow Removal): Figure 2.1c visualizes the paired (Shadow Re- 

moval) dataset. This type of dataset consist of shadow image and shadow-free 

image of same scenarios as a sample point. This type of dataset can be used for 

shadow removal purpose only. 

◦ Triplet: Figure 2.1d illustrates the Triplet dataset. This type of dataset consist 

of shadow, shadow-mask and shadow-free image as single sample in the dataset. 
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Such type of triplet have an advantage over other dataset as these dataset can be 

used for shadow detection as well as shadow removal purpose at the same time. 

 

Publicly Existing Datasets 

Dataset Quantity Image context Type Purpose 

USR[8] 4215 shadow, shadow-free Unpaired removal 

ISTD[6] 1870 shadow, shadowmask, shadow-free Triplet removal 

SRD[17] 3088 shadow, shadow-free Pair removal 

LRSS[18] 37 shadow, shadow-free Pair removal 

UIUC[19] 76 shadow, shadow-free Pair removal 

UCF[20] 245 shadow, shadow-mask Pair detection 

SBU[21] 4727 shadow, shadow-mask Pair detection 

 
Table 2.1: Comparison of publicly accessible dataset for shadow detection or shadow removal 

purpose 

 
Different dataset available for the purpose of either shadow detection or shadow removal 

are mentioned in Table 2.1. USR [8] is the only unpaired dataset available, which 

consist of 4215 shadow, shadow-free samples and is used only for the shadow removal 

purpose. ISTD [6] is the only triplet dataset publicly available and consist of 1870, 

shadow/shadow-mask/shadow free samples and hence be used for both shadow detection 

as well as for shadow-removal purpose. SRD [17], UIUC [19], LRSS [18] consist of 3088, 

76 and 37 shadow/shadow-free training samples, and can be used for shadow removal 

purpose only. Similarly, SBU [21] and UCF [20] contains 4727 and 245, shadow/shadow- 

mask samples and hence can be used for shadow detection purpose only. 
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CHAPTER 3 

 
Methodology 

 
This chapter of the report discusses about the proposed methodology used for the sake 

of shadow detection and removal in detail. First section of this chapter discusses about 

the preparation of the new triplet (shadow/shadowmask/shadow-free) dataset named 

as ”Extended ISTD”, followed by the model selection, model modification, model train- 

ing on the presented dataset, fine-tuning of hyper-parameters and environmental setup 

required to obtain the most optimal shadow-free image. 

 
Furthermore, later section of this chapter discusses about the proposed post-processing 

step which leverages the power of traditional image processing techniques. The post 

processing step is introduced in order to refine the shadow-free image generated by 

deep-learning model and to get the most efficient and error free shadow removal image 

at the output. 
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Figure 3.1: Block diagram of the proposed methodology 

 

3.1 Introduction 

 
The proposed methodology for the sake of Shadow detection and shadow removal can be 

split into two main steps; model utilizing deep neural networks “Attention based Gener- 

ative Adversarial Networks” (GANs) followed by a post processing step which consist of 

traditional image processing techniques. The shadow image input is processed through 

a deep-learning model known as "Attention-based GANs". However, even after training, 

the GANs’ output may not yield a completely shadow-free image. It often leaves behind 

a lighter shadow version or fails to adequately preserve shadow boundaries. Addition- 

ally, in some cases, dark shadow regions are not entirely removed. 

 
In order to tackle these issues and to get a shadow-free image at the output, two steps are 

taken; proposing a new “Extended ISTD” dataset and introducing a post processing step 

which consist of different image processing techniques combined together to generate an 

image that is free from shadows. The presented dataset is a triplet (shadow/shadow- 

mask/shadow-free) dataset and consists of relatively high probability distribution by 

covering different multi-color shadow images as well as images consisting of darker/hard 

shadow regions. 
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The output shadow-free image predicted by deep-learning attention based GANs is fur- 

ther refined by leveraging the power of traditional image processing techniques such as; 

morphology operation, histogram matching, custom filters, shadow edge detection and 

many more. The proposed methodology uses Attention based GANs followed by tra- 

ditional images processing techniques as a post-processing step as illustrated in Figure 

3.1 and is capable of generating the shadow-free images with high efficiency. 
 

 
Numerous deep-learning based models are available for the purpose of shadow detection 

and removal. All of the available deep-learning models are data driven and are capable 

to perform well in limited scenarios such as monochromatic shadow images, soft shadow 

images but they fails to produce satisfactory results on multi-color contrast images and 

images containing dark/hard shadow regions. This is due to the fact that the available 

dataset have a very low probability distribution. 

 
The proposed methodology uses a modified version of ST-CGAN [6], as a deep-leaning 

based model. We added attention layer after the first convolutional layer of model. The 

advantage of using said model is that, it is capable of predicting shadow-mask as well 

as shadow-free image. The said model is trained on “ISTD” dataset, which consist of 

1870 triplet (shadow/shadowmask/shadow-free) images and hence can be used for both 

shadow detection as well as for shadow removal purpose. Limitation of ISTD dataset 

is; firstly, it consists of extremely low number of training samples in the dataset. This 

leads to the fact of having a low probability distribution of samples across the dataset. 

Moreover, the ISTD dataset frequently consists of only monochromatic shadow images 

samples. All of these limitations leads to unsatisfactory performance of the trained 

model during inference phase on unseen data consisting of either multi-color shadow 

images or darker shadow regions in images. 
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In order to solve these challenges, “Extended ISTD” dataset is proposed which consist 

of 5352 triplet images samples i.e., shadow, shadow-mask and shadow-free. It is an 

extended version of already publicly available ISTD [6] dataset. “Extended ISTD” is 

presented with aim to increase number of samples in dataset and also to increase the 

targeted probability distribution by specifically adding multi-color shadow image and 

darker shadow images. 

 

3.2 Presented Dataset - Extended ISTD 

 
Dataset is one of the most essential components for deep-learning based models as such 

models demand a lot of training data in order to learn desired features and perform 

efficiently. Publicly existing dataset for purpose of shadow detection and removal are 

of four different types which are Unpaired, Paired (shadow-detection), Paired (shadow- 

removal) and Triplet. Unpaired dataset consists of shadow and shadow-free images from 

different scenarios for single training sample, USR [8] is the only unpaired dataset and 

contains 4215 samples, it is a complex dataset and requires more complex models and 

high computational models. Paired (shadow-detection), datasets consist of shadow and 

shadow-mask samples, it is used for shadow detection purpose. 

 
SBU [21] and UCF [20] are the paired dataset used for purpose of shadow detection 

and contains 4727 and 245 training samples. Paired (shadow removal), dataset consist 

of shadow and shadow-free samples, they are used for shadow removal purpose only. 

SRD [17] contains 3088 samples, UIUC [19] and LRSS [18] both contains less than hun- 

dred samples and all the three datasets are used for shadow removal purpose. Triplet 

dataset consist of shadow, shadow-mask and shadow-free samples and can be simulta- 

neously used for shadow detection as well as shadow removal purpose. ISTD [6] is the 

only triplet dataset publicly available and consist of 1870 samples in dataset. 



CHAPTER 3: METHODOLOGY 

17 

 

 

 

 

 

 
Figure 3.2: Flow diagram for preparation of dataset 

 
 

To aid in the assessment of shadow understanding techniques, this research proposes 

a new extended version of ISTD dataset and added 3482 triplet (shadow/shadow- 

mask/shadow-free) samples in already publicly existing ISTD [6] dataset. The purposed 

extended version of ISTD dataset named as, “Extended ISTD” consist of 5352 triplet 

(shadow/shadow-mask/ shadow-free) samples. To the best of our awareness “Extended 

ISTD” is one of the frst extensive benchmark dataset which can be simultaneously used 

for shadow detection as well as for shadow removal purpose. In order to increase the 

probability distribution across the already existing ISTD dataset training dataset, the 

steps adopted are as follow: 

 
1. Incremental Probability Distribution via Shadow / Shadow-free Images 

 
2. Incremental Probability Distribution via Shadow Images 

 
3. Data Augmentation 
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Figure 3.2 shows the flow process through which the presented dataset is compiled. 

Firstly, shadow/shadow-free images were take from SRD dataset, shadow-mask for each 

sample was generated and these triplet samples were merged into the existing ISTD. 

Secondly, random shadow images were gathered, their shadow-mask and shadow-free 

images were generated manually and these triplet samples were added into the dataset. 

Lastly, data augmentation was also carried out in order to increase the probability 

distribution across the presented dataset. 

 
3.2.1 Incremental Probability Distribution via Shadow / Shadow-free 

Images 

Shadow Removal Dataset (SRD) [17] is a pair dataset which consist of 3088 shadow and 

the shadow-free sample images and hence can be used only for shadow-removal purpose. 

The number of samples are relatively high when compared with other publicly available 

dataset. Limitation of dataset is that there are huge number of different samples from 

same scenarios. This leads to the fact of having low probability distribution across 

the dataset. SRD dataset is also incompatible with the purposed methodology as the 

purposed requires shadow, shadow-mask and the shadow-free images sample. The aim 

is to increase the probability distribution across the dataset. One or two random images 

from same scenarios were taken their shadow-mask was generated by using Algorithm 

3.1. 
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Proposed methodology takes shadow, shadow-free samples of different scenarios. Shadow- 

mask is generated using different image processing techniques as shown in Algorithm 

3.1. Firstly, pixel-wise subtraction is carried out between shadow and shadow-free im- 

age. 1-Channel of the resultant image is taken which undergoes the thresholding and 

binary image is generated. 

 

 
Figure 3.3: Examples of samples added in training dataset from shadow and shadow-free Pair 

Images by generating the shadow-mask 

 
3x3 median filter is applied on resultant binary image followed by morphological clos- 

ing operation which gives the desired shadow-mask. These triplets set of samples i.e., 

shadow, shadow-free and newly generated shadow-mask are added in the dataset. Fig- 

ure 3.3 illustrates few of the training samples added in the dataset from shadow and 

shadow-free images by generating their respective shadow mask via Algorithm 3.1. 
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Figure 3.4: Examples of samples added in training dataset from Shadow images only by gen- 

erating Shadow-free and shadow-mask images 

 

 

3.2.2 Incremental Probability Distribution via Shadow Images 

 
Random images from internet consist of variety of shadow images with different scenar- 

ios, contrast, illumination, background texture and many more. Adding such images in 

the dataset can significantly increase the probability distribution. The core limitation 

in this case is that only shadow image is available and shadow-free, shadow-mask must 

be generated efficiently. 

Shadow-free images were generated by selecting the shadow region manually and es- 

timating the background, while removing the present shadows. Those shadow images 

whose shadow-free image was generated efficiently undergoes Algorithm 1 in order to 

get the shadow-mask. These triplets set of samples i.e., shadow, shadow-free image 

manually generated and shadow mask generated via proposed algorithm 1 are merged 

with the existing the dataset. Figure 3.4 illustrates few of the training samples added in 

the dataset from shadow image only by generating their shadow-free image and shadow- 

mask. 
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3.2.3 Data Augmentation 

 
Data augmentation is a process which is commonly used to increase the probability dis- 

tribution in dataset. Already available triplet samples (shadow/shadowmask/shadow- 

free) in dataset undergoes the augmentation, where different augmentations methods 

such as rotation, flipping, altering contrast and brightness were performed at random 

on triplet set (shadow/shadow-mask/shadowfree) of images. These augmented images 

might look similar to human eye but are totally different and unique sample for a deep 

convolutional neural network model. These triplet samples generated by means of aug- 

mentation method are than merged into the dataset. Hence, resulting in increase of 

probability distribution across the dataset. 

 

3.3 Deep-Learning Based Model 

 
The chosen model ST-CGAN [6], is a deep-learning based Generative Adversarial Net- 

work (GANs) model which consist of two generators (G1 and G2) and two discriminators 

(D1 and D2). The generator G1 receives the shadow image at its input and tends to 

predict the shadow mask. The discriminator D1 investigates that the generated shadow 

mask by G1 is predicted accurately or not. This generated shadow mask is then concate- 

nated with the given input shadow image and is further feed into the generator G2. The 

generator G2 aims to predict the resultant shadow-free image. While the discriminator 

D2 investigates that either the predicted shadow free image is genuinely a shadow free 

version of input image or not. 

 
The selected model demonstrates strong performance when handling monochromatic 

shadow images. However, it struggles to generate satisfactory results when faced with 

multi-color contrast shadow images and dark shadow images. To address this limitation, 

we introduced an attention mechanism following the first convolutional layer of G1. The 

purpose of incorporating the attention mechanism is to analyze the image pixel by pixel, 

allowing for more effective shadow detection. 



CHAPTER 3: METHODOLOGY 

22 

 

 

 
Then this attention based model was trained on the proposed “Extended ISTD” dataset, 

in which the targeted probability distribution was increased by specifcally adding multi- 

color shadow samples and dark shadow samples. Presented dataset consist of 5352 

triplet samples. During training, the dataset was splitted in such a way that it consists 

of 70 percent samples in training set, 20 percent samples in validation set and remaining 

10 percent samples in test set. 

 

 
Figure 3.5: Model architecture of attention based GANs 

 
 

As illustrated in Figure 3.5, the generator (G1) receives the shadow image as an input, 

and is used to produce the shadow mask. This generated shadow mask and the ground 

truth shadow mask is fed into the Discriminator (D1), which classify that either the 

shadow mask is generated accurately. The input shadow image and generated shadow 

mask are than concatenated and fed into the generator (G2), which tends to produce 

the shadow free image. This predicted shadow free image is then given into the discrim- 

inator (D2), which tends to categorize that the predicted shadow free image is actually 

a shadow free image or not. 
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3.3.1 Model Training 

 
To train the model on the provided ’Extended ISTD’ dataset, we had two options avail- 

able: initiating model training from scratch or performing transfer learning. Training 

the model from scratch demands significant time and requires substantial computational 

resources. Conversely, transfer learning, a technique commonly employed in machine 

learning, utilizes a pre-trained model as a starting point. Transfer learning enables 

rapid progress, enhances efficiency, and conserves resources. However, due to the incor- 

poration of the attention mechanism in G1, transfer learning was not feasible for our 

purposes. Hence, we proceeded to train our model from scratch. The training loss of 

generator and discriminator are shown in the Figure 3.6 for 1300 epochs. 

 
 

 

 
Figure 3.6: Attention based model training loss 



CHAPTER 3: METHODOLOGY 

24 

 

 

 
At a point during model training, gradient descent was unable to converge at global 

minima and validation loss suddenly start increasing from “0.56” to “0.98”. This sudden 

increase in validation loss indicates the over-fitting of model on training set. This issue 

was tackled by fine tuning of hyper-parameters. Learning rate scheduling and increasing 

the number of samples in the batch was adopted simultaneously. After specific number 

of epochs learning rate was decreased via learning rate scheduling and batch size was 

gradually increased from 8, 16, 32 to 64 samples per batch during training. By fine tun- 

ing the hyper-parameter’s, an acceptable generator loss of “0.2507” and discriminator 

loss of “0.1918” was achieved as shown in the Figure 3.7. 

 
 
 

 

 
Figure 3.7: Validation loss while training 
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3.4 Post Processing - Traditional Image Processing Tech- 

niques 

Deep-learning Attention based model, once trained on the presented “Extended ISTD” 

dataset was capable of removing shadow from images. But still in few scenarios either 

the lighter version of shadow was left behind or shadow boundaries were not preserved 

properly. So, in order to enhance the image quality and to remove the artefacts if 

present, the intermediate shadow free image generated by deep-learning model under- 

goes a post processing step. The proposed post processing step leverages the power 

of different image processing techniques combined together in order to produce a more 

refined shadow free image with efficiently removing the lighter version of shadows and 

preserving the shadow boundaries at the same time. 

 
Shadow detection is one of the core importance in proposed post processing step. The 

post processing step is focused on predicting the texture beneath the shadow regions 

only. Shadows if detected correctly i.e., shadow mask if efficiently generated, then the 

post processing step is capable of producing the desired shadow free image efficiently, 

while preserving the texture beneath the shadow regions as well as shadow boundaries 

simultaneously. The post-processing step, which is outlined in Algorithm 3.2, is the pur- 

posed approach for further refining the results. This algorithm serves as a representation 

of the proposed method to be employed after the deep-learning based model. Its purpose 

is to enhance the quality of the image obtained from the preceding steps. By following 

the steps defined in Algorithm 3.2, the data can undergo additional transformations, 

adjustments, or filtering to ensure optimal results are achieved. 
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The generated shadow mask by deep learning model is refned using the image process- 

ing techniques. Input shadow image Isha and intermediate shadow free image Iint-sha-free 

generated by deep learning model are used to generate the shadow mask Imask via pur- 

posed Algorithm 3.2. The algorithm takes the shadow image Isha and the intermediate 

shadow free image Iint-sha-free generated by deep learning model as an input and gener- 

ates the shadow mask Imask. An inverted shadow mask Iinv-mask is also generated by 

taking the inverse of the shadow mask Imask generated by Algorithm 3.1. The shadow 

mask Imaskand inverted shadow mask Iinv-mask are further used to extract the shadow 

region and shadow free region. 

 

Imask = Algorithm1[Isha, Iint-sha-free] 

Iinv-mask =I−1
 

 

 

The intermediate shadow free image Iint-sha-free, is further split into two separate images; 

shadow region Isha-reg, which consist of the pixels belonging to shadow region only and 

shadow free region Isha-free-reg; which consist of the pixels that belongs to the shadow 

free region only. Shadow region Isha-reg is extracted by pixel wise subtraction of inverted 

shadow mask Iinv-mask from intermediate shadow free image Iint-sha-free. Similarly, the 

shadow free region Isha-free-reg is extracted through pixel wise subtraction of generated 
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shadow mask Imask from intermediate shadow free image Iint-sha-free. 

 
 

 

Isha-reg = Iint-sha-free − Iinv-mask 

Isha-free-reg = Iint-sha-free − Imask 

 

 

 

Once the shadow region Isha-reg and the shadow free regions Isha-free-reg are extracted, 

channel-wise histogram matching is applied on the extracted shadow region Isha-reg Dur- 

ing the histogram matching process the extracted shadow free region Isha-free-reg is taken 

as a reference image. 

 

 

Ihist-match = HistMatching[Isha-reg, Isha-free-reg] 
 
 

 
The filtered image is obtained by performing pixel wise averaging histogram matched 

image Ihist-match and the shadow region Isha. n1 and n2 are the weights given to Ihist-match 

and Isha, where the total sum of n1 and n2 is equal to 1. 

 

 

Ifilt = (Ihist ∗ n1) + (Isha-reg ∗ n2) 
 
 

 
The resultant generated shadow free region by applying the filter Ifilt is merged with 

the extracted shadow free region Isha-free-reg generated by a deep learning model. In this 

way, targeted histogram matching and average filters are applied on shadow region only. 

 

 

Ifilt-conc = Isha-free-reg ⊕ Ifilt 



CHAPTER 3: METHODOLOGY 

28 

 

 

 

The shadow boundaries Isha-bound are extracted by using the shadow mask. The shadow 

edges were detected with the help of shadow mask and the canny edge detector were 

used to detect the edges. 

 

 

Isha-bound = EdgeDetector(Ifilt-conc, Imask) 
 
 

 
The shadow boundaries are predicted via “cv2.inpaint”. The resultant image is a shadow- 

free image efciently generated with preserved shadow boundaries. 

 

 

Isha-free = Inpaint(Isha-bound) 
 
 

 
The resultant Isha-free is the fnal generated shadow free image and is the refned ver- 

sion of intermediate shadow free image generated by deep learning model. 

 
The Figure 3.7 input shadow image Isha and intermediate shadow free image Iint-sha-free 

are fed into the Algorithm 3.1, and shadow mask Imask is generated. Using the gen- 

erated shadow mask Imask, shadow region Isha-reg and shadow free region Isha-free-regare 

then extracted from intermediate shadow free image Iint-sha-free. Histogram matching is 

applied on the extracted shadow region Isha-reg, while taking the shadow region Isha-reg 

as source image and shadow free region Isha-free-reg as reference. 
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Figure 3.8: Purposed Post Processing Step 

 

 

The proposed post processing step is used to refine the intermediate shadow free image 

generated by deep learning based model GANs. The achieved results shows that the 

presented post processing step is capable of generating the shadow free image efficiently 

by refining the intermediate shadow free image generated by GANs. Both qualitative 

and quantitative analysis of the achieved results shows that the presented methodology 

clearly outperforms the other SOTA methodologies in terms of shadow removal. 

 
Figure 3.7 shows the flow diagram of the proposed post processing step. This step takes 

the shadow-free image generated by deep-learning based model as an input and tends 

to refine its by leveraging the power of various different traditional image processing 

techniques. The post processing steps aims to apply the processing on targeted shadow 

regions only. Various traditional image processing techniques including channel-wise 

histogram matching, customized weighted average filters are targeted applied to shadow 

region only. Furthermore, the shadow boundaries are detected by using the shadow 

mask via canny edge detector and are preserved by performing boundary estimation us- 
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ing ”cv2.inpaint”. The final output shadow-free image generated by the post-processing 

step is more refined with preserved shadow boundaries. 

 
This chapter of the report delves into the detailed explanation of the proposed method- 

ology adopted for the purpose of shadow detection and removal. The methodology 

encompasses several key components and techniques aimed at enhancing the accuracy 

and effectiveness of shadow removal. 

 
The first major contribution of the proposed methodology is the introduction of a new 

dataset called ”Extended ISTD”. This dataset consists of 5352 triplet samples, making 

it a valuable resource for both shadow detection and shadow removal tasks. By utilizing 

this dataset, researchers and practitioners can train and evaluate their shadow removal 

models on a diverse range of realworld scenarios, thereby enhancing the generalizability 

and robustness of their approaches. 

 
The proposed methodology further involves the use of Attention based Generative Ad- 

versarial Network (GAN) model. This model consists of two generators and two discrim- 

inators, which work in tandem to learn and generate high-quality shadow-free images. 

GANs have proven to be effective in various image generation tasks, and by employing 

them in the context of shadow removal, the proposed methodology aims to leverage 

their capabilities to produce superior results. 

 
Additionally, the proposed methodology introduces a post-processing step to further 

refine and enhance the generated shadow-free images. This post-processing step in- 

tegrates various traditional image processing techniques, combining their strengths to 

achieve more refined and efficient results. By leveraging these techniques, the proposed 

methodology aims to address potential artifacts or imperfections that may arise dur- 

ing the shadow removal process and improve the overall quality of the output image. 

By combining the extended dataset, the Attention based GAN-based model, and the 

post-processing step, the proposed methodology aims to tackle the challenges associated 

with shadow removal comprehensively. It addresses the limitations of existing methods 

by leveraging a rich dataset, advanced deep learning techniques, and additional refining 

steps. This comprehensive approach enhances the potential of the proposed methodol- 
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ogy to produce high-quality shadow-free images that closely resemble the ground truth 

and effectively eliminate the presence of shadows. 
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CHAPTER 4 

 
Results and Discussion 

 
This chapter of the report discusses about the different evaluation metrics, which could 

be used to evaluate the performance of shadow removal result. Further sections of the 

chapter contains information about the system/environmental setup, training loop and 

hyper-parameter tuning of the deep-learning model in order to get the model converged 

at global minima. Whereas, later section of the chapter, compares the achieved results 

of proposed shadow removal method, visually as well as qualitatively with other state- 

of-the-art available methodologies. 

 

4.1 Evaluation Metrics 

 
Evaluation metrics are used in order to evaluate or to assess the performance of the deep- 

learning based models. There are several different evaluation metrics and the choice 

of metric highly depend on the problem being addressed. Choosing the appropriate 

evaluation metric depends on the particular task and goal of the deep-learning model. 

In order to evaluate the shadow removal problem, the evaluation metrics typically used 

are root mean square error (RMSE) and peak-signal-to-noise-ration (PSNR); which are 

discussed as below: 

 
4.1.1 Root Mean Square Error (RMSE): 

 
In order to evaluate the shadow removal performance, Root Mean Square Error (RMSE) 

is computed between the predicted images without shadows and the ground truth image 

without shadows. RMSE compares the two images by measuring the difference between 
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them. Generally, smaller the value of RMSE, lower is the difference between two images 

and better is the performance of the algorithm. 

 

RMSE = 

,
õ 1 Σn 

( )2 

 
 

 
In above equation, Isf is the shadow free image predicted by the proposed method- 

ology, Igt is ground truth shadow free image present in the test data and ‘n’ is the 

overall number of samples. 

 
 

 
4.1.2 Peak-Signal-to-Noise-Ratio (PSNR) 

 
It is also one of the most commonly used evaluation metric to check the similarity 

between two images. It compares the quality of a generated shadow-free image to the 

ground truth shadow-free image by calculating the ratio of the maximum possible power 

of the signal to the power of the noise that affects the fidelity of the image. PSNR is 

quantified in decibels (dB) and can be computed by using the following equation: 

 

 

 

PSNR(x, y 
 
) = 10 log10 

R2 
 

 

MSE 
 
 

 
In above equation “R” represents the maximum fluctuation in the input image, while 

“MSE” stands for mean square error.Higher the value of PSNR, more will be the sim- 

ilarity between the generated shadow-free image to the ground truth version of the 

shadow-free image. 

A B 
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4.2 System Setup 

 
The model was trained and post processing was performed using Core i7 12th generation 

CPU. Environmental setup for training, validating the proposed methodology includes, 

python 3.7.0, torch 1.5.0+CPU and torch-vision 0.6.0+CPU. The training was done for 

1300 epochs and it toked “288” hours for the model to converge at global minima.The 

shadow free image predicted by the Attention based deep-learning model is then refined 

by a post processing step. This post processing step consist of different image processing 

techniques combined together in order to get the finial shadow free image. 

 

 
Table 4.1: Environmental setup: Different Libraries/frameworks and their version used 

 

Framework/Library Version 

PyTorch  1.5.0+CPU 

Python 3.7.0 

torchvision 0.6.0+CPU 

Pillow 7.1.2 

Matplotlib 3.2.2 
 

 
 
 

 
4.3 Qualitative and Visual Comparison with State-of-art 

Methods 

This section of the report thoroughly performs comparison of the proposed shadow 

removal methodology with the other available state-of-the-art methods. The proposed 

model is trained on presented “Extended ISTD” dataset which consist of 5352 triplet 

(shadow/shadow-mask/shadow-free) samples. Furthermore, a post processing step is 

performed to refine the shadow free image. In order to compare the qualitative results 

with other state-of-the-art methods, ISTD test set is chosen, which consist of 540 triplet 

samples. 
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4.3.1 Qualitative Comparison 

 
For the purpose of qualitatively comparing the shadow removal results with other highly 

advanced shadow removal methodologies i.e., ST-CGAN [6], Mask-Shadow GAN [8], To- 

wards Ghost free Shadow Removal [10], RISGAN [7] and SpA-Former [12] their results 

were attained from the authors published papers. Table 4.2 compares the root mean 

square error (RMSE) and peak-signal-to-noise-ratio (PSNR) of the proposed methodol- 

ogy with other state-of-the-art deep learning based models. The comparison shows that 

the proposed methodology clearly outperforms other available methodologies by achiev- 

ing the RMSE (root mean square error) of “5.68” and a PSNR (Peak Signal to noise 

ratio) of “31.66”. Low RMSE and High PSNR indicates that the predicted shadow-free 

image by the proposed methodology is much more similar to that present in the ground 

truth dataset. 

 
 

 
 
 

 
The Table 4.2 shows the Qualitative comparison between the purposed methodology 

and other available state of the art methodologies. Root Mean Square Error (RMSE), 

the lower the better and Peak-Signal-to-Noise Ratio (PSNR), the higher the better are 

used as the evaluation metric to compare the performance of the proposed methodology 

with other available state of the art methods. S represents the shadow region, NS 
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represents the non shadow region or the shadow free region, while A represents the 

whole image. Qualitative comparison performed shows that the purposed methodology 

clearly outperforms the available SOTA methodology in terms of RMSE and PSNR. 

 
4.3.2 Visual Comparison 

 
The comparison and evaluation of the proposed shadow removal method against other 

state-of-the-art techniques can be visually observed in Figure 4.1 and Figure 4.2. These 

fgures provide a detailed illustration of the performance of the proposed method on 

the ISTD test dataset and a set of randomly chosen images with multi-color contrast 

shadows. 

Figure 4.1 specifcally showcases the visual comparison of shadow removal outcomes 

achieved by the proposed methodology in contrast to other existing approaches on the 

test dataset of ISTD. On the other hand, Figure 4.2 demonstrates the results of the 

proposed method on a collection of randomly selected shadow images. 

 
By observing the generated shadow-free images, it becomes evident that the proposed 

methodology surpasses other available methods in terms of effectiveness and efficiency. 

The proposed method exhibits a higher capability to produce shadow-free images that 

are visually appealing and of higher quality. Moreover, it demonstrates superior perfor- 

mance in scenarios involving complex backgrounds, dark/hard shadows, and multi-color 

contrast shadow images. 

An important advantage of the proposed methodology is its ability to preserve the tex- 

ture of the shadow background, even in challenging situations. This feature distinguishes 

it from the state-of-the-art methods, which often struggle to maintain the integrity of 

the shadow background when removing the shadows. The proposed methodology over- 

comes this limitation, thereby ensuring more realistic and accurate results. 

In summary, the visual comparisons presented in Figure 4.1 and Figure 4.2 highlight the 

superiority of the proposed shadow removal method over existing state-of-the-art tech- 

niques. The method exhibits enhanced efficiency, produces visually pleasing shadow-free 

images, and effectively preserves the texture of the shadow background, even in complex 

scenarios. 

In this chapter, the evaluation metrics relevant to shadow detection and removal were 
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Figure 4.1: Inference result of the presented methodology with other highly advanced method- 

ologies on ISTD Test Set 



CHAPTER 4: RESULTS AND DISCUSSION 

38 

 

 

 

 
 
 

 
Figure 4.2: Inference result of the presented methodology with other highly advanced method- 

ologies on Random multi-color contrast shadow image 
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thoroughly examined and discussed. These metrics serve as objective measures to assess 

the performance and effectiveness of different methods in these domains. By utilizing 

these evaluation metrics, researchers and practitioners can quantitatively evaluate the 

quality and accuracy of their shadow removal techniques. The latter part of the chap- 

ter focused on presenting a qualitative and visual comparison of the proposed shadow 

removal technique with other existing methodologies. 

The purpose of this comparison was to demonstrate the superiority of the presented 

methodology in terms of its performance and outcomes. The qualitative comparison re- 

sults clearly indicate that the proposed methodology achieves a lower Root Mean Square 

Error (RMSE) and a higher Peak Signal-to-Noise Ratio (PSNR) when compared to the 

other shadow removal techniques. A lower RMSE indicates that the proposed method 

produces results that are closer to the ground truth or desired output, while a higher 

PSNR signifies higher fidelity and quality of the generated shadow-free images. These 

quantitative measures provide strong evidence that the proposed methodology outper- 

forms other existing methodologies in terms of accuracy and quality. 

 
Moreover, visualizing the inference results further reinforces the superiority of the pro- 

posed methodology. By visually examining the shadow removal outcomes, it becomes 

evident that the proposed method consistently generates images that are visually su- 

perior to those produced by other shadow removal methodologies. The visual compar- 

ison provides tangible evidence of the improved performance and effectiveness of the 

proposed methodology. In summary, the chapter discussed the evaluation metrics ap- 

plicable to shadow detection and removal and presented a comprehensive qualitative 

and visual comparison of proposed methodology with the other available techniques. 

The qualitative comparison demonstrated lower RMSE and higher PSNR values for 

the proposed method, indicating its superior accuracy and quality. Additionally, the vi- 

sual comparison showcased the visually enhanced results obtained through the proposed 

methodology, further supporting its out performance over alternative shadow removal 

methodologies. 
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CHAPTER 5 

 
Conclusion 

 
This chapter in the report includes the conclusion/summary of the presented work. Few 

suggestions about the future work are also purposed in the later section of this chapter. 

 
 

 

5.1 Summary 

 
In the presented work, a novel methodology for the purpose of shadow detection and 

shadow removal is presented. The key idea is to detect and remove shadows from 

RGB images, while preserving the background texture and shadow boundaries. For 

this purpose, a large scale dataset “Extended ISTD” is presented, which consist of 5352 

triplet samples and it can be used for both shadow detection as well as for shadow 

removal purpose. 

The presented dataset is an extended version of already publicly available dataset ISTD. 

The presented dataset aims of increasing the probability distribution of samples across 

the dataset. This is done by specifically adding the dark/hard shadow samples and multi- 

color contrast shadow samples. Attention based Deep-learning based model GANs are 

trained on the presented dataset i.e., “Extended ISTD”, fine-tuning of hyper-parameters 

was also performed to obtain the most efficient shadow-free image. The shadow-free 

image generated by the deep-learning model is then refined by a post processing step. 

The purposed post-processing step leverages the power of different traditional image 

processing techniques combined together and aims to produce the final shadow free 

image while preserving the surface texture and shadow boundaries. The shadow free 
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images generated by the proposed methodology has a low RMSE of 5.68 and a high 

PSNR of 31.66, and is capable of removing shadows efciently when compared with other 

highly advanced state-of-the-art methodologies. 

 

5.2 Future Work 

 
There have been significant progress in the field of shadow detection and removal in 

past few years but still there is much more to do in order to increase the efficiency and 

effectiveness of shadow removal techniques. Potentially possible future directions in the 

related field are as follow: 

 
• Dataset: The publicly available datasets contains very few samples in training 

set. This leads to the fact of having an extremely low probability distribution 

across the dataset. Deep-learning based model requires millions of samples in 

training set to perform well. So there is a lot more work needed to be done in 

gathering the dataset related to shadow detection and removal. 

• Real-time Shadow detection and Removal: Most of the work done in the 

field of shadow detection and removal is dealing with the images. Real-time appli- 

cations requires low latency, high accuracy, efficient data processing, adaptability, 

robustness and many more. More over, real-time applications also requires real- 

time scenarios dataset.So, it is of core importance that the available algorithms 

may be optimized so that they should be efficient enough to detect and remove 

shadows with high efficiency and in less inference time. 
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