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A new cadet (on left) entering West Point salutes the cadet
in the Red Sash (on right) in his company. During Recep-
tion Day, the new cadets begin the process of becoming
United States Army officers. They undergo administrative
processing, are fitted with their initial issue of military
clothing, have their hair cut, and start their first lessons in
marching, military manners, and discipline. 
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ANN HOPKINS WAS HIRED in Price Waterhouse’s Office of
Government Services in 1978. By all accounts, she was hard-
working and diligent. She retrieved from the discard pile a State
Department request for proposals and masterminded it into a
contract worth approximately $25 million.1 It was the largest
consulting contract Price Waterhouse had ever secured, and her
clients at the State Department raved about her work. In 1982
she was put up for partner, the lone woman among eighty-eight
candidates.2 But the promotion did not go through.

What was deemed wrong with her performance? Colleagues
complained about her deportment and the way she treated her
staff. In their written comments on her promotion, the senior
partners observed: “Needs a course in charm school,” “macho,”
and “overcompensated for being a woman.” Her boss, who sup-
ported her, told her that if she wanted to make partner she
should “walk more femininely, talk more femininely, dress more
femininely, wear makeup and jewelry, and have her hair styled.”3



Hopkins sued, on the grounds of sex discrimination under
Title VII of the Civil Rights Act. After a series of appeals, the case
reached the U.S. Supreme Court in 1988. There, the majority
held that the firm had applied a double standard. The court
wrote that “an employer who objects to aggressiveness in women
but whose positions require this trait places women in an intol-
erable and impermissible catch 22: out of a job if they behave
aggressively, and out of a job if they do not.”4

Price Waterhouse v. Hopkins is an illustration of identity econom-
ics at work. The partners were applying contemporary norms 
for behavior: men were supposed to behave one way, women an-
other. We could interpret these views as reflecting basic tastes or
preferences—they just liked working with women who talked and
walked “more femininely.” But these are not basic tastes such as “I
like bananas” and “You like oranges,” which are the foundations
of the economic theory of trade. Rather, these tastes depend on
the social setting and who is interacting with whom. The tastes de-
rive from norms, which we define as the social rules regarding how
people should behave in different situations. These rules are
sometimes explicit, sometimes implicit, largely internalized, and
often deeply held. And the “preferences” or “tastes” that derive
from these norms are frequently the subject of dispute, so much
so that—as in Hopkins—they may even be adjudicated in court.

This book introduces identity and related norms into eco-
nomics. The discipline of economics no longer confines itself 
to questions about consumption and income: economists today
also consider a wide variety of noneconomic motives. But identity
economics brings in something new. In every social context, peo-
ple have a notion of who they are, which is associated with beliefs
about how they and others are supposed to behave. These no-
tions, as we will see, play important roles in how economies work.

We begin with the Hopkins case because the type of identity 
involved—that of gender—is so obvious. Even as toddlers, chil-
dren learn that boys and girls should act differently. But gender,
and equally obviously race, are just the clearest manifestations
of identity and norms. In this book we study norms in many dif-
ferent contexts—in workplaces, homes, and schools.

CHAPTER ONE
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To see the salience of identity in economic life, let’s take an-
other example from a source where it might be least expected.
On Wall Street, reputedly, the name of the game is making
money. Charles Ellis’s history of Goldman Sachs shows that,
paradoxically, the partnership’s success in making money comes
from subordinating that goal, at least in the short run.5 Rather,
the company’s financial success has stemmed from an ideal re-
markably like that of the U.S. Air Force: “Service before Self.”
Employees believe, above all, that they are to serve the firm. As
a managing director recently told us: “At Goldman we run to
the fire.” Goldman Sachs’s Business Principles, fourteen of
them, were composed in the 1970s by the firm’s co-chairman,
John Whitehead, who feared that the firm might lose its core
values as it grew. The first Principle is “Our clients’ interests al-
ways come first. Our experience shows that if we serve our
clients well, our own success will follow.” The principles also
mandate dedication to teamwork, innovation, and strict adher-
ence to rules and standards. The final principle is “Integrity
and honesty are at the heart of our business. We expect our
people to maintain high ethical standards in everything they
do, both in their work for the firm and in their personal lives.”6

Like the military and other civilian companies we examine later
in the book, Goldman Sachs is an example of identity econom-
ics in action. The employees do not act according to basic
tastes: by accepting Whitehead’s principles, they identify with
the firm and uphold its ideals in both their professional and
their personal lives. The creed is: “Absolute loyalty to the firm
and to the partnership.”7

Origins of Identity Economics

Our work on identity and economics began in 1995, when we
were both, by coincidence, based in Washington, DC. We had
been together at Berkeley—George as a professor, Rachel as a
graduate student. George then went to the Brookings Institu-
tion while his wife was serving on the Federal Reserve Board.
Rachel was at the University of Maryland.

INTRODUCTION
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Identity Economics began with a letter from Rachel to George
telling him that his most recent paper was wrong.8 He had ig-
nored identity, she wrote, and this concept was also critically
missing from economics more generally. We decided to meet.
Quite possibly, we thought, identity was already captured in the
economics of the time; perhaps it was already included in what
we call tastes.

We talked for months. We discussed the research of sociolo-
gists, anthropologists, psychologists, political scientists, histori-
ans, and literary critics. We discussed the focus on identity: 
how people think they and others should behave; how society
teaches them how to behave; and how people are motivated by
these views, sometimes to the point of being willing to die for
them. We worked to distill many ideas and nuances, to develop
a basic definition of identity that could be easily incorporated
into economics. And we saw that including identity would have
implications for fields as disparate as macroeconomics and the
economics of education.9

This book builds an economics where tastes vary with social
context. Identity and norms bring something new to the repre-
sentation of tastes. Garden-variety tastes for oranges and bananas
—to continue with the earlier example—are commonly viewed
as being characteristic of the individual. In contrast, identities
and norms derive from the social setting. The incorporation of
identity and norms then yields a theory of decision making
where social context matters.

This vision of tastes is important because norms are powerful
sources of motivation. Norms affect fine-grain decisions of the
moment—decisions as trivial as which T-shirt we wear to go jog-
ging. Norms drive life-changing decisions as well: on matters 
as important as whether to quit school, whether and whom to
marry, whether to work, save, invest, retire, and fight wars. We
will see throughout the book that identities and norms are easy
to observe. Anthropologists and sociologists are professional ob-
servers of norms. But norms and identities are also easy to see in
day-to-day life. We have already seen two examples: Goldman
Sachs, with its fourteen principles, and Price Waterhouse, with
the partners’ descriptions of Hopkins. People express their
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views in the ways they describe themselves and others. As the
Supreme Court put it in the Hopkins decision, “It takes no spe-
cial training to discern sex stereotyping in a description of an 
aggressive female employee as requiring ‘a course at charm
school.’ Nor does it require expertise in psychology to know
that, if an employee’s flawed ‘interpersonal skills’ can be cor-
rected by a soft-hued suit or a new shade of lipstick, perhaps it is
the employee’s sex, and not her interpersonal skills, that has
drawn the criticism.”10

Until now, economists have had neither the language nor the
analytical apparatus to use such evidence or to describe such
norms and motivations. Of course, many economists have sug-
gested related nonmonetary reasons for people’s actions, such
as morality, altruism, and concern for status. This book provides
both a vocabulary and a unifying analytical framework to study
such motives.

Ideas Have Consequences

Economics—for better or for worse—pervades how policy mak-
ers, the public, and the press talk and think. Modern economics
follows Adam Smith’s attempt in the eighteenth century to turn
moral philosophy into a social science designed to create a good
society. Smith enlisted all human passions and social institutions
in this effort. In the nineteenth century, economists began to
build mathematical models of how the economy worked, using
a stick figure of a rationally optimizing human with only eco-
nomic motivations. As economics evolved into the twentieth
century, the models grew more sophisticated, but Homo econom-
icus lagged behind. This began to change when Gary Becker de-
veloped ways to represent a variety of realistic tastes, such as for
discrimination, children, and altruism.11 Fairly recently, behav-
ioral economics has introduced cognitive bias and other psy-
chological findings. Identity Economics, in its turn, brings in social
context—with a new economic man and woman who resemble
real people in real situations.12

What does this increased humanity buy us? We get a more re-
liable model, which makes economics a more useful tool for im-
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proving institutions and society. This richer, socially framed con-
ception of individual decision making should help economists
working at various levels to construct sturdier accounts of the
economy. Social scientists in other disciplines should find iden-
tity economics useful because it connects economic models with
their own work, enabling the development of richer accounts of
social processes. And policy analysts and business strategists will
benefit from identity economics because it offers ways of more
accurately predicting the consequences of public policies and
business practices.

“Ideas have consequences” was a theme at Milton Friedman’s
ninetieth birthday celebration at the White House in 2002.13 As
John Maynard Keynes wrote two generations earlier: “Madmen
in authority, who hear voices in the air, are distilling their frenzy
from some academic scribbler of a few years back.”14 Identity
economics restores human passions and social institutions into
economics. Whether economics includes or excludes identity,
then, also has its consequences.

CHAPTER ONE
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THIS CHAPTER INTRODUCES THE framework of identity
economics. It shows the fault line between economics with and
without identity and norms.

Identity, Norms, and Utility Functions

Economists have a way of describing motivation: we describe an
individual as having a “utility function.” This is a mathematical
expression that characterizes what people care about. For ex-
ample, a person may care about today’s consumption and about
future consumption. That person then makes decisions to max-
imize her utility function. For example, she will choose how much
to borrow and how much to save. This mathematics may seem
like a roundabout way of describing motivation, but it turns out
to be useful. Utility functions and what goes into them give
economists a formal way to classify motivation. In principle, a
utility function can express any sort of motivation.



Most economic analysis concentrates on pecuniary motiva-
tions, such as desires for consumption and income. But econom-
ics today is not just about money, and many economists believe
that we should study nonpecuniary motives as well. Utility func-
tions have been developed to express a wide array of nonpecu-
niary tastes and preferences, such as the desire for children, the
concern for status, and the desire for fairness and retribution.

But in this welter of activity, with rare exception, economists
have maintained the basic presumption that such tastes and
preferences are individual characteristics independent of social
context. Some individuals simply care more about children, 
others less. Some people care more about status, others less.
And so on. This presumption ignores the fact that what people
care about, and how much they care about it, depends in part
on their identity.

We illustrate with the example of “fairness.” Leading econo-
mists, including John Nash, Hal Varian, Matthew Rabin, and
Ernst Fehr, have brought fairness into our purview.1 They argue
that people care about being fair and being treated fairly. The
utility function then should take account of such concerns. Fair-
ness thus conceived can explain many results from experiments
where subjects—usually students at a university laboratory—
participate in scenarios that mimic economic transactions. In-
stead of maximizing their own monetary reward, subjects tend
to choose outcomes that look “fair.”2

But in the real world, individuals’ conceptions of fairness de-
pend on the social context. In many places it is seen as fair and
perhaps natural to treat other people in ways that elsewhere are
considered unfair and even cruel. This observation is as impor-
tant as it is obvious. In India, upper castes do not treat lower
castes equally. In Rwanda, Tutsis and Hutus do not treat each
other equally. In America, whites have not treated blacks equally.
We also see unfairness in daily interactions. We see it on the play-
ground. We see it in hospital surgery rooms, in the interaction
between doctors and scrub nurses. In many countries, even to-
day, women and girls are physically assaulted; they are not per-
mitted to go to school or leave their homes, let alone vote, own
property, or open a bank account.

CHAPTER TWO
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These examples have one thing in common: they all in-
volve people’s identities. The norms of how to behave depend on 
people’s positions within their social context. Thus, people’s
tastes for fairness depend on who is interacting with whom and
in what social setting. And indeed, in experiments that explicitly
match people with different social identities, the subjects treat
others differently. We review such experimental evidence in
Chapter 4.

Social Categories, Ideals, and Observation

How do people know the norms that apply to their situation,
prescribing what they and others should or should not do? We
learn a great deal from watching others. An obvious example 
occurs in the acquisition of language, where children—effort-
lessly, it seems—learn to speak by copying others. Not only do
they learn words and grammar, but, remarkably, they also mimic
exact pronunciations. Furthermore, they make subtle distinc-
tions when learning language.3 Immigrant children adopt the
accents of their peers, not those of their parents. Children as
young as six understand that there are different styles of speech
that are appropriate for talking to some people but inappropri-
ate for talking to others. Thus, for example, Lisa Delpit tells of
the black first-grader who asked her teacher, “How come you
talkin’ like a white person, . . . like my momma talk when she get
on the phone?”4

In the formal language of the social sciences, people divide
themselves and others into social categories. And social categories
and norms are automatically tied together: people in different
social categories should behave differently. The norms also spec-
ify how people of different types—different social categories, in
our new vocabulary—should treat each other.

Identity, norms, and social categories may appear to be ab-
stract concepts, but their reality is both powerful and easy to see.
Norms are particularly clear when people hold an ideal of who
they should be and how they should act. (By ideal we mean the
exemplary characteristics and behavior associated with a social
category.) This ideal may be embodied by a real or imagined
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person. Religions offer obvious and powerful examples. The
founder of a religion and its leading prophets or saints are often
exemplars. For Christians, the life of Jesus Christ, as described
by the Gospels, gives an ideal of how they should behave. For
Muslims, it is the life of Muhammad and the Sunnah. We also
observe categories, norms, and ideals in how people talk about
their lives. Many people can readily describe how they think
they should behave and how others should behave. Transgres-
sions are the stuff of gossip. The outside observer—for example,
the visiting anthropologist—need only learn the stories and lis-
ten to the gossip to infer the norms.

A small slice of everyday life in America, as observed by 
Erving Goffman, gives an elementary example of identity and
norms in action.5 Goffman described children at a merry-go-
round. Children are very aware of their age. They state their pre-
cise ages proudly, not only in years, but often in months, and
sometimes even in days. Children understand norms for age-
specific behavior well: they know that big kids should act differ-
ently from little kids. Children at the merry-go-round thus 
yield a natural experiment that shows the role of norms. We 
can observe how children of different ages react to the merry-go-
round. Toddlers ride on their parents’ laps. Four- and five-year-
olds ride alone. Proud of their accomplishment, they smile and
wave at their parents, who are standing on the side. Older chil-
dren try to hide their excitement—they ride a funny animal, like
a frog or a tiger, or they stand up while the carousel is in motion.
You can see in their faces that they like the merry-go-round, but
they are also embarrassed. They will act like a thirteen-year-old
boy we ourselves saw last summer. He first fidgeted on a horse;
then he switched to an ostrich; and then he changed animals yet
again. Before the end of the ride, he had gotten off entirely.

Why do older children act this way? It is not because they dis-
like the merry-go-round, at least in the conventional way econo-
mists describe tastes. On the contrary, older children seem—
like the younger children—to be entranced by the rotation and
the music. The older children are ambivalent because they like
the carousel, but they also know they should be too old for it.

CHAPTER TWO
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Such interplay of tastes and norms lies at the heart of this
book. The merry-go-round illustrates a general point. When
people are doing what they think they should be doing, they are
happy, like the four- and five-year-olds. But those who are not liv-
ing up to the norms that they (and others) have set for them-
selves, like the older children, are unhappy. They then change
their decisions to meet their standards.

Putting It All Together

This book incorporates identity, norms, and social categories into
economics. We also use the word identity as shorthand to bundle
together these three terms. The term identity has been used in
many different ways in academic research and in popular usage.
Many economists would say it is a fuzzy concept. We give it a pre-
cise definition in the context of our analysis. People’s identity
defines who they are—their social category. Their identities will
influence their decisions, because different norms for behavior
are associated with different social categories. Goffman’s carousel
is an elementary example. First, there are social categories: the
different age groups of the children. Second, there are norms
for how someone in those social categories should or should not
behave. Third, norms affect behavior. The thirteen year-old can-
not enjoy the merry-go-round; so he makes his way off.

Identity Economics and Supply and Demand

Our discussion of identity and utility has ranged from merry-go-
rounds to genocide. And indeed a major point of our book is
that the concepts of identity and norms, and their dependence
on social category, have great versatility. Identity may describe
the interactions of an instant, a day, a few years, a lifetime, or
generations. For example, over the course of a day, a woman
may see herself as a mother at home and a professional at work.
The social category then refers to how she sees herself at the
time. And over a lifetime, people can dramatically change their
understanding of their lives.

IDENTITY ECONOMICS
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Thus identity has the same kind of versatility as our tried-and-
true notion of supply and demand. On the one hand, supply
and demand may refer respectively to the supply and demand
for a given stock or bond for just a few seconds. But it may also
refer to supply and demand in the aggregate economy over long
periods. In each case we refer to supply and demand in the rel-
evant context.

We use the concept of identity similarly. In the relevant con-
text, analysis of demand and supply leads us first to identify in-
dividuals as buyers or sellers. Second, we specify the prevailing
technology and the market structure. And third, we look for in-
dividual gains and losses from particular actions such as choice
of prices or purchases. Analogously, with identity, we first asso-
ciate individuals with particular social categories. Second, we
specify the prevailing norms for these categories. And third, we
posit individual gains and losses from different decisions, given
identities and corresponding norms. These gains and losses,
combined with the standard concerns of economic analysis, will
then determine what people do.

Outline of the Book

Part 1 of the book builds the framework of identity economics.
In it, we explain how we formally bring identity and norms into
economic analysis and discuss where these concepts fit into to-
day’s economics.

Parts 2 and 3 apply our framework to four substantive areas
of economics. We study organizations, education, gender in the
labor market and in the home, and race and poverty. In each
case our approach leads to new and different conclusions. For
example, it offers a new understanding of organizations. About
forty years ago economists began to build a theory of work in-
centives, emphasizing the role of wages and bonuses. A good
company, according to the theory, gets those incentives right.
But a more subtle view draws a near-opposite conclusion. If 
employees care only about wages and bonuses, they will game
the system. They will do what it takes to earn the bonus, but not
necessarily what is good for the clients or for the firm. If mone-
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tary incentives alone do not work, what does? Identity econom-
ics suggests that a firm operates well when employees identify
with it and when their norms advance its goals. Because firms
and other organizations are the backbone of all economies, this
new description transforms our understanding of what makes
economies work or fail.

Looking inside schools, we also have a new understanding of
education. Again about forty years ago, economists developed a
theory of education, emphasizing its monetary costs and bene-
fits. Economists have elaborated on these costs and benefits, in-
cluding such possibilities as incorrect information about the
benefits of education, the effect of peer groups on learning, 
and students’ impatience. Identity economics puts more meat
on these old bones. The lion’s share of the costs of staying 
in school, and also of working hard at it, come from norms. 
How much schooling students get—what is called “the demand 
for education”—is largely determined by who they think they
are and whether they should be in school. Good schools—
schools with low dropout rates and high academic achievement
—transform students’ identities and norms. We thus address the
two fundamental questions in the economics of education: who
is enrolled in school and why, and what makes schools succeed
or fail.

The final part of the book looks ahead. We discuss how iden-
tity economics makes use of new evidence and why economists,
like scientists, should be receptive to data from close observa-
tion. We also discuss how identity expands economic inquiry.
For example, identity widens the scope of choices that econo-
mists should study. People often have some choice over their
identity. Parents choose schools for their children. Women may
choose to pursue a career or stay at home. Immigrants choose
whether to assimilate. Men and women choose whether to be
single or to marry. In this way, people’s motives, or tastes, are
partly of their own making. Choice of identity, then, may be 
the most important “economic” decision a person ever makes.
Second, identity points us to a new reason why preferences 
can change. Third parties may have incentives to change who
people think they are, as well as their norms. Advertisers, politi-
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cians, and employers all manipulate social categories and
norms. Finally, identity gives us a new window on inequality.
Norms can call for behavior that leads to underperformance
and unemployment. Boundaries of race, ethnicity, and class also
limit who people can be. Because identity is fundamental to be-
havior, such limits may be the most important determinant of
economic position and well-being.
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THREE

Identity and Norms in Utility

17

WE NOW COME TO THE foundation of the book. This chap-
ter shows precisely how we bring identity into economic analy-
sis. All economic studies begin with a description of people’s
motivations. Here we build a new, augmented, utility function,
which includes identity, norms, and categories.

The Basic Procedure

Our utility function is simple and parsimonious. With just three
ingredients—categories, norms and ideals, and identity utility—
we capture how motivations vary with social context. Our pro-
cedure has two parts. In Part 1 we specify the standard compo-
nents of utility: a person’s tastes for goods, services, or other
economic outcomes. In Part 2 we specify the identity elements
for the relevant social context:

• The social categories and each individual’s category assign-
ment, or identity.



• The norms and ideals for each category.
• The identity utility, which is the gain when actions conform

to norms and ideals, and the loss insofar as they do not.

The last ingredient contains possible externalities. Economists
say an externality occurs when one person’s action hurts or ben-
efits another person. A classic example of a negative externality
is air pollution from a factory. In the case of identity, people’s
utility may increase or decrease, not only because of their own
choices but also from the choices of others. Just as people suf-
fer from a factory’s pollution, they may suffer a loss if others 
violate norms. And just as people protest pollution, the injured
party may protest or punish violations of the norms. We will see
such losses in identity utility and concomitant responses in sev-
eral studies in this book.

With this procedure, how do we, as analysts, specify the rele-
vant social categories and norms? We base them on observation,
as we will see in all the applications in this book.

This procedure gives us an enhanced utility function, with
new trade-offs. An action may increase consumption but decrease
identity utility. Just as in all economic analysis, we suppose that
a person “maximizes utility” by balancing these trade-offs. And
just as in all economic analysis, the notion of “maximizing util-
ity” should not be taken to imply conscious choices on the part
of an individual: it is a metaphor, and economists have an ex-
pansive interpretation of its meaning. (We discuss this and other
tacit meanings of economists’ vocabulary in the “Rosetta Stone”
postscript at the end of this chapter.)

Short-Run and Long-Run Choices

In the simplest case, we suppose a person chooses actions to
maximize her utility, given her identity, the norms, and the 
social categories. She balances her Part 1 standard utility and
her Part 2 identity utility. The analysis is similar to studying
supply and demand in the short run, where consumers and
firms make decisions, given a fixed technology and a fixed
market structure.

CHAPTER THREE
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To some extent individuals may choose not only their actions
but also their identity. Social categories are more or less ascrip-
tive; but people often have some choice over who they are. As we
noted before, for example, immigrants can decide whether to
assimilate. Studying these decisions would be a long-run analy-
sis, similar again to supply and demand, where, in the long run,
firms and consumers can exit or enter a market. This choice of
identity, again, is not necessarily conscious.

In the long run, also, people can change norms and ideals
and the very nature of the social categories. These changes can
be influenced by interested third parties, such as firms and
politicians. Once again, this process is similar to that of supply
and demand where, in the long run, technology evolves as a re-
sult of forces both within and outside the market.

Example: Smoking

Smoking trends in the United States offer a simple example.
Smoking is a significant economic and social problem. The Cen-
ters for Disease Control and Prevention lists smoking as the lead-
ing preventable cause of death in the United States.1 Productivity
losses due to smoking have been estimated at $82 billion per year.2

Economists have long studied cigarette use, as in the National 
Bureau of Economic Research’s (NBER) substance use program,
which also researches the use of alcohol and illegal drugs.

The typical economic study focuses on the demand for ciga-
rettes. Demand comes from a utility function with tastes for
smoking: some people simply enjoy it. More elaborate analyses
take account of the addictive nature of nicotine and the enjoy-
ment of smoking with friends. Central questions include how
cigarette taxes affect cigarette consumption, particularly among
teenagers.

To build an identity economics theory of smoking, we would
begin the same way. We would first specify the standard utility
for tobacco and nicotine. We would then specify the identity in-
gredients, relying on observation. 

The norms for smoking have changed dramatically over the
twentieth century, particularly for women. Early in the century, it
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was not respectable for women to smoke. In the 1960s, smoking
was still more acceptable for men than for women.3 The differ-
ence in attitudes ended with the Women’s Movement in the
1970s. Beyond the scholarly research, consider the Virginia Slims
advertising campaign and its slogan “You’ve Come a Long Way,
Baby.”4 Women’s lib, as pictured in the ads, freed women from
laundry tubs, frumpy dresses, and the prohibition against smok-
ing.5 Following our procedure, we posit the social categories as
men and women; the norms for men and women according to
the era; and the losses in utility from deviating from the norm.

The utility function quite obviously predicts that the differ-
ences in smoking between men and women would initially be
large but would converge after the 1970s. In the 1920s, almost
60 percent more men than women smoked.6 In 1950, it was 
still less common for women to smoke than men.7 By 1990, the
gap was all but closed.8 This convergence cannot be explained
by standard economic theory, which would tell us to look for
changes in economic differences between men and women
(such as the decline in the gap between men’s and women’s
earnings). But such explanations are inadequate, since even
women with high incomes did not smoke in the initial period.

Smoking gives a clear example of the role of social norms.
The change in gender norms was the single most important rea-
son for the increase in women’s smoking in the United States.
Current economic theory suggests high taxes as a way to dis-
courage smoking. But high taxes are both difficult to impose
and difficult to enforce. Identity economics widens the search
both for the causes and the cures.
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POSTSCRIPT TO CHAPTER THREE

A Rosetta Stone

21

BECAUSE THE GOAL of this book is to bring a new concept
into economics, we must use the language of economics, which
has many tacit conventions and metaphors. The language of
economics is quite expansive; it should not be taken too literally.
This postscript explains our use of various terms that take on
meanings and connotations in economics that are different
from common parlance and usage in other social sciences. (We
provide these explanations for interested readers; others may
want to skip to the next chapter.)

Individual Choice and Maximizing a Utility Function

In our analysis—as in almost all contemporary economics—
people’s decisions are described as maximizing their individual
utility functions. That description may seem to imply that the
choices are conscious. Conscious choice is only one possibility,
and economists have a more expansive view. Utility maximiza-



tion can also describe choices that people take unconsciously.
Amartya Sen notes that physicists use the same technique when
they say that light “follows the principle of least time.” Of
course, light does not make a conscious decision. But from the
perspective of the human observer, it behaves as if it does.1 Mil-
ton Friedman, who among economists was at the opposite end
of the political and ideological spectrum from Sen, similarly
held that utility maximization makes no presumption about the
level of individual consciousness.2

The Role of Socialization

Such agnosticism regarding individual consciousness in utility
maximization and in our formulation of identity then bridges
some of the gap between economic analysis and the other social
sciences. In many fields of social science, researchers see indi-
viduals’ behavior as largely due to socialization rather than to
conscious agency. People act as they do, naturally and without
question, mostly out of habit. They are products of their social
environment and unaware that they might have behaved quite
differently. At the merry-go-round, for example, the waving
four-year-olds have no conception that they could have behaved
like the surly thirteen-year-old. It is only the social scientist ob-
server who conceives of such a possibility. A standard economic
model, on the other hand, takes no account of socialization, un-
less everyone is socialized in the same way. Any differences be-
tween people are seen as idiosyncratic personal differences.

Our identity model allows for both possibilities. People have
individualistic tastes in their utility functions, but norms also en-
ter into it. Individuals acquire some of these tastes and learn
some of these norms as members of their communities. These
norms may be internalized through mechanisms of community
approval and disapproval. Gossip, stories, and private and pub-
lic censure are common ways of communicating and reinforc-
ing norms.

Individuals’ decisions, then, in our framework, are driven not
only by idiosyncratic tastes but also by internalized social norms.
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The procedure of this chapter regarding how to specify a utility
function thus allows a synthesis.

The Relation between Welfare and Utility

It is common for economists to relate the maximization of util-
ity to the maximization of welfare. But in this book we never use
the utility function in this way. To us, here, the utility function is
simply a description of motivation.

Structure and “Choice of Identity”

In our analysis, we sometimes describe people as choosing their
identity. Again, this phrasing could imply conscious choice, but
we make no such presumption. People may just try and fit in;
they may simply feel more or less comfortable in different situa-
tions. Some, such as the journalist Jill Nelson, whose autobiog-
raphy we quote below, can articulate the trade-offs they make,
but others would be unable to describe their motives and might
not be even fully aware of them.

Moreover, in many cases, people have limited choice over
identity. In any economic analysis, a choice is always paired with
a description of the limitations on that choice. Here, social
structures can limit choice. In a society where social categories
are defined by race, family background, and ethnicity, for ex-
ample, it may be virtually impossible for an individual to adopt
a new identity. Our framework takes account of such situations.

Models and Defining Identity

Over the past century, increasingly, economists have built 
“models” to describe economic and social phenomena. Useful
models, like revealing cartoons, focus on interesting features of
the situation. Our procedure describes a new “part” that can be
put into our models. Our focus, what we mean by identity, is well
defined in the context of all models where we use the concept.
There is no reason to dispute that meaning.

A ROSETTA STONE

23



This methodology then avoids semantic debates, such as
“What do we mean by identity?” If someone else should make
another model and define identity differently, we should be
equally willing to entertain her definition. The real debate is de-
ferred to a different stage and can only be resolved empirically:
does the model, with the new identity part, reach new and re-
vealing conclusions?

Defining Should

We often say that people have notions—norms—of how they
and others should behave. Should could imply ethical or moral
views. However, we apply a more expansive meaning of should.
How people should behave can refer to a social code, which can
be largely internalized and even largely unconscious. For exam-
ple, we dress up to deliver a formal lecture; we should not deliver
it wearing shorts and sandals. There is no moral reason for
dressing up, but shorts and sandals would be inappropriate, ex-
cept maybe on a campus in southern California.

The world is full of such social codes, much more powerful in
effect and affect. And much of the observance of such norms is
unconscious. In this sense, our use of the word norms corre-
sponds to much of the usage outside economics.

Individualistic Identity versus Interactionist Identity

We talk of an individual maximizing a utility function that spec-
ifies the social norms and the individual’s preferences, or tastes.
This description, on its face, describes what might be called an
individualistic view of identity. An individual—in the absence of
others—enjoys a gain in “identity utility” when she adheres to
the norms for her category. But again, we have a more expansive
view. This gain in identity utility can represent the enjoyment
people experience when they do something that makes them fit
in with a group. It also can represent the gains from differenti-
ating one group from another. The utility then derives from
group processes.
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This wider view of our identity utility matches an interaction-
ist understanding of identity among sociologists and anthropol-
ogists, where identities and norms emerge from social inter-
actions and power relations. People in different groups or classes
adopt common signs to differentiate themselves from those in
other groups or classes.3 Our analysis, moreover, can capture
the dynamics between individuals and groups and show how
one particular activity can emerge as a group’s defining norm.
Such an outcome occurs in our study of race and poverty.
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FOUR

Where We Fit into 
Today’s Economics

27

IDENTITY ECONOMICS IS AT the frontier. We follow the tra-
jectory of the past fifty years and bring economics closer to real-
ity. We change economics by closely observing economic and so-
cial life and transforming existing theory.

Consider four previous transformations. Fifty years ago, eco-
nomic theory mostly considered two market structures: perfect
competition and monopoly. But many industries—including
the automobile, airline, and oil industries—do not fit either mold.
To study such major parts of economies, economists adapted
game theory. This entails the specification of who the actors are,
what they know, the timing of their decisions, and their choice
of strategies—all from observation of the specific context. Game-
theoretic studies now pervade economics, covering topics from
marriage to monetary policy.

Fifty years ago, too, economic studies assumed all participants
in a market had the same information as everyone else. Nothing
was hidden from the buyer or the seller. But now, in studying



product markets, insurance markets, and labor contracts, we un-
derstand that information is asymmetric. We specify who knows
what and when they know it.

More recently, behavioral economics has made theory more
consistent with the findings of psychology. Now economists
commonly talk of deviations from perfect rationality, such as
present bias, habit formation, and loss aversion.

Finally, following Gary Becker, economists also study social
problems. Discrimination, dysfunctional families, and crime
have called for a new approach. Becker’s approach, like ours,
was to expand the utility function.

This book thus follows a long tradition of progress in eco-
nomics. As in each of these four transformations, we seek to
bring theory closer to observation. Our work emphasizes the in-
dividual in the social setting.

Experiments and Identity Economics

As in behavioral economics, a large body of experimental re-
search informs our theory. Experiments in social psychology,
and now increasingly in economics, show that individuals’ be-
havior depends on who people think they are.

In 1954, in a foundational experiment, the psychologist
Muzafer Sherif and his colleagues took two groups of eleven-
year-old boys from Oklahoma City to Robbers Cave State Park.1

The groups were sent on separate buses and were isolated in dif-
ferent parts of the park for a week. Within each group, the boys
became close, mainly through roughing it together away from
home. The boys formed distinct identities: one group killed a
rattlesnake and proudly named themselves the Rattlers. The other
group called themselves the Eagles. By the end of the week, both
the Rattlers and the Eagles were aware that the other group was
also inhabiting the park; but they had not yet met. Then they
were brought together to play competitive games. The eleven-
year-old equivalent of war broke out. At its climax, the two
groups raided each other’s huts and burned each other’s flags.
In the second phase of the experiment, researchers studied 
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and applied interventions that would lead the boys to become
friends. They happily returned home.

This experiment clearly exhibits the elements of our proce-
dure: social categories (the groups identified themselves as 
Eagles and Rattlers); norms (both groups saw fighting as appro-
priate to the situation); and identity utility (the boys derived
pride from their experiences).

Whereas the Robbers Cave experiment induced this behavior
by bringing boys to a snake-infested forest, subsequent experi-
ments by the psychologist Henri Tajfel and his colleagues
sought minimal conditions that would create such group iden-
tification. These experiments took place in a university lab. This
time the subjects were fourteen- and fifteen-year-old boys in
Bristol, England. They were told that they had been divided into
two groups according to whether they liked paintings by Paul
Klee and Wassily Kandinsky. In fact, the assignments were ran-
dom. When asked to choose from a list, subjects were more
likely to choose the pair of points that maximized the relative
difference in points between the groups, rather than the pair
which gave their group the highest absolute number of points.2

Social psychologists have now applied this “minimal group
paradigm” to almost every possible domain. For example, Alexan-
der Haslam has reported on its relevance to leadership, conflict
management, and group productivity in organizations.3

In a recent development, the economists Yan Chen and
Sherry Li adopt this paradigm and show that group divisions
matter even when there are monetary stakes.4 Subjects were as-
signed into two groups (in one treatment, by preference for Klee
and Kandinsky paintings; in another treatment, at random), and
this time they were given tokens that could be redeemed for 
real money. When put in pairs to play strategic games, subjects
could also, at a cost to themselves, “punish” or “reward” the other
player. In their play, they exhibited in-group preferences: they
gave more to in-group members, rewarded in-group members
more, and punished out-group members more.5

Some economic experiments have further embellished this
paradigm to create particular relations between groups in the
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lab. Kendra McLeish and Robert Oxoby at the University of Cal-
gary used a particularly clever design to make people think that
those in the other group were not as smart as themselves. In
later play, the researchers observed a strong in-group bias.6

Other experimenters have divided subjects into groups and in-
duced “status” differences by giving members of one group
gold-star stickers or giving one group a nice meal. These ma-
nipulations also led to biases in later play.7

Another type of experiment from social psychology also
shows that social categories significantly affect behavior. People
behave differently when they are reminded, even subtly, of 
their racial, ethnic, and gender identities. The method is called
“priming.” Claude Steele and Joshua Aronson conducted a 
classic experiment with Stanford undergraduates.8 They gave
African-American and white students hard questions from the
verbal Graduate Record Examination. Some subjects were told
in advance that the test would be diagnostic of their abilities; a
control group received no such message. The African-American
students who had received the message performed significantly
worse than whites and African-American controls. Steele and
Aronson argue that the students were affected by stereotypes of
race-related performance and that the underperformance was
due to what they have termed “stereotype threat.”

These results are truly remarkable, especially given the sub-
ject pool and the context. To be admitted to Stanford, the 
subjects must have performed well on the Scholastic Aptitude
Test, which is the sort of test Steele and Aronson administered.
As Stanford students, if not before, they must also have lived 
in a mixed-race environment. Nor does the priming message 
or experiment seem like much of a threat. After all, the test 
had no consequence. Yet stereotype threat is a robust finding
that has been now identified among many subject groups and
stereotypes—including women and mathematics, and the eld-
erly and memory.9

We are particularly struck by the recent experiments of the
economists Karla Hoff and Priyanka Pandey investigating
stereotype threat and caste in India. Subjects were asked to solve
mazes and were paid a substantial amount of money for each
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maze they completed. In India, surnames reveal caste. When
caste was primed by taking a roll call by last name, the low-caste
subjects solved 23 percent fewer mazes.10 Just hearing last names
read aloud publicly was enough to lower performance, despite
the significant monetary incentive for success.11

Identity-related experiments in economics like those of Chen
and Li, and Hoff and Pandey, differ from traditional experi-
ments in social psychology in that real monetary stakes are in-
volved. They also differ from traditional economic experiments
in that subjects are put in different social situations. The usual
economic experiment tests an economic theory, such as the ef-
fect of some monetary incentive. To do so, the experimenter has
to strip away social context. Subjects are anonymous: they do not
see or know others with whom they are interacting. In contrast,
identity-related experiments control for economic incentives
and vary the social context. To study real-life social divisions, ex-
perimenters prime subjects or identify who is interacting with
whom. They also create social divisions in the laboratory—as in
the minimal-group experiments.

A growing number of economics experiments using classic
games—like the “trust game,” “dictator game,” and “public goods
game”—also find effects of real-world social divisions. The trust
game, for example, is reminiscent of bank loans. Subjects are
paired. The “sender” chooses how much money to give to the
“receiver.” The experimenter then triples this amount. The “re-
ceiver” then decides how much to give back to the “sender.” In
an experiment at Harvard, subjects sent back significantly less
money when their partner was of a different race or national-
ity.12 In Israel, Chaim Fershtman and Uri Gneezy’s subjects 
sent back less money to Eastern Jews than to Ashkenazi Jews.13

And Lorenz Goette, David Huffman, and Stephan Meier used
the prisoner’s dilemma game with Swiss Army platoons. For a
price, subjects could punish those who did not cooperate. Sub-
jects punished members from their own platoon more.14 Ex-
periments also find gender effects: in public-good games and 
in competitive settings, men and women subjects act differently
when placed in groups with only women, only men, or mixed
groups.15
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All these experiments offer empirical support for identity eco-
nomics. They all involve social categories, individuals in those
categories, and norms for how group members should behave
and interact with others. Different experimental contexts—
which induce different identity utilities—then lead to different
outcomes.

Identity Economics, Gary Becker, and Tastes

For years now, economists have augmented standard economics
to take into account all sorts of different motivations observed
in real life. The modern approach to this broadening of eco-
nomics began in 1957 with Gary Becker’s pathbreaking book
The Economics of Discrimination.16 As he writes in the introduction
to the second edition, the University of Chicago Press originally
objected to publishing the book in its Economic Research Stud-
ies series because discrimination was outside the domain of 
economics.17 While sociologists and anthropologists studied the
social causes and consequences of discrimination by whites
against blacks, Becker studied the market implications. To do
so, he built a new utility function, with a “taste for discrimina-
tion”: “If an individual has a ‘taste for discrimination,’” Becker
writes, “he must act as if he were willing to pay something di-
rectly or in the form of reduced income, to be associated with
some persons instead of others.”18 Becker then went on to study
the effects on labor markets of such preferences.19 Among the
best-known theoretical conclusions is that a competitive mar-
ketplace would eliminate the effects of discrimination, since
firms that discriminate to indulge these tastes will be replaced by
firms that simply hire the most efficient workers. Becker contin-
ued with theories of fertility, crime and punishment, marriage,
altruism, and addiction, among other things.20 In each case he
changed the utility function and showed how economics can 
be applied to study the forces that shape behavior. The costs 
and benefits of having children, for example, will affect fertility
rates, and a marriage tax will affect marriage rates.

Many economists have followed Becker down this path of in-
quiry, and Becker himself continues to select noneconomic mo-
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tivations to include in utility functions. But, by and large, these
tastes are not assumed to vary with social context. Basic tastes are
assumed to be universal, and any variation is attributed to idio-
syncratic differences and personal experiences. And even when
tastes derive from one’s cultural background (as in the taste for
pork), they are ultimately regarded as garden-variety prefer-
ences such as that for oranges over bananas.21 The research
then focuses on how prices and income, not tastes, affect be-
havior.22 This approach, of course, corresponds to traditional
economics experiments, which focus on monetary incentives,
and differs from the new experiments, which show how social
context matters.

Becker’s basic observations—for example, that people like
having children or that people enjoy smoking more when they
smoke with friends—are perhaps more self-evident than those
which motivate this book. But all it takes to observe norms is
knowing how and where to look. Anthropologists, psychologists,
and sociologists focus particularly on the relation between 
people’s norms and their view of self and social context, largely
because these researchers are sensitized by their theoretical ori-
entation. Erving Goffman (of merry-go-round fame) titled one
of his best-known books The Presentation of Self in Everyday Life.23

Such presentations of self are just the sort of everyday clue we
follow.

Norms in Economics

In identity economics, we presume that people follow norms
much of the time because they want to do so. They internalize
the norms and adhere to them. This conception does not cor-
respond to economists’ usual view. To date, economists have
mostly seen norms as sustained by external forces: people follow
a norm because if they do not, they could be punished in some
way.

Consider an honor code, such as the Cadet Code of Honor of
the U.S. Military Academy at West Point: it stipulates that “a
cadet will not lie, cheat, steal, or tolerate those who do.”24 Not
only is cheating a violation of the honor code, but failing to re-

WHERE WE FIT INTO TODAY’S ECONOMICS

33



port violations of the code is also itself a violation. By induction,
failing to report failures to report violations are also violations
of the code. And all violations of the code, whether by commis-
sion or omission, are to be punished. When this string works, 
no one will cheat, and the honor code will be obeyed, even if no
one believes in it.25 The honor code is then a norm in the usual
economic definition.

The honor code at West Point does work quite well most of
the time, and the cadets are indeed afraid of severe punishment
(usually expulsion) for violations. But the code would also break
down if no students believed in it at all. Why? Because the long
string of reports and failures to report cannot be sustained. Stu-
dents would be able to dredge up some good excuse for failing
to report an infraction by someone else. And punishments for
not reporting of not reporting etc., would be increasingly diffi-
cult to justify. In the end, if no one at all believed in the honor
code, it would break down.

The standard economics view of the honor system is just 
one example of norms arising out of ongoing interactions 
and threats of future punishments. In such “repeated games,”
actors’ current violations can lead to losses in the future.26

Michihiro Kandori, for example, has a theory of norms within
a community: if one person cheats, a contagion of cheating en-
sues. This contagion eventually leads to systemic breakdown,
and the ensuing loss to community members ultimately out-
weighs the initial gain from cheating.27 In “coordination
games,” actors are concerned with making a choice that will
help them coordinate well with others they meet in the future
(like choosing to learn a foreign language or choosing a soft-
ware program). The action chosen by most people then deter-
mines the norm. Peyton Young shows how norms emerge when
actors encounter both people in their own communities and
outsiders.28

Even absent such ongoing interactions, following a norm is
also seen as a way to prove something important about yourself
to others. In Douglas Bernheim’s theory of conformity, for ex-
ample, following a norm is construed as a type of signal.29 David
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Austen-Smith and Roland Fryer use a signaling model to try to
understand why black students seem to have a norm of not
working hard in school.30 They posit that the students want to
signal to their peers that they are the type of person who will re-
main in the neighborhood and can be counted on.

We include desire to follow norms in the utility function 
because a large amount of evidence indicates that those who
follow norms do so because they believe in them.31 The stu-
dents at West Point really do believe in their honor code. Fear
of punishment, wanting to coordinate with others, and want-
ing to appear reliable are all valid and important reasons for
following norms. But even in a small, tight-knit community, 
at least some level of belief in the norms for their own sake is
necessary to prevent norms from unraveling. Thus, norms 
may be what the political scientist Jon Elster calls the “cement
of society.”32 We see the same theme in Elinor Ostrom’s im-
pressive body of work, conducted over decades—studying irri-
gation ditches, woodlands, and fisheries. The tragedy of the
commons did not occur, because norms held the communal
systems together.33

Where Do Norms Come From?

A growing number of researchers are now exploring the origins
and economics of norms and identity. How do social norms
change and evolve? How are they internalized? In Robert Oxoby’s
theory, people need norms to adapt psychologically to disad-
vantageous environments.34 Roland Bénabou and Jean Tirole
provide insight into the cognitive aspects of norms: people may
invest in certain understandings of themselves and wish to pre-
serve these images for themselves and others.35 Work by Ulrich
Horst, Alan Kirman, and Miriam Teschl suggests that norms may
evolve to maintain a sense of belonging.36 Most recently, Robert
Akerlof has suggested a new and different approach. He argues
that people desire confirmation of their beliefs. When actors
with such utility functions interact, groups, norms, and identi-
ties emerge.37
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Summary

In this first part of the book we have presented our procedure
for bringing identity into economic analysis and discussed how
including identity is both a continuation of past economics and
a departure from it. We now study four areas where identity eco-
nomics yields new conclusions.
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Part Two

Work and School
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FIVE

Identity and the Economics 
of Organizations
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R-DAY IS THE FIRST day at the United States Military Academy
at West Point. The new cadets strip to their underwear. Their
hair is cut off. They are put in uniform. They then must address
an older cadet with the proper salute and the statement: “Sir,
New Cadet Doe reports to the cadet in the Red Sash for the first
time as ordered.” New cadets must stand and salute, and repeat—
again and again and again—until they get it exactly right, while
being reprimanded for even the smallest mistake.

What could the Army be trying to accomplish? Perhaps the
new cadets are learning skills they will need in their new jobs.
But why the haircut? Why the red sash? Why the uniform? Why
the ritual? David Lipsky, who tracked a company of cadets for
their four years at West Point, says: “On R-Day you surrender
your old self in stages.”1 It is only the beginning of the personal
reengineering to come. West Point’s mission is to produce 
leaders “committed to the values of Duty, Honor, Country” and
“prepared for a career of professional excellence and service to



the Nation.”2 The cadets will learn to march in step, to obey or-
ders, and to lead in battle. They will come to think of themselves
as officers in the U.S. Army.

Economists’ current picture of organizations and work in-
centives cannot account for R-Day. Current economic theories
do not capture duty and honor. They cannot explain how the re-
cruits, or workers, regard how they should behave. Nor is there a
place for an organization that would want to change those views.
In this chapter, we build such missing motivations into the eco-
nomics of organizations and work.

Much current economics deals with a basic problem facing
business owners: how to give workers appropriate incentives. A
worker’s individual performance can be hard to observe. On a
factory floor, it is hard to see how tightly a worker turns a screw
or how neatly he packs a box. In retail sales, it is hard to see how
much effort a salesperson exerts when trying to sell a product to
a customer. How is the owner of the factory or retail establish-
ment to compensate the worker? How much should she pay
him, and according to what criteria? Economic theory suggests
that, although the owner cannot perfectly observe what a worker
does, she usually can make some observations that might be use-
ful. At the factory, she might test the products at random and
record the failure rate of the product. In retail sales, she might
observe sales receipts at the end of each day. A worker could
then be paid more when the failure rate is low, and a sales clerk
could be paid more when sales are high. The theory then gives
us a neat solution to this problem. A worker should be given in-
centives by this high and low pay, and also paid just enough on
average to take on the risk.

While economic theory suggests these neat answers, it also
strongly suggests why such monetary incentives will not work well
in practice.3 First, output is often produced by teams of workers,
rather than individuals. As a result, the information that is the
potential basis for compensation—such as the product failure
rate or the end-of-day sales receipts—is only weakly related to the
effort of the individual worker. Many people are ultimately re-
sponsible for success, and without direct observation of effort, it
is impossible to give individual workers their due.4
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Second, many jobs involve multiple tasks. If a worker’s re-
wards are based on only some of her tasks, that is where she will
concentrate her effort. For example, a CEO whose compensa-
tion depends on the current stock price will try to run up the
current stock price but will ignore the long-term consequences.

Third, sometimes rewards are based on relative performance,
as when workers compete for a promotion. Such tournaments
reduce management’s need for information because workers
are compensated only for relative performance. But tournaments
create another problem: workers have an incentive to sabotage
one another.5

Empirical research confirms the problems of team produc-
tion, multitasking, and tournaments: people respond too well to
monetary incentives. Brian Jacob and Steven Levitt have shown
the depth of the problem.6 When principals and teachers are
evaluated on the basis of their students’ test scores, it is com-
monly believed that teachers “teach to the test.” Jacob and Levitt
found that some Chicago teachers found an easier way to raise
scores: they just changed their students’ answer sheets. Robert
Gibbons of MIT has concluded that “firms get what they pay
for.” But because pay cannot be well targeted, firms often do not
get what they actually want.7 All this research indicates that if an
organization is going to function well, it should not rely solely
on monetary incentives.

We argue that identity is central to what makes organizations
work. Workers should be placed in jobs with which they identify,
and firms should foster such attachments.8 We are not alone.
Timothy Besley and Maitreesh Ghatak of the London School of
Economics and Canice Prendergast of the University of Chicago
have argued similarly that production is enhanced when an or-
ganization hires workers who share its mission.9 Such organiza-
tions work well because an employee who identifies with the firm
needs little monetary inducement to perform her job well.10

An Identity Model of Work Incentives

Here we follow the procedure outlined in Chapter 3 to in-
corporate identity into the economics of organizations and work
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incentives.11 We start with Part 1 and specify the standard eco-
nomics of organizations. We use what we call a “boilerplate
model” that captures this economics in the most elementary
form. Such a stripped-down model is standard fare for first-year
economics graduate students. It highlights the problem, dis-
cussed above, of determining appropriate incentives when indi-
vidual worker effort is hard to see. We then move to Part 2
and add the identity ingredients: (1) social categories, (2) norms
and ideals, and (3) losses and gains in identity utility. These fac-
tors considerably change how the firm will pay its workers and
how it will treat them.

The Procedure: Part 1. In the boilerplate model, there is a firm
owner, who is called the principal, and a worker, who is called the
agent. The agent chooses to exert either high or low effort. High
effort increases the likelihood that the firm’s revenues will be
high. The principal cannot observe the agent’s effort, but she
can observe whether revenues are high or low. The principal
can influence the worker’s effort by paying more if revenues are
high than if they are low. The standard economics problem is to
derive this pay: the wage the principal will pay the agent when
revenue is high and the wage when revenue is low.

The Procedure: Part 2. How will considerations of identity
change the incentive scheme? Drawing from observation of
many workplaces, we add our three identity ingredients.

Social Categories. We classify workers into two types. Those who
identify with their firm (or organization) we call insiders. Those
who lack such identification—those who do not identify with
the firm—we call outsiders. Insiders and outsiders are then the so-
cial categories for our model.

Norms and Ideals. We suppose that an insider thinks she should
work on behalf of the firm. Her ideal is to exert high effort. In
contrast, an outsider thinks she should put in minimum effort—
she thinks only about herself, not about the organization she
works for.

Gains and Losses in Identity Utility. Very simply, we suppose that
an insider loses identity utility when she puts in low effort rather
than high effort. An outsider, on the other hand, loses identity
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utility when she puts in high effort for an organization of which
she feels no part.

How do these identity ingredients change the nature of the
contract that induces the worker to put in high effort? If the
worker is an insider, identity utility will reduce the bonus needed
to induce high effort. That is, there will be less difference be-
tween the high-revenue wage and the low-revenue wage.12 The
explanation is straightforward: an insider maximizes her iden-
tity utility by exerting high effort. She does not need a large ad-
ditional difference in monetary reward to induce her to work
hard.13 In contrast, an outsider loses identity utility from work-
ing hard. A higher wage differential is needed to induce her to
work hard to compensate her for this loss in identity utility.

Would a firm be willing to invest in a worker to make him an
insider rather than an outsider? The answer is yes. An insider is
willing to work harder for lower overall pay. When the pay dif-
ference is great enough, it is worthwhile for the firm to invest in
changing workers’ identities.

But changing a worker’s identity can be costly, involving ex-
penditures on training, sign-on bonuses, and benefits. The
model tells us when a firm’s overall profits are likely to increase
from investment in worker identity. Profits increase and a 
firm will undertake this investment if: (1) inculcating identity 
is cheap, (2) there is much underlying economic uncertainty,
(3) workers’ effort is hard to observe, (4) revenues or output de-
pend on special exertion at peak times, (5) workers especially
dislike risk, and (6) high effort is critical to the organization’s
output.

The Model and Military-Civilian Differences

Let’s consider the model’s implications for military-civilian dif-
ferences. It is relatively cheap to impart identity to soldiers and
officers in the U.S. armed forces because, as volunteers, they
tend to be inherently sympathetic to its goals. In addition, mili-
tary personnel are especially susceptible to indoctrination be-
cause of their relative isolation from civilian life. It is also often
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very costly to quit (for example, Lipsky reports that for many
cadets, West Point is the only affordable college education). In
the military there is often little relation between outcome and
individual effort—especially in battle.14 Hence, the model pre-
dicts that the military will rely on identity rather than on mone-
tary compensation.15

This prediction is consistent with the weak dependence of
pay on performance in the military. Historically, promotions in
the U.S. Army and Navy were either “up” or “out,” and rank and
pay were based almost solely on seniority.16 Even today, pay dif-
ferentials between high- and low-ranking officers are much
smaller than corresponding pay differences in the corporate
world.17 And in the military, when outstanding individual effort
is observed, medals—not bonuses—are awarded.18

Motivation for the Model

We based our model on the findings of the considerable litera-
ture outside of economics on the military and civilian work-
place. A distillation of this work shows the match between the 
insider-outsider model and the motivation of both military per-
sonnel and civilian workers.

The Military

Many different sources, including officer guides, autobiogra-
phies, sociological studies, and military history, show a close
match with our model. In the model there is a division between
insiders and outsiders. Insiders have an ideal of how they should
or should not behave, and they lose utility if they fail to live up
to that ideal. The reactions to others’ behavior were left out, but
they could easily have been included as well. The model mirrors
the real military whose members emphasize the distinction be-
tween military (insiders) and civilians (outsiders). Military acad-
emies and training programs purposefully inculcate this dis-
tinction. They also instill the military code of conduct, which
prescribes the norms for how an insider should behave. He
should follow orders. The Air Force’s ideal is “Service before
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Self.” In a properly functioning military organization, members,
as insiders, adopt these ideals. The military relies on these ideals
rather than on incentive pay.19

Every account we have read of military life emphasizes the
distinction between military and civilian. For example, Omar
Bradley, who was Dwight D. Eisenhower’s next-in-command,
wrote an autobiographical account of the Allied invasion of 
Europe. The title, A Soldier’s Story, reveals both Bradley’s identity
and his ideals. Bradley reserved the term soldier for those de-
serving the highest praise, such as Generals George Patton,
Harold Alexander, and Courtney Hodges. They too were sol-
diers. The leading military sociologists Charles Moskos, John
Williams, and David Segal describe the nature of the ideal sol-
dier: he should be “war oriented in mission, masculine in make-
up and ethos, and sharply differentiated in structure and cul-
ture from civilian society.”20

Official and semiofficial documents from all branches of the
U.S. armed services further describe ideal behavior. For exam-
ple, the Air Force Guide says that military service is a profession
with “a sense of corporate identity.” The officer must obey the
rules of the organization and follow orders given in the chain of
command. Moreover, he should not behave like an outsider,
simply following those orders passively. Instead he should be an
insider with “faith in the system.” To “lose faith in the system is
to place self before service.”21

Military organizations actively promote such military identity.
Ideals and prescriptions for behavior are clearly stated and taught
in basic training and military academies. In terms of our model,
the military makes investments to turn outsiders into insiders. Ini-
tiation rites, short haircuts, boot camp, uniforms, and oaths of of-
fice are among the obvious means of creating a common iden-
tity.22 The routine of the military academies also shows some of
the tools used to inculcate military identity. Harsh training exer-
cises and hazing, like the R-Day rituals at West Point, are just one
way the Army puts its imprint on cadets.23 Of course, harsh train-
ing can also serve to impart specific knowledge and skills rapidly.
But cognitive-dissonance theory from psychology suggests why
such harsh training and hazing can also be effective at changing
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cadets’ self-image. They must explain to themselves why they
(seemingly willingly) accept such treatment. In formulating an
answer, they adopt a new image of themselves.

The military’s stress on “service before self” and its deempha-
sis of pecuniary rewards suggest—as in our model—that military
identity can substitute for incentive pay. Thus, for example,
General Ronald Fogleman of the Air Force reflects: “So what’s
the payoff for placing service before self? It isn’t solely the pay-
check or the benefits that keep us going. In my 32 years of serv-
ice, I’ve met many men and women who embody this concept of
service before self. They remain with the Air Force because of
the intangibles—the satisfaction gained from doing something
significant with their lives; the pride in being part of a unique or-
ganization that lives by high standards; and the sense of accom-
plishment gained from defending our nation and its democratic
way of life.”24

Ethnographies also record expressions of the ideal of service.
For example, the sociologist Jeffrey McNally describes one West
Point graduate, whom he calls Matt, who considered civilian em-
ployment after completing the five years of military service re-
quired after graduation. But Matt rejected civilian life, saying of
the companies where he interviewed: “None of them ever really
talked about what was important to me, and that was service. All
they talked to me about was money.”25

Military personnel are also turned from outsiders into insid-
ers as a by-product of normal operations. Soldiers live and work
in separation from civilians. They also have intense and ex-
tended interactions with each other, especially in combat units.
Here we see that the nature of an organization itself—and how
it divides personnel into workgroups—can affect identity and
hence preferences and incentives. (We later describe work-
groups in civilian companies.) During World War II, a team of
sociologists studied the U.S. military, resulting in a large-scale
study titled The American Soldier. They give this description of the
ideal of a member of a combat unit: succinctly, he should be 
“a man.” That meant “courage, endurance and toughness, . . .
avoidance of display of weakness in general, reticence about
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emotional or idealistic matters, and sexual competency.”26 Al-
though the authors observed that recruits initially behaved in
this way to avoid ridicule, ultimately they internalized the ideal:
“The fear of being thought less than a man by one’s buddies can
be as powerful a control factor as the fear of the guardhouse.
[The] process . . . is internalized and automatized in the form of
‘conscience.’”27

Finally, descriptions of discipline in the military allow an-
other assay of identity and norms in economic models. The so-
ciologist Kai Erikson emphasizes that disciplinary procedures
reveal a community’s boundaries and norms. Disciplinary pro-
ceedings not only punish offenders; they are also morality 
plays that define right and wrong.28 In our language, they define
the norms and ideals. The Air Force Guide is explicit about this 
role of discipline: “[The] constraint [of discipline] must be felt
not so much in the fear of punishment as in the moral obliga-
tion that it places on the individual to heed the common inter-
ests of the group. Discipline establishes a state of mind that pro-
duces proper action and cooperation under all circumstances,
regardless of obstacles.”29

We see here a stark contrast with the characterization of dis-
cipline and punishment in standard economics. Discipline and
punishment simply yield prices, to be paid upon breaking the
rules. A person then breaks the rules if it is worth the price. At
the celebration of his seventieth birthday, Gary Becker ex-
plained his original motivation for writing the paper “Crime 
and Punishment,” which is perhaps the clearest statement of
this idea.30 Becker told of a day he was late for a student’s 
oral exams. There were no legal places to park, so he parked il-
legally. He later decided that he needn’t have felt guilty, since he
was willing to pay the fine in exchange for arriving on time.
Guilt and shame are thus absent from the economic theory of 
deviance.31 Nor is there any economic theory where the role 
of discipline is to inculcate shame. For all punishments and re-
wards, the agent maximizes the same utility function. In con-
trast, discipline in the Air Force aims to alter airmen’s “state of
mind”; that is, to change their preferences.
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Of course, severe punishments also play a direct role in the
operation of a successful military. Lipsky’s Absolutely American
emphasizes cadets’ internalization of West Point values, but an
important subtext is the harsh penalties for those who do not
meet the standards.32 We view such punishments as controlling
mavericks who do not adhere to the military ideal. A realistic ex-
tension to our model would include workers with little suscepti-
bility to the identity program of the firm. Dismissal or other
punishment would keep these workers under control.

The Civilian Workplace

Our model applies to the civilian as well as the military work-
place. One of the central themes of the management literature
is the dichotomy between “intrinsic” and “extrinsic” motivations.
That distinction is also a major emphasis of our identity model,
corresponding to the different motivations of insiders and out-
siders. This dichotomy is also evident in the study of organiza-
tional behavior itself. Histories of this discipline invariably con-
trast the work of Frederick Taylor, with its origins in the early
twentieth century, with the human relations movement that be-
gan with the study of the Hawthorne works of Western Electric in
the 1930s. According to Taylor, management should define
tasks, determine the best way to accomplish them, and pay for
performance.33 In terms of the model, Taylorism acts as if coop-
eration is automatic; it does not matter if workers are insiders or
outsiders. But since the 1930s, management theory has empha-
sized the difficulties of monitoring workers’ tasks and therefore
the importance of individual or group-oriented motivations. In
terms of the model, good management wants its workers to be
motivated insiders, rather than to be alienated outsiders.

Current studies emphasize management’s role in changing
employee objectives. In terms of the model, effective manage-
ment encourages workers to be insiders, who identify with the
goals of the firm, rather than outsiders. Aligning the objectives
of workers and management is the goal in the strategy called
“management by objective,” which gives employees a role in set-
ting their own goals. Management by objective works largely by
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changing self-motivation. A manager of an accounting firm in a
study by Mark Covaleski and coauthors summarized: “After a
while [striving to exceed targeted objectives] had nothing to do
with the bonuses. . . . It’s the concept of having people fired
up.”34 “Total quality management” (TQM) similarly aims to en-
courage workers to take pride in their work and thereby identify
with their organization and its missions. The management con-
sultants Thomas Peters and Robert Waterman have described
how a company’s commitment to customer service and to prod-
uct quality ultimately pays off: employees are more motivated
when they are proud of the company’s products and services.35

For example, Caterpillar promises to deliver parts for its vehicles
and equipment within forty-eight hours anywhere on the globe.
McDonald’s instructs employees to throw away fries that are not
piping hot. Policies that increase customer satisfaction, accord-
ing to Peters and Waterman, also enhance workers’ self-image
and motivate them to accomplish the firm’s goals.

Some of the most famous taskmasters in industry and com-
merce have been known for their enthusiasm for instilling 
company loyalty. Thomas Watson, the CEO of IBM, said: “Join-
ing a company is an act that calls for absolute loyalty.”36 John
Pepper, the successful CEO of Procter and Gamble, said: “We
understand that we have joined not just a company, but an in-
stitution with a distinguished character and history that we are
now responsible for perpetuating.”37 But such loyalty to an in-
stitution is apparent not just at the big and famous firms. Yale
University’s Truman Bewley conducted extensive interviews in
Connecticut firms—mostly small—during the recession of the
early 1990s. He found that the firms only rarely reduced wages,
even though other workers could have been hired at lower pay.
Bewley concluded that the firms kept pay high out of concern
for workers’ “capacity . . . to identify with their firm and to in-
ternalize its objectives.”38

Down the Corporate Ladder

Ethnographies show that self-motivation and identification with
the firm are important for workers at all levels. The role of iden-
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tity in the day-to-day lives of wage earners is perhaps the most
central finding of ethnographic work. Take the examples of
Mike, as told by Studs Terkel, and Shirley, as told by the sociolo-
gist Vicki Smith.

Terkel’s interview with Mike, a laborer in a Cicero, Illinois,
steel mill, affirms the validity of the model, but in an unex-
pected place.39 Mike is an outsider. He dislikes his job intensely
and he feels insulted by his foreman. But he does not want to be
unemployed either; so, for the most part, he shows only minor
resistance while on the job. He does not “even try to think”; he
refuses to say “Yes, sir” to his boss; and occasionally he “puts a lit-
tle dent in [the steel] . . . to see if it will get by.” Even so, his anger
builds up, and after work he gets into tavern brawls. Why? “Be-
cause all day I wanted to tell my foreman to go fuck himself, but
I can’t.” Mike’s hostile behavior exactly fits the model. He is an
outsider. He works rather than shirks, but only because of the
monetary rewards. He loses identity utility because of the gap
between the effort he expends and what he ideally would like to
do. His off-the-job behavior, in our terminology, is his way to “re-
store his loss of identity utility.” This example shows that even
when pecuniary incentives are all that motivate a worker, iden-
tity does not lie dormant: its consequences are still visible. Fur-
thermore, the anger Mike expresses and its consequences are
predicted by identity economics, but they seem to have no place
in current—including behavioral—economics.

Shirley, unlike Mike, is an insider. Shirley, an African 
American, works for a company Vicki Smith calls Reproco, a
subcontractor for on-site clerical and mailroom workers. Rec-
ognizing the potential for conflict between its staff and the pro-
fessionals in the companies it serves, Reproco trains its employ-
ees to deal with insults from clients. We see that despite daily
insults, Shirley is a motivated worker who takes pride in her po-
sition. An exchange at a Philadelphia law firm with a white
lawyer illustrates her attitude. When the lawyer expresses her
impatience with the time needed to finish a photocopying job,
Shirley responds politely, using her calculator to estimate the
length of the queue. The lawyer walks off in a huff, telling Shirley,
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“You are always just pushing those little buttons.”40 Shirley, how-
ever, maintains her composure. She explains to Vicki Smith,
who is watching, that she is a “Reproco person.” Calling on her
work self enables her to keep calm. Had she instead expressed
her anger (a low-effort response, according to the model), she
would have lost identity utility for failing to live up to her ideal.

Every work ethnography we have read tells stories similar to
those of Mike and Shirley: workers either identify with their jobs
(like insiders in the model) or they are frustrated (like out-
siders in the model, who put in high effort, but only to obtain
the monetary incentives). Here are two more brief examples:
Tom Juravich writes of a wire-factory worker whose in-your-face
supervisor denies him permission to buy a new screwdriver to
finish a job. In frustration, the worker hammers to pieces a spare
part worth hundreds of dollars.41 And Katherine Newman de-
scribes fast-food workers in Harlem and Washington Heights,
New York, who, despite the grease, heat, customer disrespect,
and low wages, still take pride in their uniforms.42

Is there any way to measure the extent to which workers iden-
tify with their organizations? The General Social Survey (GSS) is
an annual national survey of demographic and attitudinal vari-
ables with a sample size of about three thousand people. It asks
employees about job satisfaction, and the 1991 survey included a
module about work organizations. According to our tabulations,
82 percent of employees disagreed, weakly or strongly, with the
statement that they had little loyalty toward their work organiza-
tion. 78 percent agreed that their values and those of their or-
ganization were similar. 90 percent were proud to be working for
their organization. And 86 percent were very satisfied or moder-
ately satisfied with their jobs. These fractions differed only mar-
ginally across gender and race, and between blue-collar versus
white-collar occupations. Of course, these responses do not tell
us why workers feel this way. Perhaps their firms invest in identity.
Perhaps workers select organizations that share their values. Per-
haps workers adopt their firms’ values to minimize cognitive dis-
sonance. All of these explanations fit our general framework. In
each case, identity would be a component of workers’ utility.
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Identity Economics and Workgroups

Our discussion has assumed so far that insiders identify with
their organizations and outsiders do not. This division, coarse as
it may be, gives some insight into identity and the workplace.
But many studies have found that workers typically identify with
their immediate workgroup rather than with the organization as
a whole. A finer model—with loyalty to a workgroup rather than
loyalty to the firm as a whole—may be more realistic.

Small changes in our identity ingredients capture such work-
place norms:

• Social categories. Workers identify themselves either as out-
siders or as members of a workgroup.

• Norms and ideals. Workgroup members think that they
should put in medium effort. In contrast, outsiders have an
ideal of low effort.

• Gains and losses in identity utility. As before, workers lose
identity utility insofar as their effort deviates from their re-
spective ideals.

The degree to which employees identify with their work-
group or become outsiders depends on the company’s manage-
ment policy. On the one hand, the firm could have strict super-
vision of its workers: A supervisor would monitor workers closely
and report on individual workers’ efforts. Workers, however,
would resent the close oversight and adopt outsider identities—
like Mike. Later, we shall see such an outcome in the classic Bank
Wiring Observation Room experiment. On the other hand, the
firm could have loose supervision, where the supervisor would not
report to upper management. In this case, the supervisor and
the workers identify as workgroup members.

These two management styles have their respective advan-
tages and disadvantages for the firm. Strict supervision yields
more information regarding workers’ efforts, enabling the prin-
cipal to fine-tune monetary incentives. But because strict super-
vision converts workers into outsiders, their ideal is low effort.
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Loose supervision provides less information on workers’ effort,
making monetary incentives harder to fine-tune. But workers’
ideal is medium effort, not low effort. The latter—loose super-
vision with its workgroup identification and medium effort—is
often the best management policy. The following examples
compare this model to workplace realities.

Loose Supervision: A Machine Shop in Chicago

Twenty-five years apart, two University of Chicago PhD students
in sociology, Donald Roy and Michael Burawoy, wrote partici-
pant-observer accounts of the same small-parts machine shop.43

Both studies offer clear evidence of the way loyalty to the work-
group results in middle-level productivity associated with the
norms of workgroup identification.

In this shop, a worker’s pay was the higher of an hourly wage
rate and a job-specific piece rate. Management aimed to set the
piece rates so that it would be equally difficult in every job to reach
the same monetary target. But they apparently did a bad job of it:
many jobs were considered “gravy,” tasks for which meeting the
target—or “making out,” in the language of the shop floor—was
very easy. In Roy’s time, there were also quite a few “stinkers,” jobs
for which the piece rate was so low that meeting the target was im-
possible. The workers hid all these discrepancies from manage-
ment, and management also turned a blind eye to them.

In the model there is a workgroup norm, and workers lose
utility insofar as they deviate from the ideal effort level. The em-
ployer may also find it profitable to let the workgroup norm of
medium effort prevail. We see both in the machine shop. The
norm, known to all employees in the shop, was to earn no more
than 140 percent of base pay. They feared that higher output
would trigger an investigation by the time-study men.44 More-
over, norms of behavior were to make out and to aid others in
doing so by evading the employer’s rules. Such evasion involved
beginning a new job before clocking out on the previous one (a
strategy known as chiseling), avoiding production in excess of the
output quota, and deceiving the time-study men.
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Indeed, both Roy and Burawoy see the operators as having
turned their work into a game where the goal was to make out.
The pay from making out became the score in a game. Burawoy
says that winning at this game was central to the self-concept of
a machine operator:45 “Making out,” Burawoy writes, was a
“form of self-expression,” and also “an end in itself.”46 These
feelings were shared by all the machine operators. “As Roy and
I soon came to appreciate: if we were to be anyone in the shop,
we had better begin making out.”47 Thus, while the workgroup
norms subverted management’s goal of fine-tuning job comple-
tion times, they did involve finishing a job in the time allocated
(corresponding to the middle-level goals of a member of the
workgroup in the model).

Roy’s and Burawoy’s accounts both raise the question: Why
didn’t the management run a tighter shop? The shop floor was
crowded with auxiliary workers who were aware of the machin-
ists’ chiseling. Yet management failed to press these potential in-
formants. Occasionally it sent time-study men onto the floor, but
these management representatives allowed themselves to be
hoodwinked by a variety of fairly obvious strategies. The model
suggests an explanation for this lax oversight: the workers, op-
erating according to their own norms, produced satisfactory re-
sults. Management feared that stricter supervision would turn
the workers into outsiders and thus reduce productivity.

Strict Supervision: The Bank Wiring Observation Room

Another, earlier, sociological observation of workgroups, the
Bank Wiring Observation Room experiment, shows what we
could only guess from the Chicago machine shop: that workers’
response to strict supervision may result in a decline in output.
In 1931, the Western Electric Company, at the behest of the 
pioneering industrial sociologists Elton Mayo, F. J. Roethlis-
berger, and William Dickson, observed a small group of workers
producing telephone switches in an isolated room in a commu-
nications equipment assembly plant.48 As in the Chicago ma-
chine shop, the workers established a clear norm for effort: two
switches per day. However, when a supervisor tried to take a
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hard line, instituting tough inspections, the workers retaliated.
They sabotaged his work, and the two-switch norm fell apart.
The company had to transfer the supervisor elsewhere.

Statistical Evidence: A Midwest Manufacturing Plant

Stanley Seashore’s study of a heavy machinery plant in the Mid-
west gives statistical evidence suggestive of both the existence
and the influence of workgroup norms. In this plant, workers
were assigned to work units virtually at random.49 From ques-
tionnaires, Seashore constructed an index of workgroup cohe-
sion and analyzed its relation to individual worker productivity.
If workgroup norms exist and affect productivity, we would ex-
pect individual productivity to vary more in noncohesive groups
than in cohesive groups. This prediction is borne out in the
data: variance in productivity was lower among individuals in co-
hesive groups. Also, because, theoretically, workgroups could
have different norms, we would predict that variance between
cohesive groups would be greater than that between noncohe-
sive groups. Such a prediction was also borne out by the data.50

Lincoln Electric: Example or Counterexample?

The case of Lincoln Electric and its pay scheme, discussed by
Paul Milgrom and John Roberts, has been widely cited as evi-
dence in favor of the principal-agent theory.51 It thus poses chal-
lenges to our conclusions. Base pay at Lincoln Electric was cal-
culated on a piece-rate basis, and productivity was estimated to
be three times that of comparable manufacturing plants, sug-
gesting that financial incentives were effective in increasing
worker effort and productivity. But a close look at Lincoln Elec-
tric suggests that management took special steps to avoid the
usual problems with piece rates. Accounts of Lincoln empha-
sized its strong sense of community. Workers were quick to say
that it was a special place. Management prided itself on being
tough but fair and on showing unusual concern for workers.
Furthermore, half of compensation came from a bonus based
on management’s subjective evaluation of each worker’s overall
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performance, including cooperation.52 Workers perceived these
bonuses as fair, and management had accurate assessments. Our
model suggests that management invested in creating unusually
committed insider workers. According to the company presi-
dent, James Lincoln, “there is no such thing in an industrial ac-
tivity as Management and Men . . . being two different types of
people.”53

Workgroups in the Military

Loyalty to one’s buddies is part and parcel of all accounts of mil-
itary life. Thus it should come as no surprise that the military
also shows us the importance of workgroup identity as well as
the respective costs and benefits of loose and strict supervision.
We saw earlier how combat units instill an ideal for behavior. In
their memoir of the Vietnam War, Harold Moore and Joseph
Galloway explain that they went to Vietnam because of a sense
of duty to their country. But in battle, a tight bond developed
among the soldiers, giving them the inspiration to fight: “We dis-
covered in that depressing, hellish place, where death was our
constant companion, that we loved each other. We killed for
each other, we died for each other. . . . We held each other’s lives
in our hands.”54 Such feelings appear to be quite general within
combat units. The American Soldier gives similarly poignant ac-
count of loyalty for buddies, as expressed by a soldier wounded
in Sicily: “You would rather be killed than let the rest of them
down.”55 This code of conduct is the ideal of the workgroup.

This loyalty has benefits for the organization because soldiers
exert more than minimal effort; but, as in the workgroup model,
it also has costs. In an interview on National Public Radio, Gen-
eral Theodore Stroup described the problems that arise from
such loyalty to the unit.56 When a member of their unit does
something wrong, soldiers face a conflict: “When they get in a
stress situation . . . [s]ubconsciously they may have their own in-
ternal argument that says, ‘I know I must be loyal to my unit, but
I must be loyal also to a higher authority, which is standard of
conduct, rules of justice, rules of law.’” Stroup gave as an exam-
ple the crew of the U.S. Navy submarine Greeneville that collided
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with a Japanese fishing trawler off the coast of Hawaii in 2001,
killing nine people. The crew covered up for their skipper.57

The American Soldier provides statistical evidence of this dilem-
ma: whether loyalty to the unit trumps loyalty to higher com-
mand.58 In questionnaires, officers, privates, and noncommis-
sioned officers were asked their opinion regarding appropriate
discipline in different situations. The noncommissioned officers
took a middle ground between the officers and the enlisted men.
For example, interviewees were asked how they would behave
“as a platoon sergeant [who] finds that one of the men in your
barrack has brought a bottle of liquor into camp.” Seventy per-
cent of privates and 59 percent of noncommissioned officers,
but only 35 percent of commissioned officers, said they would
just “warn him to be careful and not do it again.”59

Economics and Group Norms

This study of organizations sharply illustrates the difference be-
tween norms as we understand them and norms as explained by
previous economic theories. As we have already discussed, econ-
omists have, of course, written about conformity to group norms.
There is also an earlier answer to the question of why piece
rates, which are the simplest incentive system, are so rare.60 With
piece rates, workers fear that if they complete jobs quickly, their
firm will think the job is easy and will ratchet the piece rate
downward. In the Chicago machine shop, as we have seen, work-
ers solved this problem by establishing a norm that kept output
at a certain level.

But what enforces adherence to the norm? In our model, as
in the findings of Burawoy and Roy, it is part of a worker’s iden-
tity. Workers feel that they should abide by this restriction; the
norm is a goal in and of itself. In an extension of the model,
workers would suffer utility losses if others disobeyed the norms,
and would retaliate to prevent these losses. Any maverick will
thus think twice about the consequences before violating the
norms.

In contrast, the conventional explanation for the mainte-
nance of such a norm is based on strategic behavior and ongo-
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ing interaction. As in the honor code at West Point, it is viewed
as a repeated game: Why do the workers obey the norm in the
first place? Because they believe that they will be punished if
they do not. They feel that they will be punished because others
fear punishment if they do not themselves punish, and so on, ad
infinitum. In this outcome, everyone follows the group norm,
but no one believes in it: they abide by it out of fear. But this rea-
soning simply does not reflect what we see and hear on the shop
floor or in the trenches.

Shared Goals and Policy Conclusions

This chapter suggests that the success of an organization de-
pends on employees who share its goals. Otherwise, the employ-
ees will game any pay scheme they are given. But our under-
standing of shared goals is more sophisticated and less literal
than, for example, IBM employees sitting at their desks and obey-
ing the corporate motto to “THINK.” Rather, employees are as-
signed jobs, and they understand that it is their duty to do them.
In our first model, they act alone, but in the extended, more re-
alistic, formulation, they are acting as part of a workgroup. This
is what it means for workers to identify with their organizations.

This interpretation is central to Max Weber’s understanding
of the modern firm. Weber perceived that in a bureaucracy,
lower-level employees have information that is not necessarily
available to those higher up. The principal-agent model cap-
tures this asymmetric information across levels. But missing is
Weber’s emphasis on duty to office. In his inimitable style: “An of-
fice is a vocation” and “entrance into an office . . . is considered
an acceptance of a specific duty of fealty to the purpose of the
office.”61 That, of course, is what it means to be an insider.

Clear policy conclusions follow from this identity economics
view of the firm. One obvious implication concerns executive
pay. We have already discussed how blunt monetary incentives
can be. The more a CEO’s compensation is based on stock op-
tions, for example, the greater is the incentive to maximize the
price at which to cash in. There are at least two ways to do this:
one is by increasing the firm’s true value; another is by creatively
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managing the firm’s books.62 Recent evidence shows that exec-
utives have understood and embraced the second possibility.
What can identity economics say about this state of affairs? In
our model, and following Weber, the most important consider-
ation in incentives for executives could be their role as fiduciary.
Office holders should fulfill the duties of their office. If job-
holders have only monetary rewards and only economic goals,
they will game the system insofar as they can get away with it. But
insofar as workers are insiders with the same goals as their or-
ganization, such conflict of interest disappears.

Another obvious lesson concerns management. Identity eco-
nomics tells us that managers should do more than supervise
workers’ effort and determine the right incentive pay: they also
play a critical role in making employees into insiders rather than
outsiders. We see this possibility in workplace ethnographies of
the successes and failures of management, as well as in the views
of successful business leaders, such as John Whitehead and his
fourteen principles at Goldman Sachs, and the management of
Lincoln Electric who were with their “Men” on the shop floor.

Summary: Using Identity Economics and 
Drawing New Conclusions

This chapter provides our first extended application of identity
economics. Using our model, we derive a basic new result: if em-
ployees think of themselves as firm insiders rather than out-
siders, the pay differentials needed to induce high effort will be
lower. The difficulties that arise when employees game incentive
systems are also greatly reduced. Worker identification may
therefore be a major factor, perhaps even the dominant factor,
in the success or failure of organizations.
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SIX

Identity and the Economics 
of Education

61

FROM 1969 TO 1971, riots between white and black students at
an upstate New York high school brought all classroom instruc-
tion to a halt.1 The school was closed ten separate times in the
academic year 1969–70. There was a drastic reduction in learn-
ing that no current economics can capture. There had been 
no change in the factors that economic theories would typically
tell us to look for: no budget cuts, no reduction in the number
or quality of teachers, no degradation of the school physical
plant, and no change in the economic incentives for students 
to graduate.2 Just as economists’ understanding of work incen-
tives and organization fails to explain the rituals at West Point,
so the story of Hamilton High—like stories from many other
schools—indicates that we need an identity economics theory of
education.3

In this chapter we add identity to the economic theory of 
education. We consider students who want to fit in with their
peers, and schools that are social institutions. The identity in-



gredients give a new window on what makes schools effective;
why school-reform programs work or fail; and why students 
go to school, which is what economists call the “demand for 
education.”

Current economic theories of education, for the most part,
picture a student as a rational decision maker who weighs the
economic costs and benefits of staying in school. Current theo-
ries, for the most part, also view a school as a factory. Textbooks,
labs, the school building itself, the teachers, and the students’
own talents and family background are its inputs. More or less
productive workers are the “human capital” outputs. Such a
view of students misses the fact that students care about their 
social position in school and how they fit in with their peers.
Schools are not just mechanical factories that teach skills.
Rather, as historians, sociologists, anthropologists, and educa-
tors explain, schools are institutions with social goals. Not only
do they impart skills, but they also impart norms regarding who
students should be and what they should become. These ideals
affect how long students stay in school and also how much they
learn while there.

In private, religious, and charter schools, these ideals are ex-
plicitly stated. The same is true for many public schools. But
many school norms are not stated; instead they are conveyed im-
plicitly, in a wide variety of ways. School routines—homeroom
announcements, assemblies, pep rallies—and day-to-day inter-
actions in classrooms, hallways, and gyms let students know who
and what type of behavior is favored. Over the course of a school
year, every student will witness thousands of incidents, and how
teachers and principals respond—what they say and what they
do not say—is indicative of approval, disapproval, or indiffer-
ence to various kinds of behavior.

The World We Created at Hamilton High, by Gerald Grant, re-
veals the inner workings of the high school where the riots took
place. His account, along with other accounts, gives the back-
ground observations for our theory. It reveals how the teachers
and principal related to each other and to the students and 
how the students interacted. We see how norms and ideals were
conveyed.
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In the 1950s and early 1960s, Hamilton High was the picture
of a white middle-class American high school. The principal
viewed his job as “enforcing middle-class standards of courtesy
and respect, emphasizing a college preparatory curriculum and
putting winning teams on the Hamilton field.”4 The typical stu-
dent was engaged in school activities such as the newspaper,
Greek-letter fraternities and sororities, the girls’ club, and the a
capella chorus.

In 1969, this all changed. A court order forced the city to in-
tegrate its schools, and a significant number of poor black stu-
dents were bused in. Daily clashes began almost immediately.
Black students and their parents accused the white students and
the staff of racism and unfair application of school rules. Grant
illustrates how perceived slights could be overt as well as subtle.
He presents the following interaction between a teacher and a
black student as a typical classroom exchange:

Teacher (to black student): Please sit down and stop talking.
Student: I was only seeing if I could borrow a pencil and a 

piece of paper for that quiz you were talking about.
Teacher: You know you’re supposed to be in your seat.
Student: But you will give me a zero if I don’t have a quiz 

paper.
Teacher (slightly exasperated): Sit down. You’re supposed to 

bring those things to class or borrow them before class.
Student (voice rising): Why you picking on me? You don’t pick 

on white kids who borrow a piece of paper.5

Tensions rose between students and teachers and between
the white and black students. The riots began after a fraternity
party behind the school, where white students told a group of
blacks to “get out of our school.” The next Monday, some of the
new students tore up the school cafeteria. Reflecting back some
time later, a chemistry teacher summarized students’ feelings:
“The black students were responding to the way they were being
treated. You know, it’s like these white teachers don‘t really care
anything about me. . . . He isn’t teaching me anything. You
know, it’s a handout sheet every day or it’s a film every day. The
teacher may be making racist remarks, overt or subtle.” The
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principal of the school at the time later summed it up: “[The
school] gave them the message that they didn’t belong.”6

While court-ordered busing created the world at Hamilton
High, research starting with August Hollingshead’s Elmtown’s
Youth and James Coleman’s Adolescent Society shows that student
groups are ubiquitous in United States high schools.7 Adolescents
sort themselves into such groups, and their group norms be-
come the ideals of their school society.8 Coleman writes that the
social structures of the schools are an image of adult society—
but a distorted one, like “a Coney Island mirror.”9 The racial di-
visions of Hamilton High are such distortions of the adult social
structure.

Coleman used clever interview techniques to elicit from stu-
dents the norms in different schools—inquiring about what was
required to belong to the “leading crowd.” Jocks and Burnouts,
Penelope Eckert’s later ethnographic study, shows how these
norms manifested themselves in the hallways and in the class-
rooms in a high school outside Detroit. The two groups behaved
in very different ways, along many different dimensions. Jocks
wore pastels; burnouts wore dark colors. Burnouts smoked;
jocks abstained. Jocks hung out around the lockers and avoided
the courtyard; burnouts avoided the lockers and hung out in the
courtyard.10 One difference between the groups stands out as
fundamental: the jocks accepted the school’s authority, whereas
the burnouts rejected it. We emphasize this difference in our
theory.

A recent paper by John Bishop and Michael Bishop takes
these observations one step further.11 They observe that stu-
dents who challenge the leading crowd are teased and bullied.
Students are especially vulnerable because they want to be pop-
ular, and that requires acceptance by the leading crowd.12 And
the very dominance of the leading crowd allows it to occupy 
key spaces that others must physically pass through. In Eckert’s
school, the jocks dominated the locker area in the main corri-
dors of the school, while the burnouts skulked off to the court-
yard.13

Why do the burnouts behave this way? Another classic school
ethnography, Paul Willis’s Learning to Labour, seeks to answer

CHAPTER SIX

64



that question.14 From 1972 to 1975, Willis studied a school in
England. To Willis, the school itself, as an institution, embodies
a set of norms. These norms are conveyed by the teachers, 
who value order and discipline. These norms are also conveyed
by the administration, which sponsors programs to “reform”
working-class youth. Willis followed a group of teenagers in their
day-to-day activities, in and out of school. His account shows 
their reactions to such school messages. The group he followed
called themselves the “lads.” They contrasted themselves to the
“ear’oles,” who just sat still and listened, as they were told to do.
The lads constantly broke school rules. They drank, smoked, dis-
rupted class, and especially liked generating a “laff” (playing a
nasty practical joke). Their clothes suggested sexual maturity,
just as smoking and drinking indicated their rejection of school
rules meant for children. On the day before graduation, the lads
got drunk at a pub at lunchtime and returned to school. The
school authorities refused to let them graduate. The teachers
wondered why the lads had not waited until the evening for their
spree, so that they could at least have graduated. But that failure
to understand reflects the different ideals of the school staff and
the lads. Had the boys waited until evening, the spree would not
have served its purpose—as the lads’ last laff.

Other ethnographies show us that these lads are not unique.
Douglas Foley, who studied a high school in West Texas, relates
a similar story about Mexican-American teens.15 He hitched a
ride with some vatos to an away football game.16 The boys lit up
joints on the way and discussed their plans to chase the local
girls and provoke a fight with the local young men. They aimed
to subvert a “respectable event to be disrespectful, rebellious
and cool.”17 Just as the lads used their school’s rules against al-
cohol and smoking as the context for their displays, the vatos
used their school’s preoccupation with football as the backdrop
for their behavior.

Willis and Foley see it as no coincidence that the lads and the
vatos come from working-class families. To these teenagers, the
schools are insulting. The only vato who made it into the middle
class talked to Foley, ten years later, about his high school expe-
rience. He talked of his and his friends’ anger at the school and
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at the teachers, and of the social divisions in the school: “We
were really angry about the way the teachers treated us. They
looked down on us and never really tried to help us. A lot of us
were real smart kids, but we never figured that the school was go-
ing to do anything for us. . . . We were the violent macho types,
I guess. They’d [the teachers] manipulate the nerds into school
and books. There was a real separation between us and the
nerds and the jocks.”18

An Identity Model of Students and Schools

Following these observations, we use our procedure from Chap-
ter 3 to build an elementary theory of students and schools. As
before, we start with a boilerplate economic model and add our
three identity ingredients.

The Procedure: Part 1. In the boilerplate model, a student faces
the economic costs and benefits of education. The costs include
the cost of exerting effort on schoolwork, as well as foregone
wages and any other expenses. The benefits are higher future
wages.

The Procedure: Part 2.
Social Categories. How do students identify themselves? Fol-

lowing the title of Eckert’s study, we suppose that there are two
social categories: jocks and burnouts. In the terminology we used
in our analysis of organizations, we could also call them insiders
and outsiders. Of course, studies of schools describe many more
categories, and also a residual category for students who do not
fit, or choose not to fit, into any one group. Adding such com-
plications to our analysis would not change its basic conclusions.

In this model, students have different characteristics, such as
different parental income and athletic ability. Given their char-
acteristics, students choose their groups.

Norms and Ideals. Jocks should be good-looking, wear appro-
priate clothes, and, for boys, be athletic. Burnouts should be
and should do the opposite of jocks. They should wear different
clothes from the jocks and eschew athletics. As for schoolwork,
a jock should exert some effort in school (but not as much as
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nerds, who would be a third category in an expanded version of
this theory). Burnouts are supposed to do very little schoolwork.

Gains and Losses in Identity Utility. Because jocks have higher 
social status, a student has a higher identity utility simply by being
a jock. But this identity utility depends on how well the individual
student fits the jock ideal. A student who does not fit the group’s
norms but who still tries to do so (what kids sometimes call a
“wannabe”) suffers a loss. Students also gain or lose identity util-
ity insofar as the effort they put in departs from their ideal. Thus
jocks lose utility if they do too much or too little schoolwork.
Burnouts lose utility from putting in more than minimal effort.

The solution to the model gives the decisions of students—
whether to be a jock or a burnout, and whether to work hard in
school—and the decisions of school administrators to change
the norms and ideals. Students face a key trade-off. When choos-
ing between jock and burnout, students will balance the gains of
a jock identity, which includes economic rewards, against the
identity losses from trying to fit in. There are different ideals for
how jocks and burnouts should behave. That choice is then a de-
terminant of effort in school.

Although we have said that students make a “choice” between
being a jock or a burnout, our model allows for this choice to be
very much limited. For example, students who physically or so-
cially do not correspond to the jock image usually find it hard to
fit in. Students from different ethnic or racial backgrounds may
not fit the ideal, no matter how much they would like to. Stu-
dents who cannot fit the jock ideal have two bad choices: they
may choose to be jocks and suffer the consequences of not re-
ally fitting in, or they may become burnouts.

Our model indicates, first, that the economic return to edu-
cation (higher wages, more pleasant jobs) can be a weak deter-
minant of students’ efforts in school. The identity elements can
be paramount. When the jock ideal is difficult to meet, more
students choose to be burnouts. They exert too little effort rela-
tive to the economic optimum, and increases in future wages
will have only a modest effect. Hence the model clearly captures
the phenomenon of teenagers who do not apply themselves in
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school. Burnouts also drop out earlier, forgoing the large po-
tential economic benefits.

The solution to the model also describes the effects of key
choices of school administrators. Administrators might be able
to influence what it means to be a jock. They may influence the
insider ideal for example, by supporting athletic programs or
other activities. Administrators also face a trade-off. They can try
to alter the ideals so that students who identify with the school
will exert more effort in schoolwork, resulting in higher aca-
demic standards and more learning for those who fit in. But
such pressures also mean that more students may rebel and be-
come burnouts.

The Model and Evidence: From Hamilton High 
to Shopping Mall High

The validity of this model is borne out by studies of schools, and
thus this theory brings us closer to an understanding of student
motivation and education.

At Hamilton High, the disruption of the school is exactly
what the model predicts. The problems at Hamilton High are
an extreme version of the day-to-day struggle to maintain school
order. Richard Everhart, along with Willis, Foley, Lois Weiss, and
others, paints a remarkably similar picture of the many small
and large ways students assert themselves against teachers’ au-
thority, disrupting class and school operations.19 When students
do not identify with the school and accept its authority, learning
does not occur.

At Hamilton High, the school administration, before the in-
flux of new students, had adjusted its ideal to balance the trade-
off between academic achievement and students becoming
burnouts. That ideal may have been appropriate for the old pre-
busing student population; it was inappropriate for the new.
The black students did not fit the ideal of the school. Rather
than try and become jocks, they became burnouts and disrupted
the school. It was closed sporadically, for months at a time, over
a period of years.
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As the school adjusted to its newly diverse student body, it
changed along the lines our model would predict. The Greek-
letter clubs and the a capella choruses faded away. A new school
emerged, defined by tolerance and students’ rights to choose. 

At Hamilton High, as in other schools throughout the coun-
try, students in the 1970s were granted greater rights. Gone
were the days of the teacher’s unquestioned right to act in loco
parentis and a consensus on the school’s ideals. New rules es-
sentially eliminated teachers’ authority to enforce academic and
other behavioral standards. Arbitration guidelines adopted in
1972 allowed students to initiate grievance procedures “when
the behavior of any staff member willfully imposes upon a stu-
dent the ethical, social or political values of the staff member.”20

Teachers only rarely corrected student behavior, inside or out-
side the classroom. When a teacher asked a habitually tardy stu-
dent for a note of explanation, a parent responded: “Stop wor-
rying my child just because you have a middle-class hang-up
about time.”21 Teachers had to defend their allegations about
cheating and other student infractions to the principal, to par-
ents, and even, on occasion, to lawyers.

Students gained the right to choose their curriculum. The
school instituted more elective courses; only ten of the eighteen
credits required for graduation were required courses. Even
though formal academic tracking was eliminated, students now
tracked themselves. Those interested in academics sought out
the best teachers, and others chose less challenging courses. As
the school adopted more laissez-faire policies, the troubles died
down. Learning took root again, but the previous standards no
longer applied.

This new school, as described by Grant, has been likened to
the composite picture of the American high school presented
by Arthur Powell and his coauthors in The Shopping Mall High
School. The high school of the 1980s and 1990s that they portray
is arguably not just the result of social changes in the 1960s, like
Hamilton High.22 It is also the outcome of continuing democ-
ratization of U.S. schools that began earlier in the century. One
aspect of this change was the introduction of “life skills” curric-
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ula for non–college-bound students, who were said to be “pre-
paring for life.”23

Our model yields a picture of this new Shopping Mall High
School. In an expansion of the model we described, the school
can choose not to impose a uniform ideal. Instead, like shoppers
at the mall, students get to choose the ideals they want. If you
want to be a bandie, there is the band; if you want to be a nerd,
there are the advanced placement classes and the chess club; and
if you want to learn nothing at all, there are classes for that, too.
Powell and his coauthors give examples of teachers who have im-
plicitly signed a treaty with their students: “I don’t teach, and you
don’t learn.” These classes pass the time and are, sometimes, a bit
of fun. By giving students choice, the school allows more stu-
dents to feel like insiders and thus avoids disruption.

Shopping Mall High School may or may not be a happy place,
but it is definitely an irresponsible one. In the view of most edu-
cational reformers, the duty of the high school is not to give stu-
dents what they want: its duty is to tell them what they need. The
public high schools, according to this critique, instead, take the
existing goals of their students as their own. Most students put
too low a value on academic achievement. The education critics
think that this is the single leading reason for the mediocrity of
U.S. schools. As evidence, they cite the poor performance of
American schools in comparative international tests.

Miracle Schools and School Reform

A handful of schools have been widely studied as successful ex-
amples of different types of school reform. We test our model
further by seeing how well these schools, which are so unusual
and special, fit our model of what makes schools successful or
unsuccessful.

Let’s begin with the reforms at New York City’s Central Park
East Elementary Schools and Secondary School. There is no
doubt about the schools’ success. In East Harlem, a neighbor-
hood where eighteen-year-old men are more likely to go to jail
than to college, the high school (CPESS) has almost no drop-
outs; it sends 90 percent of its graduates on to college.24 These
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differences from neighboring schools are so large that they can-
not be explained by the selection bias of unusually concerned
parents.

Accounts suggest that success lies in students’ and teachers’
identification with the school and its academic ideals. This iden-
tification is no accident. From the very beginning, school ad-
ministrators set out to create a new type of school with a strong
sense of community. The schools provide students a sanctuary
in their dysfunctional neighborhoods and isolate them in a 
different social world. The importance of creating a new social 
category is apparent to Deborah Meier, the schools’ founder,
who claims: “We committed ourselves openly and loudly to be-
ing different.”25

The unusual pedagogy and arrangements underlie the group
identity of the schools. The curriculum is generated by the ideas
of students themselves. In CPESS, they examine their ideas sys-
tematically using the “Five Habits of Mind.” These five habits 
require asking and answering the questions: “How do we know
what we know?” “Who’s speaking?” “What causes what?” “How
might things have been different?” and “Who cares?”26 The
school’s other practices help students identify with each other
and the school. It is small overall and has small classes. Its class
structure is designed to encourage familiarity between students
and teachers. Teachers stay with the same class of students for
more than one academic year, and in the higher grades, unlike
the specialist teachers at most high schools, they teach more
than one subject to the same students. Instruction emphasizes
student ideas and student presentations and projects as well as
lengthy, open-ended teacher-parent conferencing: all these
measures are designed to make all students feel as if they be-
long, as if to a family.

James Comer’s School Power describes another example of
identity-based school reform.27 Comer describes the situation
when he arrived at Baldwin Elementary, in a blighted area of
New Haven, Connecticut, as “shocking.” The teachers were un-
able to establish order. Children milled around: they yelled,
they screamed; they called the teacher and each other names.28

Five years later, under Comer’s direction, order reigned. The
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cover of School Power shows a classroom with all students neatly
dressed. They are at their desks, all smiling, with raised hands.29

Comer says he knew his program was a success when he saw a
student stop a fight on the playground with the words: “We
don’t do that in this school.”30 The child had learned that there
is a we with which students identified, and associated that group
with norms for their school. How was this identity achieved?
Comer worked with all four constituencies of the school—
students, teachers, administrators, and parents—to ensure that
each understood the goals of the others. He realized, as is borne
out by the observations of Willis, Foley, and others, that much of
the anger against a school may come from social divisions in 
the outside adult world. Comer therefore worked hard to en-
courage parent participation. Teachers scheduled extensive
consultations with the parents of each child to help them un-
derstand that the teachers were the allies, not the enemies, of
their children.

The disciplinary process at Baldwin was also designed to fos-
ter the internalization of school values, as the handling of an an-
gry fifth grader illustrates. The boy was being disciplined for at-
tacking a smaller child with his belt. Rather than simply punish
the student who misbehaved, the teacher, who had been trained
to look for causes of misbehavior, wormed out of the boy that he
was upset because his father had been denied a pass from jail for
Christmas. She helped him write a letter to his father. But at the
same time, she made him understand that his problems did not
entitle him to take out his feelings on other children.31 That is,
children were taught not only how to read, but also that they
should obey the rules. In contrast to the passivity of Shopping
Mall High, the Comer program actively promotes an identity
and norms that value learning and the school.

Some would describe Core Knowledge schools at the oppo-
site end of the school-reform spectrum. But we will see that their
method is actually similar. In these schools the curriculum is the
“core knowledge” that the education reformer Donald Hirsch
says everyone should have. The curriculum is used as the unify-
ing concept that “promotes a community of learners—for adults
and children.”32 The structured approach to knowledge is asso-
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ciated with similarly strict attitudes toward other aspects of com-
portment. At the Parker (Colorado) Core Knowledge Charter
School, a stringent dress code is enforced: it even stipulates that
socks “must be worn in a coordinated color with the school uni-
form, and worn in a matching pair of the same color.” Discipline
is similarly strict: students and parents must sign an agreement
to abide by the school’s code.33 This is another example of the
way in which discipline defines communities.34

While the Core Knowledge pedagogy is opposite from those
of CPESS and Theodore Sizer’s affiliated Coalition for Essential
Schools, all are based on the same theory of motivation. Suc-
cessful schools actively engineer their students’ identities and
norms. One type of school tells students that they should be dis-
ciplined, from the mastering of a structured curriculum to the
matching of their socks. The other tells students that they
should be independent thinkers, from the execution of individ-
ual projects to the systematic practice of the Five Habits of Mind.
In each case, though in a different way, the schools have taken
responsibility for telling students who they are and how they
should behave. CPESS does so by creating a feeling of the school
itself as family. At Baldwin Elementary, Comer relates how he
worked to create the same feelings by working with all four of
the school’s major constituencies. And because identity is closely
linked to dress and self-presentation, we consider it no coinci-
dence that a Core Knowledge school might prescribe even the
nature of a student’s socks.

The descriptions of these schools and how they operate do
not explain in detail why they were able to achieve their goals.
They mainly tell what they did and why (we may be greedy in
asking for more), but they do not tell us what was going through
the minds of the students. But Coleman, followed by Bishop 
and Bishop, would suggest an explanation for why these reforms
worked so well: the changes in expectations for the students 
in the classroom, and perhaps elsewhere, had a secondary ef-
fect. They changed how the members of the leading crowds
thought they should behave. This in turn affected how students
behaved toward each other—including who was, or was not,
teased and bullied.
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Private versus Public Schools

Our theory also captures key differences between private and
public schools in the United States. The authors of Shopping
Mall High and many other critics of U.S. education have derided
the public schools because they fail to teach their students 
how they should behave. In contrast, Anthony Bryk and his co-
authors quote a school philosophy statement from the Catholic
schools. It describes their clarity of expectations: A student
“should be marked by a number of characteristics: . . . intellec-
tually competent, . . . loving, . . . a person of faith, . . . [and] com-
mitted to doing justice.”35 Each of the desirable characteristics
is described in detail.

What arrangements foster these norms? The teachers collec-
tively assume responsibility for shaping student character. The
ideal Catholic schoolteacher is supposed to be involved in many
aspects of students’ lives.36 The English teacher of the morning
is likely to be the counselor at lunch time or possibly the soccer
coach of the afternoon.37 Wide participation in school activities,
including a greater fraction of students participating on athletic
teams and shared religious activities, foster the sense of com-
munity. Such community affects the ideals of the leading crowds
and also counteracts their ability to bully others.

Do Catholic schools do a better job of educating students? We
cannot be sure, of course, because the parents who send their
children to Catholic schools may be different from other par-
ents in ways a statistician cannot observe. We do know that stu-
dents from Catholic schools are much less likely to drop out and
much more likely to go on to a four-year college. A study by
Joseph Altonji, Todd Elder, and Christopher Taber tried to ac-
count for selection bias by studying a sample of students who
were in Catholic schools in the eighth grade, some of whom
continued to Catholic high schools and some of whom switched
to public schools.38 In all observable respects, the two groups
were similar before they entered high school. But those who
continued in the Catholic schools had a considerably greater
chance of graduating and attending college.39
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The raw statistics from their sample paint the picture well. Fif-
teen percent of those who had switched to public school by the
tenth grade became dropouts, compared to only 2 percent of
those who had remained in the Catholic schools. Similar differ-
ences apply to an urban minority subsample.40 It seems that
once the Catholic schools have got you, they do not let you go
until you graduate.41

Race and Schooling

Racial differences have already been featured in this chapter.
Three statistics indicate the depth of the racial fault line in
American education. Black students are 50 percent more likely
to drop out of high school than whites.42 They are 40 percent
less likely to obtain a bachelor’s degree.43 In the standard na-
tional achievement test (the National Assessment of Educa-
tional Progress), the median math and reading scores for blacks
are almost a full standard deviation less than the median scores
for whites.44 Why are these gaps so large and so persistent?

The standard economic models of education suggest three
reasons. First, if African-American students with the same skills
earn lower wages than whites, they have less incentive to work
hard in school.45 Second, if schools in African-American neigh-
borhoods have fewer resources, then the students again have
less incentive to work hard in school. A student may work 
hard, but if the chemistry laboratory has no equipment, it is dif-
ficult to learn the scientific method. Third, historically, African-
American parents have been educationally deprived, which
makes it more difficult to help their children academically.

All three of these factors play a role in this gap. But close ob-
servation of what goes on in the schools suggests that there is a
fourth reason. School routines and curricula often convey to
black students that there is something wrong with them and
their background. Lisa Delpit gives one telling, subtle example,
regarding how teachers’ presumption of the superiority of stan-
dard English can (inadvertently) insult African-American chil-
dren. In a reading lesson, a girl renders the text “Yesterday I
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washed my brother’s clothes” as “Yesterday I wash my bruvver
close.” The teacher corrects her. But the student has done some-
thing far more sophisticated than read: she has translated the
passage into her own dialect. Instead of being praised, the girl is
told that she has made a mistake.46

Another incident is less subtle. But it captures, again in micro-
cosm, the type of interaction that, repeated again and again, 
is almost certain to make African-American students feel that
there is a difference between us and the them who run the
schools. Berkeley, California, is one of the most liberal and, in
some respects, one of the most racially integrated cities in the
United States. Ann Ferguson’s participant-observer study of a
Berkeley middle school is therefore especially revealing.47 This
school mixes two populations: upper-income, mainly white and
Asian students from the Hills and lower-income, mainly black
and Hispanic students from the Flats. The kids from the Flats
and those from the Hills do not share the same understanding
of appropriate comportment. Teachers and school administra-
tors, who feel it is part of their job to maintain order, mainly
share Hill standards of behavior: they label the kids from the
Flats as “bad” and punish them harshly.

As an example, Ferguson narrates the following incident,
which would be comic if the frequent repetition of such inci-
dents did not make it instead deeply tragic. Ferguson is on the
stairs talking to the vice principal when he is distracted by a
group of minority girls talking loudly as they pass by between
classes. One of the children fails to notice him and keeps talk-
ing. The vice principal asks her, “Is this how you are supposed to
behave in the halls?” and then commands her to retrace her
steps, down the stairs and up again. The girl does so primly, but
also with just a hint of humor. The vice principal perceives 
this behavior as disrespectful (as it may have been) and sends
her to his office for the day.48 What is happening here? In our
earlier language, the vice principal, as an insider with the mis-
sion of making the school orderly, does not see the humor in a
student who challenges that order by asserting, even if just for a
moment, that she is an outsider who does not fully respect his
authority.
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Ferguson thinks that a white child would have been treated
differently: the vice principal would have not have seen the loud
chatter as disorderly. A white child, who fits better the school in-
sider ideal, would have been less likely to be cheeky in response.
And the vice principal would have been less likely to deal out a
severe punishment. With a white child he considered an insider,
he might even have perceived the same cheekiness as funny. Is
he really punishing the girl because he thinks that she is assert-
ing herself as an outsider? Who knows? Such minor misunder-
standings happen routinely in this school.

Is it hard to believe that such incidents affect students’ feel-
ings about their school and shape the norms of the leading
crowds? We cannot be sure that such incidents produce an 
“oppositional culture” among black students; but we do know 
that the performance gap between black and white students is
large, and our prisons hold a disproportionate number of young
African Americans. More specifically, we also know that Berke-
ley High is marked by racial tension and parts of the school have
even been deliberately burned down.

Our theory regarding how schools can deal with diversity also
suggests a resolution to a curious empirical paradox. If black stu-
dents are angered by school culture, we might think they have
less favorable attitudes toward school than white students. But
evidence suggests the contrary. Philip Cook and Jens Ludwig
show that, compared to non-Hispanic whites, blacks have about
the same expectations for educational attainment (graduation
from high school, college, and so on) and about the same
school attendance and effort.49 We tabulated students’ answers
to some of the questions in the U.S. Department of Labor’s 
High School and Beyond random-sample survey. These tabulations
show that black students in fact have better attitudes toward
school than white students. On average, compared to whites,
blacks are less likely to “dread” English or math class, more
likely to perceive school spirit as “excellent,” more likely to re-
port a “positive attitude toward self,” and much more likely to
“like working hard in school.”50 These findings seem paradoxi-
cal in view of the large and persistent gap between black and
white test scores.
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Our theory gives a possible explanation why blacks appear to
have better attitudes toward school than whites but, neverthe-
less, have lower test scores. Blacks and whites, by and large, at-
tend different schools. Schools adjust their curricula and their
ideals to their respective student bodies. Should the students
read Ernest Hemingway or Toni Morrison? It is likely that
schools with a majority black (or white) student population will
adapt to their students’ tastes. As a consequence, black students
might be more likely to “dread” English class and math class in
predominantly white schools than in predominantly black
schools, with the reverse being true for white students. Our tab-
ulations showed such a pattern exactly. Blacks in almost totally
white schools were, indeed, more likely to dread English and
math than their counterparts in all-black schools.51 Symmetri-
cally, white students in almost totally black schools were more
likely to dread English; they also were somewhat more likely to
dread math relative to their peers at all-white schools (although
this result was not statistically significant).52

Identity Economics and the Demand 
and Supply of Education

The Demand for Education. In this chapter we focus on student
motivations. Economists have long understood that students
have nonpecuniary motives. Identity economics forces us to
specify what those motives might be and gives us a series of ques-
tions to bring them to life. How does a student think of herself
within the school—what is her social category? What does she
think she should do in school—what are her norms and what is
her ideal? And what losses are entailed if she deviates from those
norms? The answers to these questions play a major role in de-
termining the demand for education, that is, how long students
stay in school. Because schooling is a major determinant of fu-
ture earnings, the demand for education ultimately determines
both the level and the distribution of income.

The Supply of Education. Most formal education takes place in
schools, which are one form of organization. The previous chap-
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ter tells us that the identity and motivations of teachers and ad-
ministrators are also keys to the success of a school. Thus iden-
tity economics also gives a better understanding of the supply of
education. From what we see inside schools, it is not just the
level of resources allocated to schools that determines the ef-
fective supply, but also the use of those resources.

Much attention has been devoted to teacher quality, for 
example. Steven Rivkin, Eric Hanushek, and John Kain, in a 
follow-up to Hanushek’s earlier work, found that student learn-
ing differs greatly depending on the student’s teacher.53 Using a
large data set from Texas with students matched to teachers,
they saw that some teachers were consistently much more effec-
tive than others. They conclude not only that high-quality teach-
ers are critical for educational attainment, but also that the test-
score gap between high- and low-income students could be
substantially reduced if low-income students had better teach-
ers.54 Our analysis suggests one possible reason for their finding
that teachers matter: some teachers may be more effective in
running their classrooms so that students identify with them
and the school. The same is true for administrators, of course.
Deborah Meier and James Comer were not effective simply be-
cause they found some miracle cure for low student achieve-
ment. They and their staffs were also unusually effective in
changing students’ self-conceptions. In this sense, the miracles
they fostered occurred with abundant resources, used in a par-
ticular way.

Of course, the miracles also depend on teachers’ and admin-
istrators’ identification with the school and its mission. In CPESS,
the teachers and principal identify with the goals of the school—
goals that they created. The committed Catholic school teachers
and administrators described by Anthony Bryk and colleagues
contrast with the typical disengaged teacher in Shopping Mall
High. Thus the extent to which teachers identify with their
school’s mission may be as important as differences in student
motivation in explaining the gap between Catholic and public
schools. Drawing from the lessons in the previous chapter, a
teacher who views himself as an insider will engage in higher ef-
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fort, but a teacher who feels like an outsider, like Mike in Studs
Terkel’s account, will put in low effort and may create problems
for other teachers and the school administration.

Identity, School Goals, and School Choice

Reflecting our own bias as economists, we have presumed that a
school’s goal is to maximize students’ skills and future incomes.
But instilling skills is only one of the goals of schools and of the
parents who choose them. Religious schools, for example, often
eschew economic goals in favor of religious goals. A school’s 
primary mission may be the separation of the saved from the
damned, as suggested by the principal in Allen Peshkin’s
ethnography of Bethany Baptist School: “The devil’s crowd is af-
ter our kids.”55 A similar desire for separation lay behind the
voucher-supported private academies established (unconstitu-
tionally) in the wake of Brown v. Board of Education of Topeka,
Kansas.56 The goals and curricula of public schools are the prod-
uct of elected school boards: the nature of these schools, their
ideals, may therefore derive from the political economy of a
community. Charter schools also appeal to particular communi-
ties within a jurisdiction. Home schools, of course, are the ulti-
mate tailored school setting.

These examples all suggest that identity and school goals play
a major role in the debate over school choice. But even on the
narrow question of whether school choice leads to greater stu-
dent skill, identity is central. Parents will choose schools ac-
cording to the school’s mission, so that a high proportion of stu-
dents in such schools will be insiders. And insiders will have
higher achievement to the extent that achievement is promoted
by the school.
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Part Three

Gender and Race
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SEVEN

Gender and Work

83

ONLY 7 PERCENT OF nurses in the United States are men.
There are so few men in nursing that people use the phrase “male
nurse” to describe one. The phrase not only describes a statistical
anomaly; it also reveals a social contradiction that people recog-
nize and discuss. In the movie Meet the Parents, it is a cause for 
consternation when the daughter brings home a male nurse as
her prospective husband. There are advocacy groups for men in
nursing; Male Nursing Magazine promotes “male-friendly” nursing
schools and offers tips on how to navigate the female-dominated
profession.

Regarding the predominance of men or women, nursing is
not the exception but the rule. By and large, men and women
in the United States work in different occupations. Occupa-
tional segregation is one of the most stubborn features of the
American labor market. From the early 1900s until as recently
as 1970, two-thirds of women (or men) in the United States
would have had to change jobs to equalize gender distribution



in occupations. Between 1970 and 1990, occupational segrega-
tion declined, but in 1990 still more than half (53 percent) of
men or women would have had to switch jobs in order to achieve
an equal distribution.1

What can explain the existence of and trends in occupational
segregation? Economists have studied women and men in the
labor market for decades. Identity economics takes the next step
and enhances our current theories—of comparative advantage,
taste-based discrimination, and statistical discrimination, which
we describe below. Identity accounts for trends in occupational
segregation and allows us to evaluate policy. In particular, we
can study the full spectrum of sex-discrimination law.

The heart of our theory is again the distinction between
norms and garden-variety tastes. Individual workers may like 
certain kinds of work, be particularly adept at a task, or have a 
particular talent in a specific field. But in our theory, certain jobs
are deemed appropriate for women and others for men. These
are occupational norms. Around 1970, for example, the norms
stipulated that men should be breadwinners, working in such pro-
fessions as construction, engineering, and accounting; women, if
they worked, should be nurses, teachers, and secretaries.

Our identity model comes from observation. Researchers
have studied law firms, hospitals, factories, and shop floors; the
ways people describe their work and how they feel about their
jobs; and the ways they react to those who enter nontraditional
professions.

Jobs have tags. There are men’s jobs and women’s jobs.2

Thus, female nuclear engineer and female marine seem contradic-
tory, as do male nurse and male secretary. These designations have
been justified, in part, by the presumed qualities of men and
women. Women have been thought to be “nurturing” and “pa-
tient,” qualities that suit them for positions as elementary school
teachers and nurses; back in the days when spinning was a sig-
nificant occupation, they were thought to have “nimble fingers.”
In contrast, qualities associated with men make them suitable
for positions as administrators, doctors, and pilots.

Whether or not such suitability is based on real differences,
these associations affirm stereotypes of what men and women
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should do. Thus, for example, the view that women are biologi-
cally less fit for jobs in science and engineering is not just an in-
nocent hypothesis to be checked by able statisticians. Such state-
ments are part of the penumbra that tags such occupations as
jobs for men. They reinforce a social code that has kept genera-
tions of women out of careers in science. Whatever the biologi-
cal differences may be, the mere presumption that differences
exist gives an economic rationale for what is called statistical dis-
crimination, which, as we shall see later, is illegal.

Rhetoric surrounding shifts of certain jobs from male- to 
female-dominated further demonstrates the salience of gender
and job associations. To make socially acceptable the recruit-
ment of women into traditionally male jobs during World  
War II, for example, it was accompanied by official propa-
ganda and popular literature picturing women taking on fac-
tory work without loss of femininity.3 In addition, it was the
wartime emergency that excused the violation of the usual gen-
der prescriptions.

Ethnographic studies indicate that people continue to view
some jobs as appropriate for men and others for women. Those
who violate these norms are often ambivalent about their work
and subject to harassment and even violence. The anthropolo-
gist Jennifer Pierce spent fifteen months working as a paralegal
at a San Francisco Bay Area law firm in the early 1990s and
recorded how conceptions of male and female jobs played 
out in the workplace.4 The female lawyers wanted to think of
themselves as women, but they faced a dilemma. Being a good
lawyer meant acting “like a man.” It meant being “like Rambo,”
“taking no prisoners,” “winning big,” and “having balls.” In a
Christmastime skit, a male partner, Michael, is portrayed as com-
fortable in his authority. In contrast, a female partner portrayed
in the skit, Rachel, is unable to make up her mind whether “to
be a man or a woman.”5

Many writers document the harassment women face when
they work in “men’s” jobs. Men sometimes react violently to
their female co-workers. Such reactions reveal emotions beyond
the simple dislike for working with women that has been posited
in earlier theories of discrimination. The sociologist Irene 
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Padavic provides a firsthand account from her job as a coal han-
dler in a large utility company.6 After only a short stay, her male
co-workers picked her up bodily, tossed her back and forth, and
attempted to push her onto the coal conveyor belt. The men
said it was just a joke.

The harassment lawsuit against Eveleth Mines in Minnesota
offers further graphic details. In August 1988, the employees
Lois Jenson and Patricia Kosmach filed a class-action suit against
Eveleth under Title VII of the Civil Rights Act. They charged 
that the company was liable for the harassment they faced from
co-workers after they and other women started working in the
mines. The case worked its way through three levels of the courts.
The Court of Appeals summarized the women’s testimony:

Sexually explicit graffiti and posters were found on the walls
and in lunchroom areas, tool rooms, lockers, desks, and of-
fices. Such material was found in women’s vehicles, on eleva-
tors, in women’s restrooms, in inter-office mail, and in locked
company bulletin boards. . . . Women reported incidents of
unwelcome touching, including kissing, pinching, and grab-
bing. Women reported offensive language directed at indi-
viduals as well as frequent “generic” comments that women
did not belong in the mines, kept jobs from men, and be-
longed home with their children. . . . Some male employees
subjected female employees to physical conduct of a sexual
nature. In one incident, a male employee pretended to per-
form oral sex on a sleeping female co-worker.7

At one point in the proceedings, even the defense conceded
unequal treatment. But it argued that Eveleth was not guilty be-
cause the treatment was due to the larger “culture of the Iron
Range mining industry.” The court, unimpressed, awarded
punitive damages. Eventually, the company, facing an appeal
and the prospect of another jury trial, settled out of court for
$3.5 million.8

An Identity Model of the Labor Market

On the basis of these observations, we build a theory of gender in
the workplace. We again follow the procedure from Chapter 3.
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We specify a standard economic model of the labor market. We
then posit workers’ utility functions with three identity ingredi-
ents. In these utility functions, workers have a sense of who they
are in society and how they and others should behave. Here,
workers’ utility reflects gender categories and norms.

The Procedure: Part 1. We start with a boilerplate model of a la-
bor market. There are firms that desire to hire workers to do
tasks—yielding the demand for labor. There are men and
women who desire to work—yielding the supply of labor. Some
men and women are better at a task than others, with no over-
all difference between men and women. A boilerplate labor
market model would stop here. Solving for the wage where 
supply equals demand yields the number of men and women
employed.

The Procedure: Part 2. We add our three identity ingredients.
Social Categories. The social categories are simply men and

women.
Norms and Ideals. Some tasks are labeled appropriate for men

—men’s jobs. Other tasks are labeled women’s jobs.
Gains and Losses in Identity Utility. Women lose utility from

working in a man’s job. And men lose utility from working in a
woman’s job. Men also lose utility when a woman works in a
man’s job. They can also sabotage the work of women; this sab-
otage increases the perpetrator’s utility but leads to lower pro-
ductivity for everyone.

We solve the model, finding the wage where labor supply
equals labor demand and finding the number of women and
men working in different jobs.

Our basic conclusion is that employers will usually hire men
for men’s jobs and women for women’s jobs. On average, the
women who work in men’s jobs have higher skills than the men.
Despite the underuse of women’s skills, this employment pat-
tern maximizes firms’ profits because they pay lower overall
wages. Another option for firms is to completely segregate men
and women and avoid any loss in productivity due to retaliation
and work disruption. This strategy entails an inefficient mix of
workers’ skills, but because of the separation there is no loss in
productivity from sabotage. Finally, no single competitive firm
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has an incentive to change the society-wide gender norms, be-
cause any advantage would be eroded by competition.

Theory and Evidence

Because our model is based on observation of social interactions
in the workplace, it is no surprise that the conclusions of the
model fit actual labor-market patterns.

In our model, as in the U.S. labor market, employment pat-
terns reflect the stereotypes of “women’s jobs.” Women do often
work in “women’s” occupations. Secretaries (96.7 percent fe-
male in 2007) have often been called “office wives.” Elements of
sexuality are inscribed into the working relationship.9 Secre-
taries are expected to serve their male bosses with deference
and to be attentive to their personal needs.10 The care of young
children has also traditionally been seen as women’s work. It
should be no surprise that in 2007, 97.3 percent of preschool
and kindergarten teachers and 80.9 percent of elementary and
middle school teachers were female.11 Nurses (93.0 percent fe-
male) are supposed to be compassionate and care for the sick,
as well as to be deferential to (traditionally male) doctors.12

Identity Economics and New Conclusions

By adding gender norms, identity economics fleshes out theories
of sex discrimination and leads to new conclusions concerning
workplace discrimination and occupational segregation.

Several previous theories yield similar predictions for wages
and women’s employment. In the first such model, which grew
out of Gary Becker’s work on racial discrimination, some firm
owners are said to have a “distaste” for employing women. In the
slightly more complicated version, the firm owner has no per-
sonal distaste for women employees, but male workers do. The
firm must then pay men higher wages for working with women.
Every woman hired by such a firm thus increases the firm’s costs,
and so firms will hire fewer women. In a competitive market-
place, either the workers will pay for their prejudice in terms of
lower wages or the firms that indulge their workers’ tastes will be
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replaced by lower-cost firms that do not hire such discrimina-
tory workers.

In the second theory of this genre, men and women have dif-
ferent preferences for working outside the home. Women, it is
said, have “a lower attachment” to the labor force.13 Because
they will be in and out of the labor force, women invest less in
education and skills, whose return is realized only insofar as they
work. Women then end up in jobs where less investment is re-
quired, and occupational segregation thus arises.14

A third theory posits statistical discrimination. Employers often
cannot assess the skills of any individual worker. They make hir-
ing decisions based on the average skills in a population. When
women are presumed—correctly so within the model—to have
lower average skills, employers hire fewer women and at lower
wages.

Identity augments economists’ view of discrimination and
occupational segregation. We posit a set of norms that dictate
proper behavior for men and women. In our model, men do
not have a general distaste for working with women. Their dis-
taste is instead job-specific. This specification reflects an obser-
vation. All over the world, men and women work together. But
they typically have different jobs: women are secretaries; men
are executives.

Our model then leads to new conclusions. First, it gives an-
other perspective on occupational segregation. Our model goes
beyond saying that women acquire fewer skills: it says that
women invest in skills for jobs that are appropriate for women.
Hence, women go to graduate schools of education rather than
to business schools. On a deeper level, women may have “a
lower attachment to the labor market” because of wider gender
norms. Women are supposed to stay at home and raise children.
They are therefore supposed to move in and out of the labor
force, whereas men are not.15

Second, an identity theory suggests why discrimination and
occupational segregation persist despite competitive market
forces. It suggests that the real problem is the norms that stipu-
late that men and women should do particular jobs, irrespective
of their individual tastes and abilities. No one firm, acting on its
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own, has much incentive to change the society-wide norms. The
cost would be too high relative to the benefits for the individual
firm. Small, competitive firms would derive only a small fraction
of the overall returns from changing gender norms that are 
society-wide. Indeed, we have seen exactly such an argument in
the Eveleth defense.

According to this theory, then, society-wide changes are nec-
essary to change gender norms. The complete remedy for dis-
crimination is to remove gender tags from jobs. Both at home
and in the workplace, this has been an aim of the Women’s
Movement. The model predicts many implications of such
changes. Women’s participation in the labor force will increase.
Occupational segregation will decrease. Male and female tenure
in any single occupation will converge. More women will work
in what were previously seen as men’s jobs, and more men will
work in traditionally women’s jobs. All these outcomes have
been observed. The Women’s Movement and changes in the
law—not changes in competition Becker-style—have been re-
sponsible for the shift in labor market patterns since the
1960s.16 Associations of specific jobs with gender have dimin-
ished, as reflected in changes in language, and the job compo-
sition has shifted dramatically. Firemen have become firefighters;
policemen have become police officers; and chairmen have become
simply chairs. Women now stay at jobs almost as long as men. In
1968 the median job tenure of employed women over twenty-
five was 3.3 years lower than that of men; by 1998 the gap had
narrowed to 0.4 years.17 Changes in sex composition within oc-
cupations accounted for the major share of the decline in occu-
pational segregation between 1970 and 1990.18 According to
the U.S. Census Bureau, of the forty-five occupations that were
0.0 percent female in 1970, only one (supervisors: brickmasons,
stonemasons, and tile setters) was less than 1 percent female
twenty years later.19 Some incursions into male-dominated pro-
fessions have been very large. In 1970 women were only 24.6
percent of auditors and accountants and only 4.5 percent of
lawyers. Twenty years later, more than half of auditors and ac-
countants (52.7 percent) were women. The fraction of women
lawyers had increased more than fivefold (to 24.5 percent). Not
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only did the proportion of women in men’s jobs increase, but 
so did the proportion of men in women’s jobs (although less
dramatically).20

Traditional supply and demand would tell us that market out-
comes are determined by technology, market structure, and the
utility and profit motives of individual consumers and firms. Of
the three possible explanations for changes in the labor market
gender distribution—technology, market structure, and utility
and profit—elimination makes workers’ utility the leading sus-
pect. There was no dramatic change in technology or market
structure sufficient to explain the increased mixing of men and
women on the job.21 Legal initiatives, discussed below, also re-
flect such changes in norms.

Sex-Discrimination Law

Sex-discrimination law in the United States derives from Title
VII of the Civil Rights Act of 1964. This act made it unlawful for
an employer to discriminate “against any individual . . . with re-
spect to . . . compensation, terms, conditions . . . of employment
[or to adversely] limit, segregate, or classify his employees . . .
because of . . . sex.”22 At its most basic, this law prohibits the
taste-based discrimination represented in Gary Becker’s theory.23

The courts have also interpreted Title VII as outlawing statistical
discrimination by sex or criteria correlated with sex. In Phillips
v. Martin-Marietta, the firm hired fewer women because man-
agement thought women were less likely to want to hold and
keep a job: they would be more likely to leave the labor force be-
cause of family obligations. Such discriminatory hiring is eco-
nomically rational from the firm’s point of view and appears, as
we have seen, in economic theories of statistical discrimination.
The Supreme Court ruled in 1971 that it is illegal to discrimi-
nate in this way: it is illegal to treat individual women according
to a group stereotype, even when on average women have at-
tributes that make them undesirable employees.24

Our model, where sex discrimination occurs because jobs
have gender associations, corresponds to a wider interpretation
of Title VII. This interpretation is at the forefront of current 
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legal debate and is supported by a number of precedents. In
Diaz v. Pan American World Airways, the court outlawed sex 
bans in hiring.25 The airline pleaded for their prohibition of
male flight attendants because women were better at the “non-
mechanical aspects of the job.” This association of gender with
the job was disallowed because feminine traits were deemed 
irrelevant to the “primary function or services offered.”26 Price
Waterhouse v. Hopkins, discussed in our introduction, set a prece-
dent for banning discrimination in promotions of workers al-
ready hired.27

Cases have also involved harassment of women in “men’s”
jobs. Berkman v. City of New York reinstated a woman firefighter
who had been dismissed because of substandard work.28 The
court ruled that harassment by her male co-workers made it im-
possible for her to perform her job adequately.29 Vicki Schultz
and Katherine Franke have argued that any harassment derived
from gender norms has discriminatory implications (as de-
picted in our model) and is thus a violation of Title VII.30 Such
expansive interpretation of a “hostile work environment” has
been exceptional. Jenson v. Eveleth Taconite Co, mentioned above,
was the first successful class-action lawsuit against a firm that did
not stop sexual harassment in its workplace. Following the views
of Catharine MacKinnon, judges have instead usually viewed co-
ercive sexual advances as the essential element of sexual harass-
ment.31 The law is still in flux.

Gender, Labor Supply, and the Household

The labor market is just one arena where gender norms affect
economic outcomes. Economists are also very interested in what
goes on inside the home: how couples divide the household
chores and child-raising tasks, and how they decide who should
go to work and for how many hours.32 Research has demon-
strated that gender norms can significantly influence the divi-
sion of labor and leisure, and theoretically, economists have
long departed from the “unitary model” of the household, in
which the couple simply maximizes joint utility. Shelley Lund-
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berg and Robert Pollak, for example, build strategic-bargaining
models of the ways couples split household output, where gen-
der norms set fallback options.33 We apply identity economics to
the household to obtain fine predictions of who does what kind
of work and how much.

A boilerplate model of the household would be a sort of
“comparative-advantage” model. The partner who is relatively
better at household chores will work at home, whereas the part-
ner who is relatively better at earning an income will go out to
work. This theory would predict a symmetric pattern of the di-
vision of work: whoever works more inside the home will work
less outside the home.

But, as should be no surprise, this is not the observed pattern
in the United States. Women, even when they work more hours
outside the home and supply the majority of the income, do
more of the housework. Men, on average, do at most one-third.

An identity model easily produces such an outcome. We take
a boilerplate economic model and add social categories of 
men and women. According to traditional gender norms, women
should do the housework. These norms still shape home life in
America, as we will see presently. In an identity model, a woman
or man will lose identity utility when performing a gender-
inappropriate task. Thus, even when a woman provides most of
the family’s income, she will do more housework.

We have described some statistics showing this pattern, and
we will describe more of them in a moment. But first let us look
inside some households to see the expressions of the norms that
drive our theory. Arlie Hochschild’s Second Shift describes the 
division of housework among middle-class couples in the San
Francisco Bay Area, interviewed from 1980 to 1988. Although
these couples preserved a myth that they shared the work
equally, few of them actually did, as the men did the “men’s
work” in the household (of which there was relatively little), and
the women did the “women’s work” (which was considerable).
Hochschild gives the example of the Holts, who said they had
found a way to share the housework equally. Evan, a furniture
salesman, took care of the lower half of the house (the basement
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and his tools). His wife, Nancy, a full-time licensed social worker,
took care of the upper half. Care of the family’s biological life
was subject to a similar “equal” division: she took care of the
child, he took care of the dog.34

Hochschild’s sample and our data analysis suggest that the
Holts conform to a national pattern. We studied the shares of
housework reported by married couples in the Panel Study of
Income Dynamics as they relate to their shares of paid work.35

The answers came from husbands’ and wives’ self-reported re-
sponse to the question: “About how much time do you (your
spouse) spend on housework in an average week? I mean time
spent cooking, cleaning, and doing other work around the
house?” The question intentionally excluded child care. As
shown in the figure, starting from the right, when husbands do
all the paid work, they contribute on average about 10 percent
of housework. As men’s share of outside work falls, their share
of housework rises, but to no more than 37 percent. The pres-
ence of children of different ages makes a small difference to
the division of labor. Similar results obtain in the relation be-
tween shares of income and husband’s share of housework.36

Other sources reach similar conclusions. Using a different
data set, the National Survey of Families and Households, the
sociologists Noriko Tsuya, Larry Bumpass, and Minja Kim Choe
have also found low elasticity (low responsiveness) in the rela-
tion of men’s hours of housework to their wives’ hours of out-
side work in the United States.37 Surprisingly, also, this elasticity
is not significantly greater in the United States than in Japan
and Korea, where women’s roles are commonly believed to be
much more traditionally defined. However, Japanese husbands
put in a mean of only 2.5 hours of housework per week, as com-
pared to 12.6 for their Korean and 7.8 hours for their American
counterparts.38

In addition, beyond the overall division of housework be-
tween husbands and wives, the tasks of men and women within
the home are far from randomly distributed. Women do 75 per-
cent of the hours of traditional “women’s work” (such as cook-
ing, laundry, and house cleaning) and men do 70 percent of the
“men’s work” (such as yard work and auto repair).39
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Conclusion

The previous chapters show how adding identity enriches the
current economics of organizations and education, and here we
see how our method enriches the economics of gender. Specifi-
cally, gender norms tag tasks as male or female, both in the
workplace and in the household. The models show us why it
took a social movement and government intervention rather
than a competitive marketplace to erode the discrimination
against women in the United States.
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MINORITY POVERTY IS our last, but not least, extended appli-
cation of identity economics in this book. Black/white dispari-
ties are arguably the United States’ worst social problem. Their
persistence is difficult to explain with current economic theo-
ries. With an identity model, the facts fall into place.

We ask why, despite the civil rights movement and programs
such as affirmative action, so many African Americans still fare
badly.

Since the civil rights movement, many African Americans
have made significant economic gains. Between 1959 and 2001,
the black poverty rate fell from 55 percent to 23 percent.1 In
2001, more than half of African Americans had incomes more
than double the poverty line. By these measures, there has been
a burgeoning black middle class.2

But a continuing “American Dilemma” accompanies these
gains.3 Today roughly two-thirds of African-American children
are born to single mothers, of whom almost three-fifths are in



poverty.4 At current rates, almost one-third of African-American
men will spend some portion of their lives in prison.5 Close to
two-fifths of black men with a high school education or less are
not employed during their prime working ages of 25 to 34.6

They are out of the labor force, unemployed, or incarcerated.
Among African-American high-school dropouts age 31 to 35,
only 44 percent were at school or at work in 2000.7

A good theory of race and poverty should explain both the
persistence of these disparities and the trends.

Traditional Economics of Discrimination

Two of the most prominent and respected economists in the
world began the study of race discrimination in economics. We
have already seen versions of these theories applied to gender.
The first is Gary Becker’s theory of taste-based discrimination. In
this theory, white employers can dislike hiring black workers,
and white workers can have a similar dislike of working with
blacks. Whether it is the employers or employees who have these
dislikes, the results are the same: black workers will receive less
pay, and will work in different jobs, than whites.

Statistical discrimination, proposed by Kenneth Arrow, posits a
different source of discrimination but yields similar results. In
this theory, white employers discriminate against black employ-
ees, not because of their own desire to maintain physical or so-
cial distance, but instead because they think blacks, on average,
have low skills. This can be a self-fulfilling prophecy: individual
blacks have no incentive to acquire high skills because they will
be judged as having low skills no matter what they do.8

Case studies show that overt discrimination still exists and
thus may be part of the answer to our question. For example,
studies show that employers, bankers, and car dealers treat
African Americans differently from whites. Marianne Bertrand
and Sendhil Mullainathan mailed in fictitious resumes in re-
sponse to help-wanted ads.9 The resumes for “Greg” and “Emily”
(common names among whites) received 50 percent more re-
quests for interviews than resumes for “Jamal” and “Lakisha”
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(common names among African Americans). Alicia Munnell
and her coauthors found that a typical loan application that
would have been rejected by a bank 28 percent of the time for
an African-American applicant would have been rejected only
20 percent of the time for a white counterpart.10 Ian Ayres and
Peter Siegelman sent African-American and white men to get
price quotations for a new car. The price quotes to African-
American males were more than $1,000 higher than quotes to
white males.11

While discrimination still exists, traditional theories cannot
help us understand many patterns.12 Many African Americans
seem to choose courses of action that middle-class white and
black Americans consider disastrous. For example:

• It is hard for traditional theory to explain out-of-wedlock
birth rates that are more than two and a half times the rate
for whites.13

• Traditional theory could explain the high incarceration
rates if criminal activity is a better career path for African
Americans than legal activities. But statistics indicate that
crime does not pay. Steven Levitt and Sudhir Venkatesh
studied the financial records of a Chicago gang. The typi-
cal “foot soldier” could have earned almost as much work-
ing for McDonald’s, with much less risk.14

• It is a similar stretch for traditional theory to explain the low
employment rates of African-American males. Other minor-
ity groups, such as Hispanics, have much higher rates of em-
ployment despite obstacles such as a lack of English skills.

• Yet more perplexing, if discrimination is to blame for these
outcomes, why do we see a divergence in outcomes among
African Americans? At the same time that the fraction of
African Americans with middle-class incomes is increasing,
there is also a rise in single-parent families, incarceration,
and nonemployment.

• The economic theories are further confounded by the fact
that the rate of return to skill acquisition for blacks is, if
anything, higher than for whites.15
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Basis for an Identity Theory

We need a better theory, and for that we turn to identity. His-
torically, there have been different codes for how blacks and
whites should behave in America. Such a code was especially
clear in the South and was formally reflected in Jim Crow laws.
When Rosa Parks refused to give up her bus seat to a white man,
she was arrested and fined. When the writer Richard Wright
tried to train for a skilled job as an optometrist and lens grinder,
the other employees threatened him, and he was forced to quit.
Emmett Till was lynched. Much of this code is now illegal, and
most Americans now also think that it is wrong. Yet, in the words
of Glenn Loury, white Americans still think of black Americans
as “them” rather than included in “all of us.”16

A common survey reveals that most Americans distinguish
between black and white. Researchers who study housing inte-
gration commonly ask whites and blacks whether they would
move into a neighborhood with different proportions of the
other race.17 Most whites now say that they would move into
neighborhoods with some blacks, but not a black majority.
Many view such answers as progress, in that white Americans
will now accept some black neighbors. But of course there is
only one answer that would show no discrimination—100 per-
cent. These attitudes perpetuate a distinction between “us” 
and “them.” The experiments on group formation discussed 
in Chapter 4 show that it is remarkably easy to get experimen-
tal subjects to divide themselves into groups and treat other
groups differently. They also form negative opinions about
those assigned to a different group. Of course, these experi-
ments pale in comparison to the race dynamics of American 
society. The real-world psychological effects on those who are
treated as an out-group must be much more powerful. “They”
are likely to adopt a view of themselves in opposition to the 
“us” of the dominant group. This rejection, of course, is self-
affirming. In our language, it yields benefits in identity utility.
We consider here the trade-offs between such benefits and the
economic costs.
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Does such an oppositional identity exist? Popular culture is
full of expressions of opposition and difference, and there are
debates about rap music and the message it sends to African-
American youth. The expressions and consequences of such 
responses to racism occupy much research and writing on
African Americans, as seen in the work of a long list of scholars,
including Elijah Anderson, James Baldwin, Kenneth Clark, 
W. E. B. Du Bois, Michael Dyson, Franklin Frazier, Ulf Hannerz,
bell hooks, John Ogbu, Lee Rainwater, and William Julius 
Wilson.18

The possibility of opposition is not just about African Ameri-
cans. American history, as now told, has been rife with ethnic
conflict: blacks in opposition to whites, Native Americans and
Asian Americans in opposition to Europeans, Hispanics in op-
position to gringos, and, of course, Europeans in opposition to
other Europeans. A century ago, differences between Catholics
and Protestants were as prominent as today’s differences be-
tween whites and people of color. In the early twentieth century
the “lace-curtain” Irish who tried to fit into the dominant cul-
ture were contrasted to their fellow Irish who rejected it.19

William Whyte’s Street Corner Society shows how such concerns
played out minute by minute among Italians of Boston’s North
End at the end of the Great Depression.20

Nor is oppositional identity peculiarly American. Our chap-
ter on schooling describes Paul Willis’s work on class antago-
nism in an English school between the accepting, obedient 
“ear’oles” and the rebellious, disobedient “lads,” who never
missed a chance to disrupt the school day.21 In the study of colo-
nialism, Edward Said’s Orientalism describes the formation of
the Western stereotype of the “Oriental.” He sees a major source
of colonial power as coming from an ideal that only the colo-
nizers can meet.22 Such an ideal poses a problem for local edu-
cated and business elites. They may try to “pass,” or to integrate
with the dominant group, but they cannot be fully accepted.
They are unable to fit the ideal to which they aspire, and instead,
in their language, culture, and background, they are made to
feel inadequate. The psychiatrist Frantz Fanon describes the 

RACE AND MINORITY POVERTY

101



effects on the personalities of colonial subjects, who wish to suc-
ceed economically but must also struggle to maintain their dig-
nity.23 Such ambivalence is a common theme in the autobiogra-
phies of colonial elites as well as of successful African Americans.

The autobiography of Jill Nelson, an African-American re-
porter, illustrates the difficulty of working within the dominant
culture without betraying oneself. The following quote describes
her reaction to a job interview at the Washington Post: “I’ve also
been doing the standard Negro balancing act when it comes to
dealing with white folks, which involves sufficiently blurring the
edges of my being so that they don’t feel intimidated, while si-
multaneously holding on to my integrity. There is a thin line be-
tween Uncle-Tomming and Mau-Mauing. To fall off that line
can mean disaster. On one side lies employment and self-hatred;
on the other, the equally dubious honor of unemployment with
integrity.”24

This dilemma is openly discussed. “When Keeping It Real
Goes Right” in NiaOnline magazine gives tips from prominent
black women executives on how to navigate a workplace “domi-
nated by White men” and reassures its readers that “you don’t
have to sacrifice your identity as a Black woman in the work-
place.”25

An Identity Model of Poverty and Social Exclusion

Here we build a theory of identity, discrimination, and minority
poverty. Again we follow the procedure from Chapter 3. We be-
gin with a boilerplate model, and we add our three identity in-
gredients: social categories, norms and ideals, and utility gains
and losses. In this model we pay particular attention to how one
person’s decision affects the utility of others. We see feedback 
effects that exacerbate the initial effects of discrimination. The
more blacks who overcome the negative effects of discrimina-
tion and integrate, the more comfortable other blacks will be in
making the same decision. But if initially enough blacks face re-
jection, then they will not try to integrate, and many will feel
more comfortable remaining outsiders. Again, we emphasize
that the root cause of this phenomenon is the dominant group’s
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initial rejection of blacks. The social dynamics within the black
community then aggravate the effects.26

The Procedure: Part 1. The boilerplate economic model here 
is similar to the boilerplate labor-market model in the previ-
ous chapter. There are now black and white workers (rather
than male and female workers), and individual workers decide
whether or not to work at a given wage.

The Procedure: Part 2. As before, we specify the social cate-
gories, the norms and ideals, and the losses in utility.

Social Categories. We posit two social categories, insiders and
outsiders. White workers are all, by definition, insiders. Black
workers can choose whether to integrate and join the dominant
majority as insiders. Alternatively, they can be outsiders, who re-
main apart and adopt an identity in opposition to the insiders.

Norms and Ideals. For insiders, the norms dictate that they
should work for the firms in this economy. In contrast, outsiders
(“Mau-Maus,” according to Nelson) feel that they should not be
so submissive.27

Black workers then choose among three possibilities: to be an
insider; to be an outsider who works; or to be an outsider who
does not work. Each of these three options has its respective ad-
vantages and disadvantages, as they are associated with different
levels of pay and self-respect. (In the language of the model, self-
respect is identity utility.)

Gains and Losses in Identity Utility. The gains and losses in iden-
tity utility can be summarized as follows:

• A black who tries to be an insider will suffer from her lack
of acceptance by whites. She is denied self-respect because
she does not fit the insider racial ideal.

• An outsider who chooses not to work maintains her self-
respect. But a black who wants to be an outsider but who,
nonetheless, chooses to work for—or, more generally, to
cooperate with—whites loses identity utility. She loses self-
respect not because of rejection by whites (because she
does not try to be an insider). Instead, she loses self-respect
because her outsider ideal tells her she should not be work-
ing for (or cooperating with) whites.

RACE AND MINORITY POVERTY

103



• There are also externalities in this model. A black worker
who chooses to be an insider loses utility when other black
workers choose to be outsiders (and vice versa). This is be-
cause people often prefer it when their choices are con-
firmed by their peers.28 They can also suffer from disap-
proval and ostracism if their peers have made different
choices of identity.

Theory and Evidence

Again, it is no surprise that the conclusions of the model fit ac-
tual patterns. Standard economic models of discrimination
against blacks, like those based on white managers’ “distaste” for
hiring black workers, predict that competition will eliminate dis-
crimination. Although competition certainly has led to more
black workers in the labor force and rising wages for some black
workers, we also still see high levels of school dropout, crime,
and drug abuse. From the point of view of an insider, such be-
havior is self-destructive. And standard economics, which pre-
sumes that people make choices to optimize economic out-
comes, cannot explain it. But in an identity model, dropping
out of school at an early age makes sense. It is rational when the
alternative, which is working in the white world but not “making
it,” entails too great a loss.

The results in our model echo the findings of William Julius
Wilson’s When Work Disappears, which studies race, class, and 
employment in African-American inner cities. The model pre-
dicts that as wages fall, more black workers will choose to be 
outsiders. In the trade-off between work and dignity, dignity 
wins out, and more will choose an outsider identity. In addition,
in our model, if blacks who choose insider identities move out
of a neighborhood, more of those remaining become outsiders,
and then yet more insiders will desert the neighborhood. 
They find it too uncomfortable to remain. Wilson argues that
low wages and the exit of the black middle class are major rea-
sons for poverty and dysfunction in urban African-American
neighborhoods.
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Potential Remedies

It is immensely useful to have a good theory of black/white dis-
parities. Even if there remain many practical difficulties in its ap-
plication, the theory gives a sense of the possible. It suggests, for
example, that there are at least three ways to prevent black work-
ers from dropping out of the labor force. The first is to elimi-
nate the distinction between black and white in the insider
ideal. Whites then no longer reject blacks. In this case, there is
only one outcome in our model. All blacks simply choose to be
insiders, so that the identity-caused disparities between black
and white disappear.29

The second way is to change what it means to be black. Some
readers may have already reflected that an oppositional iden-
tity, per se, does not imply self-destructive behavior. Rather, it 
is the norms associated with such an identity that may be self-
destructive. Some African-American leaders, who have seen this
problem with the norms, have been trying to change them. To
“keep it real” does not necessarily have to mean dropping out of
school or rejecting mainstream work norms. Many prominent
black intellectuals, actors, and sports figures evangelize this sec-
ond way. At the fiftieth anniversary celebration of Brown v. Board
of Education, Bill Cosby gave his controversial “Pound Cake”
speech: “[The civil rights activists] didn’t do all that stuff so that
[they] could hear somebody say ‘I can’t stand algebra’ . . . and
‘what you is.’”30 Others, like Louis Farrakhan and the Muslim
Program of the Nation of Islam, call for different types of
change. Citing the experience of the last four hundred years,
they demand a separate territory for African Americans.31 They
are the opposite of integrationists, but, like Cosby, they also wish
to uplift the community. They want to end self-oppression with
a change in values in favor of family, education, respect for women,
and abstention from drugs and alcohol. This oppositional iden-
tity can entail working hard, staying in school, staying off drugs,
and getting and staying married.

A third way is to limit the feedback effects. If we can break the
chain whereby adoption of outsider identity leads others to
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choose it in turn, we will lower black poverty. We discuss below
how public policies can change identity choices by cutting this
feedback loop.

Policies: Affirmative Action and Job Programs

Many public policies have been designed to increase employ-
ment and to offset the harms of discrimination. In evaluating
such programs, economists typically focus on conventional costs
and benefits, such as gains in graduation and employment rates.
Our analysis indicates that the impact of these policies may de-
pend on their ability to influence the choice of identity, insider
or outsider. Two examples, affirmative action and job training
programs, illustrate.

Identity economics widens economists’ evaluation of affirma-
tive action. Most economic studies focus on the effect on those
directly involved in a particular program.32 Such a focus is too
narrow. The rhetoric and symbolism of affirmative action affect
social exclusion more generally. For example, California’s Propo-
sition 209, a ballot initiative that passed in 1997, effectively re-
moved affirmative action in public universities as well as in gov-
ernment employment and contracting. These measures affect
others besides potential college and graduate-school applicants.
The measures and the debates surrounding them can affect mi-
norities’ general perceptions about whether there is a place for
them in the dominant culture. In contrast, but also taking a gen-
eral view, Glenn Loury has argued that affirmative action pro-
grams inherently portray blacks as victims, and thus, in our words,
encourage outsider identity.33

Identity economics explains why job programs identical in
terms of economic content but differing in structure may have
very different outcomes. Consider the outcomes of two different
U.S. government programs, Job Corps and Jobstart. Job Corps is
a residential program that provides “at risk youth . . . classroom,
practical, and work-based learning experiences [to prepare
them] for stable, long-term, high-paying jobs.”34 The program
has been successful in increasing earnings, but because it is res-
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idential, it is also expensive. To save money, the Labor Depart-
ment started Jobstart, which was in all respects the same as Job
Corps except that it was nonresidential. But Jobstart was not
nearly as successful.

Our model can explain the difference. The trainees in the
residential programs do not just learn the practical, marketable
skills. Being isolated with others who were similarly motivated to
learn, they also change their orientation. In terms of our model,
the residential programs have the advantage of turning out-
siders into insiders. The nonresidential programs, which were
much less invasive of students’ lives, had correspondingly less ef-
fect.35 This interpretation is consistent with the argument that
the residential programs teach social skills and new life habits,
as these behaviors are also markers of an insider identity.36 It is
also consistent with findings in the chapter on schooling, where
we saw that some schools, even in the worst neighborhoods,
achieve remarkable success if they isolate their students and ag-
gressively work to change their students’ identities.

Conclusion

Beyond specific programs, identity economics can give us a gen-
eral understanding of the nation’s social and economic prob-
lems. The problems a nation solves, and the problems it lets 
fester, depend both on our understanding and on our will to re-
solve them. As we remark in the chapter on schooling, we see a
need for much greater understanding and will in the United
States to deal with the mediocrity of our educational system. Re-
sources and a new economic approach are also needed to re-
solve continued social divisions.

Barack Obama has been a vigorous exponent of the idea that
both whites and blacks need a deeper understanding of issues of
race. His “A More Perfect Union” speech was a response to
those who questioned his judgment in having Jeremiah Wright
as his pastor. Wright was notorious for his sermons, for example,
having pronounced shortly after 9/11 that “Americans’ chick-
ens are coming home to roost.” Obama distanced himself from
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Wright, but rather than disavow him altogether, Obama ex-
plained the reasons for black anger and also the reaction to it
among whites.

And occasionally [African-American anger] finds voice in the
church on Sunday morning, in the pulpit and in the pews.
The fact that so many people are surprised to hear that anger
in some of Reverend Wright’s sermons simply reminds us of
the old truism that the most segregated hour in American life
occurs on Sunday morning. That anger is not always produc-
tive; indeed, all too often it distracts attention from solving
real problems; it keeps us from squarely facing our own com-
plicity in our condition, and prevents the African-American
community from forging the alliances it needs to bring about
real change. But the anger is real; it is powerful; and to sim-
ply wish it away, to condemn it without understanding its
roots, only serves to widen the chasm of misunderstanding
that exists between the races.

In fact, a similar anger exists within segments of the white
community. Most working- and middle-class white Americans
don’t feel that they have been particularly privileged by their
race. Their experience is the immigrant experience—as far as
they’re concerned, no one’s handed them anything, they’ve
built it from scratch. They’ve worked hard all their lives, many
times only to see their jobs shipped overseas or their pension
dumped after a lifetime of labor. They are anxious about their
futures, and feel their dreams slipping away; in an era of stag-
nant wages and global competition, opportunity comes to be
seen as a zero sum game, in which your dreams come at my
expense. So when they are told to bus their children to a
school across town; when they hear that an African American
is getting an advantage in landing a good job or a spot in a
good college because of an injustice that they themselves
never committed; when they’re told that their fears about
crime in urban neighborhoods are somehow prejudiced, re-
sentment builds over time.37

We see these disparate views on race and its consequences as
resulting in a stalemate (the exact word Obama used), where
the problems of the African-American underclass, as well as of
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all the poor regardless of race, have been left to fester. Rather
than accept these problems as “ours” and work to solve them,
people on both sides of the racial divide have become so angry
that the commitment of resources necessary to overcome the
racial differences is now politically impossible to muster. To use
David Ellwood’s phrase, we give “poor support.”38

Our approach to this problem reflects the mainstream view
in other social sciences; as we have seen, there is even one very
prominent politician who understands and explains it in the
same terms. Our method, the procedure from Chapter 3, brings
identity, anger, and its consequences into a standard economic
framework. Filling this gap in the economics of racial discrimi-
nation is only a small step in addressing black/white disparities.
But perhaps ideas do have consequences. This new economics
may just lead to new directions for how best to allocate scarce re-
sources and how best to use them.
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Part Four

Looking Ahead
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NINE

Identity Economics and 
Economic Methodology

113

IN THIS BOOK WE modify and broaden economic analysis to
include identity. The stick-figure Homo economicus that popu-
lated economic models beginning in the past century cared only
about economic goods and services. Then Gary Becker (and fol-
lowers) added all kinds of tastes to the utility function. This was
followed by the addition of psychological aberrations from “ra-
tionality,” especially cognitive biases. Identity economics is a
next step in this evolution.

If identity is such a powerful concept, why has it taken us so
long to get here? Why has not identity been part of economics
before? This chapter offers some possible answers. In so doing,
it self-reflexively studies our own theory. According to the stan-
dards of the economics profession, what is a good theory? What
are the correct procedures for use of evidence?



Theory and Evidence

Economists have a remarkable consensus on how to conduct re-
search. A good place to see the doctrine is Milton Friedman’s
essay “The Methodology of Positive Economics.”1 Of course,
not every economist would agree with everything in that essay.
But, at least broadly interpreted, Friedman has captured the ba-
sics of how economists think we should proceed: We first
choose a model, or a theory. We then test the model against ob-
servations and reject it if it does not fit. There will also be back-
and-forth between observations and theory, as each informs the
other.

A good theory should, above all, meet the criterion of parsi-
mony: Friedman tells us to “explain much by little.”2 By that 
criterion, in our view, identity economics is very parsimonious.
Application of our simple procedure has shown that we can ex-
plain a large number of phenomena, including the nature of
African-American poverty, the reasons why students drop out of
school, the role of the Women’s Movement, and why organiza-
tions work. This seems to explain much by little.

Even so, many would say our model is not parsimonious.
Economists give precedence to older theories, which means
that, according to standard practice, an economist should make
the case for a new theory by rejecting the old theory. A theory
must also generate falsifiable hypotheses. However, because of
the difficulty of rejecting theories, which we describe next, this
criterion gives currently accepted theories almost a free pass
and renders almost all economic theories as unfalsifiable.

Friedman and most modern economists hold that statistical
tests are considered the appropriate way to go about testing a
model. But Friedman, writing in 1953, could hardly have antic-
ipated the weak power of statistics in rejecting economic hy-
potheses. There are several reasons for that lack of power. The
first is the advent of modern economic theory. At the time of
Friedman’s essay, an economic model typically assumed perfect
competition. Uncertainty may have been mentioned, but it was
an unusual feature. It might have been fairly easy to reject such
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a narrow theory on statistical grounds. But now, with the advent
of game theory, accepted economics includes all kinds of strate-
gic behavior; it also includes all kinds of asymmetric informa-
tion; and with behavioral economics, it may even include psy-
chological motivations, such as loss aversion and present bias.
With this expansion of economic theory, a huge number of pos-
sibilities are considered more parsimonious by precedent than
identity economics; and they must be exhausted before an econ-
omist should, by the norms of the profession, proceed to mod-
els where new factors play a role.

This proliferation of economic theory has brought econom-
ics much closer to reality, but it poses a nightmare for the logi-
cal-positivist economist. If she is lucky enough to reject one
model, there is always another such model to take its place. And
that is just the beginning of her troubles. Any statistical test of a
theory requires specifying variables to a degree of precision con-
siderably beyond that indicated by the theory. The economist 
almost always has wide choice over the specification of the in-
dependent variables (those on the left-hand side of the regres-
sion equations), the dependent variables (on the right-hand
side), and many different aspects of functional form. If her esti-
mation is across time, she must additionally estimate the leads
and lags; she must choose the time period for her estimation
(the beginning and ending dates) and also the periodicity of the
data (should the intervals be weeks, months, years, or some other
period?). If her estimation is across a population, she must de-
cide whom to include and exclude. (For example, should she in-
clude just males, just females, or both? Should she include
adults? If so, in what age ranges? Etc.) Thus, even in testing a
well-specified economic model, the economist has many, many
choices regarding how to run her test.3 Because each of these
decisions can be made independently, even the most straight-
forward test has literally millions of possible specifications. That
makes it difficult to follow the dictum to accept the model un-
less it is rejected; it makes it difficult to falsify any theory. It is
rare to find a model, no matter how silly, whose millions of spec-
ifications will be uniformly rejected.
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Observation of the Small

Statistical tests in most empirical work have sufficiently low power
that we should be looking for alternatives. Much of science
comes from very careful observation of the small. This alternative
method succeeds in many areas because the key to aggregate
outcomes often lies in the microscopic. The most dramatic ex-
ample of the relation between the small and the large is the
structure of life itself. Francis Crick and James Watson conjec-
tured correctly that if they could describe the crystalline struc-
ture of a single DNA molecule, they would have unlocked the
code of life.4 The duality between the structure of the DNA mol-
ecule and the way in which organisms are generated and repro-
duced is one of the most beautiful findings of science.

What are the implications of such an approach for econom-
ics? Standard economic methodology, with its emphasis on sta-
tistical analysis of populations, would suggest that intensive
study of a single molecule would be an all-but-worthless “case
study.” Such observations are “anecdotal.” In the case of DNA,
the exact opposite is true. One rabbit looks much the same as
another because of their common DNA; and differences among
rabbits are due to the differences in their DNA. Codes are worth
studying because, insofar as they are the same, they lead to du-
plication; insofar as they are different, they lead to differences.
The ethnographies that we have studied aim to uncover the so-
cial codes of economic units, such as firms, schools, and house-
holds. It makes sense to study their social codes for the same rea-
son it is worthwhile to study rabbit DNA: to understand both the
similarities and the differences among them.

The internal consistency of these ethnographies gives a crite-
rion for their validity, though a different one from a statistical
test. Milton Friedman and others have warned us that we should
be careful about drawing inferences from what people say: they
may misunderstand their own motives, and they may be self-
serving. But the best ethnographic studies have a check for this.
From the many details they record, and the attention they give
to the subtexts of what people say, they construct a consistent
picture of people’s behavior. Indeed, the very best ethnographic
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studies do not just record what people say; they decode what
people say and do.

Causality

There is another, perhaps more direct, reason for studying the
small. In most economic problems, causality could go two ways.
For example, a change in price can result from a shift in de-
mand or a shift in supply. One popular approach to identifying
the cause is to look for “natural experiments,” events where some-
thing outside the system causes only supply or only demand to
shift. Our favorite example is the Mariel boatlift, which led to a
large influx of Cuban immigrants into the United States in
1980. Fidel Castro’s decision to allow a large number of Cubans
to leave the country had nothing to do with U.S. labor-market
conditions. The immigrants poured into south Florida, greatly
increasing the local supply of low-skilled labor. The labor econ-
omist David Card then had a remarkable opportunity to study
the effect of this influx on wages and unemployment.5

Despite the creativity of economists in hunting down such sit-
uations, and on occasion in generating experiments themselves,
even the best of these studies leave us with questions. The stud-
ies that successfully identify causality are surely useful, but they
may only hint at what we really want to know. For example, we
earlier saw how Rivkin, Hanushek, and Kain showed, with a spe-
cial data set, that teachers make a difference to students’ aca-
demic performance. As important as that finding may be, it
opens up another question: how and why do teachers matter?
This issue is, of course, yet more difficult to explore with statis-
tical methods. What is it that good teachers do—perhaps in
their overall strategy and planning, or perhaps in their minute-
by-minute interactions—that leads to their success?

To answer such questions, we need the type of information
that can come only from detailed, careful observations. Such
studies, like The World We Created at Hamilton High, The Shopping
Mall High School, and Learning to Labour, give us windows into the
lives of students. The parts of Coleman’s Adolescent Society and
Bishop and Bishop’s study of school bullying that we have found

IDENTITY ECONOMICS AND METHODOLOGY

117



most useful have been their descriptions, not their (unavoidably
weak) statistical tests.

Experiments

Laboratory experiments are another way to look at the small.
Statistical tests using population data may have weak power; and
extended fieldwork may not be feasible. But well-designed ex-
periments can be a substitute. Just as experiments can test risk
aversion, present bias, and strategic play, they can test identity
economics. And indeed, as we discussed above, some experi-
mental work already shows that identity and norms matter to
economic outcomes.

The Problem of “Gentlemanly” Distance

Beyond passing empirical tests, most economists also believe
that a good model yields surprising conclusions. A friend of ours
has said that there must be a “gentlemanly distance” between as-
sumptions and conclusions, otherwise the theory is vacuous. Ac-
cording to this view, the directness of our conclusions from our
assumptions is a flaw. We are like the sage who explained move-
ment by saying that it is due to the principles of locomotion.

We agree that conclusions should not be obvious. But there
may be more than one way to reach nonobvious conclusions.
The assumptions themselves may be new and thus may give rise
to new insights. Take two propositions from this book:

• If tasks are tagged as male or female, men and women will
work in different occupations, and women will have lower
wages.

• If identity matters to workers, they will require less incen-
tive pay when they think of themselves as insiders to the 
organization.

Neither of these propositions follows from standard theory.
What is new in each is the assumptions. We know that there is lit-
tle distance between assumption and result.
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Indeed, there is a great deal of science in which a shift of as-
sumption is the key insight. Once that shift is made, the results
are obvious. Here again the work of Crick and Watson is ger-
mane. Once they had characterized the DNA double helix, the
basis for the genetic code did not even need to be stated. As they
wrote: “It has not escaped our notice that the specific pairing we
have postulated immediately suggests a possible copying mech-
anism for the genetic material.”6
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TEN

Conclusion, and Five Ways Identity
Changes Economics
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WE HAVE USED identity economics to study work, school, and
home. We have speculated on why economists have not previ-
ously considered identity. Here we look ahead and discuss five
separate reasons, with illustrative examples, why identity en-
riches economic analysis.

Individual Actions

Identity affects individual behavior directly. This impact is most
apparent in things people do that yield no economic benefit—
often in activities that are costly, uncomfortable, and even inju-
rious. Identity economics allows economists a simple represen-
tation of what could be labeled, literally, as self-destructive
behavior, and actions that seem to make little economic sense.

Body Art and “Bad Choices.” One of the most obvious examples
is how people change their bodies to fit an ideal. An exhibit of
the American Museum of Natural History was titled “Body Art:



Marks of Identity.” The exhibit showed how, in past times, 
people bound the soft bones of children’s skulls and feet; how
they stretched their necks with rings; how they removed ribs to
minimize waists; and how they shaped heads, even in Europe
through the nineteenth century.1

According to Gerry Mackie, in early nineteenth-century
China, some 50 to 80 percent of Chinese parents bound their
daughters’ feet. They did so largely because it was a requirement
for a suitable marriage. But they also did it to conform to an
ideal of how women should be. Footbinding was considered a
mark of modesty, which made women more fertile and also
more sexually pleasing.2

Body art is alive and well in the modern world, although with
different ideals. Cosmetic surgery in the United States is a $13
billion industry.3 But it is just one of many body-altering prac-
tices such as tattooing, body piercing (of the ear, nose, and
navel, for instance), weightlifting, steroid use, circumcision, and
dieting.

Identity economics not only helps us understand these wonts;
it helps us explain “bad choices” more generally. The teachers
in the school Paul Willis studied thought the lads made bad
choices. But the lads themselves thought their “laffs” made
sense. In general, people think others with different ideals make
wrong decisions. That, of course, is our current-day perspective
on the body art of past centuries: we wonder what moved those
ancients to mutilate themselves as they did.

Charitable Contributions and Alumni Giving. Charitable giving is
a rather different example of identity and norms driving indi-
vidual actions.4 Americans are great contributors to charities;
overall donations exceeded $300 billion in 2008.5 Identity eco-
nomics can help us understand both the magnitude and direc-
tion of this giving. For example, donations to educational insti-
tutions alone amounted to $41 billion.6 In the sometimes crazy
world of standard economic theory, the University of North 
Carolina’s development office could find it more profitable to
solicit donations from a Duke graduate than from a graduate 
of UNC. Why? Because in the standard model, people would
send their dollars to where their additional dollar would do the
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most good, and this could be the university with the lower 
endowment. Identity economics, by contrast, would predict 
correctly that, with rare exception, U.S. college graduates give
to their own alma maters. Fight songs, football games, and other
college rituals all reinforce their attachment to the institution,
helped along by the development office. The song “Bright Col-
lege Years” tells Yalies their charge: “For God, for country, and
for Yale.”7

Externalities

People’s actions often affect others’ well-being. Economists and
policy makers make a great deal of what we call externalities. Let’s
go back to the example of the factory that emits too much
smoke. Its owners do not suffer the costs experienced by those
downwind, so there is a mismatch between private and public
costs. Policies—like imposing taxes on emissions—can correct
the mismatch. For similar reasons, we should be interested in
externalities that result from identity utility. Externalities can be
both negative and positive. The women who worked at Eveleth
Mines were mistreated by their resentful male co-workers. But,
as we see in experiments and on the shop floor, in-group iden-
tification can also lead to cooperation.

Insults, Hate Crimes, and Violence. Since the time of Gary Becker,
economists have applied utility theory to crime and punishment.
Identity economics significantly expands this theory by bringing
in the effects of insult and injury. Perceived or real insults can
be the source of much violence, as well as of escalating racial
and ethnic strife. Once again, let us look at the detailed exam-
ple. Men in the United States, into the nineteenth century,
countered insults with a challenge to duel. Richard Nisbett and
Dov Cohen at the University of Michigan uncover remnants 
of this practice in Culture of Honor: The Psychology of Violence in the
South.8 In an experiment, male students were asked to come to
an office at the end of a narrow hallway. Along the corridor, an
accomplice of the researchers bumped the student. Rather than
apologize, the accomplice called the student an “asshole.” The
experimenters then measured reactions to this treatment. Stu-
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dents from the South were more likely than those from the
North—and also more likely than controls from the South—to
fill in subsequent word-completion tests with aggressive words
(for example, g-un rather than f-un). They also had higher cor-
tisol levels. Insulted Southerners also revealed that the insult af-
fected their self-image: in answers to survey questions, they were
more likely to fear that the experimenter had a low opinion of
their masculinity.

Such reactions to insult, as well as hate crimes, fit easily into
our framework, and thus identity economics gives us a powerful
instrument for studying crime, violence, and policies to counter
them. Many public policies affect the incidence of such exter-
nalities and the costs of retribution. Bans on duels—first in the
North, later in the South—ultimately put an end to the practice.
Antilynching laws raised the penalty for maintaining the bound-
ary between black and white.9 Hate-crime legislation serves a
similar purpose.10

Free Riders. In-group norms, on the other hand, can solve one
of the leading problems in economics: the “free-rider problem.”
Public goods—like parks, national security, and public education
—are costly to provide. Economic theory tells us people will try to
“free ride”—to let others do the work and pay the costs. But, of
course, many public goods are provided voluntarily. People vote
to pay taxes to educate other people’s children and to maintain
parks they will never visit. Identity economics gives us a frame-
work to study why and when they do so. Elinor Ostrom finds the
solution to the free-rider problem in communities where people
believe in norms for cooperation.11 In public-good experiments,
as we have discussed, people cooperate more with members of
their own group. And empirical research in the United States
shows that people in more ethnically homogeneous communities
make larger contributions to education and other local public
goods than those in more diverse communities.12

Creating Categories and Norms

Here we have often taken the social categories, norms, and ideals
of a situation as given. But many people and organizations ma-
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nipulate categories, norms, and ideals for their own advan-
tage.13 In our models, firms and schools that spend money to
turn outsiders into insiders are doing just that.

Advertising. Advertising is the most obvious example of such
manipulation. Its goal, of course, is to induce people to buy
more of the advertised product. Not only do advertisers appeal
to existing norms, but they also try to create new ideals. Market-
ing researchers and others outside economics have long under-
stood this point.14 Gender ideals and norms are again an obvi-
ous place to look, as in the Virginia Slims ad campaign discussed
in Chapter 3.15 Such ads do not fit a standard economic view of
advertising, where advertising informs consumers directly about
the existence or attributes of a product or signals the product’s
quality.16 As the Virginia Slims ads illustrate, the purpose of ad-
vertising is often to make people want a product in order to live
up to an ideal.

Politics. Politics, too, is often a battle over identity.17 Rather
than take voters’ preferences as given, political leaders and ac-
tivists often try to change identity or norms.18 Some of the most
dramatic examples of regime change involve changes in norms
regarding who is an insider and who is an outsider. Fascist 
and populist leaders foster racial and ethnic divisions.19 Sym-
bolic acts and transformed identities spur revolutions. Mohan-
das Gandhi’s Salt March sparked the Indian independence
movement and a new national identity. The French Revolution
changed subjects into citizens. The Russian Revolution turned
them into comrades.

Identity is not a factor only in revolutions and large-scale
regime shifts; it also plays a role in democratic elections. In 
the standard rational-actor model of electoral politics, people
vote for the party or politician whose policies best promote
their economic interests. In an extended model with identity
economics, a voter would have not only economic interests 
but also an identity and norms and ideals, and incorporating
these into the model would lead to quite different predictions.
In practice, a great deal of politics involves such activities as
the kissing of babies, the parading of flags, and position-
ing on social issues. Candidates who appeal to voters’ ideals
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and norms may be elected even if their policies are contrary 
to voters’ economic interests. This issue becomes yet more
salient when marketing (as in the example of advertising) can
place candidates closer to constituents’ ideals or change their
norms.

Identity and Regret

People often make decisions that come back to haunt them. We
overeat, we smoke, we spend too much, and we regret it.20 Iden-
tity economics greatly expands the study of such “time inconsis-
tency.” People have different selves at different points in their
lives.21 The new self could regret the decisions made by the old
self. The preferences of the new selves come from the new iden-
tities and their associated norms and ideals. Sometimes these
transitions are anticipated, and people plan accordingly. But of-
ten, people only imperfectly anticipate who they will later be-
come. The norms and ideals can conflict, and people may regret
past behavior. Some examples, classified by the frequency with
which they occur, give us an appreciation for the range of such
identity changes over a lifetime.

• Lowest frequency. Some types of identity are permanent. For
example, race and gender only rarely change over the
course of a lifetime.

• Low frequency. Some types of change in identity occur infre-
quently, on the order of once or twice in a lifetime. They
are often marked by rites of passage, such as a baptism, a
confirmation, a bar or bat mitzvah, a wedding, or a retire-
ment party. Rites of passage mark social boundaries and are
a classic topic of study in anthropology.22 They move a per-
son into her new situation and mark her transition for oth-
ers in the community.

• High and regular frequency. Some changes occur at very high
frequency, such as the daily transition between home and
work. The imperatives of the workplace recede at home, as
the imperatives of home recede at the workplace.
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Choice of Identity

Economics is sometimes called the science of choice. The pre-
vious four sections discuss the influence of identity on choices
of actions. But as we discussed earlier, identity itself can be a
choice. To a degree, people can choose who they want to be.
Here we briefly present three examples of identity choice, each
of which has great impact on our economy.

Housewives and Motherhood. A clear example is the choice that
a middle-class woman faces between pursuing a career and be-
coming a stay-at-home mom. In the past, norms gave college-
educated women no such choice. In 1963, Betty Friedan’s Femi-
nine Mystique pictured the ideal of the suburban housewife:
“Kissing [her] husband goodbye in front of the picture window,
depositing [her] stationwagonsful of children at school, and
smiling as [she] ran the new electric waxer over the spotless
kitchen floor.”23 The transformation in women’s roles from
then to now can even be picked up in the statistics, as found by
Claudia Goldin. In the 1970s, few teenage women expected to
be employed at age thirty-five; now almost all of them do. Al-
most all college-educated women used to take on their hus-
bands’ names; now a significant minority retain their surnames.
Women with high-earning husbands were much less likely to
hold a job; now there is little relation between husbands’ in-
comes and wives’ employment. When wages fell, women dropped
out of the labor force; now women are much more likely to con-
tinue working. Goldin concludes, “They have added ‘identity’ to
their decision about whether to work.”24

School Choice. We have already studied high school education
and the choice to exert effort on schoolwork and graduate. But
there is another basic choice: which school to attend. Parents 
often choose their children’s schools. Slightly more than 10 per-
cent of American students in grades K–12 currently attend pri-
vate schools.25 But that statistic understates, perhaps by a multi-
ple, the role of private schools. During their school career, a
much larger fraction of students (no one yet has calculated how
much larger) will spend some time in a private school. These
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numbers suggest considerable disavowal of the public schools,
because the financial sacrifices for even one year of private
school are considerable: median private school tuition is as
much as 5 percent of median family income. A breakdown of
private school students shows that the bulk of such education is
sectarian. Approximately 45 percent attend Catholic schools, 38
percent other religious schools, and 17 percent independent
schools.26 The choices between public and private, sectarian
and nonsectarian schools are among many schooling choices.
And school choice, along with the establishment of charter
schools and the provision of tuition vouchers, is at the fore-
front of the education policy debate. Much of the discourse is
about educational quality. But, as we discussed in our education
chapter, identity economics suggests that identity and quality
are intertwined.

Immigration. Immigrants often face a difficult decision. They
must decide the extent to which they will integrate into 
their new country and whether to change their citizenship.
Whichever choice they make, there are economic costs and
benefits, and disapproval from those who have taken the 
opposite route. Again let us look at the small. Richard Rod-
riguez, a Mexican American who chose to be fluent in English
at the expense of Spanish, describes the reactions of rela-
tives and other community members. A trip to the store with
his mother left a lasting impression: “Pocho! the lady in 
the Mexican food store muttered, shaking her head. I looked
up to the counter where red and green peppers were strung
like Christmas tree lights and saw the frowning face of a
stranger. My mother laughed somewhere behind me. (She said
that her children did not want to ‘practice’ their Spanish after
they had started going to school.) My mother’s smiling voice
made me suspect that the lady who faced me was not really an-
gry at me. But searching her face, I couldn’t find the hint of a
smile.”27

Current political debates about immigration and language
involve such conflict over norms and ideals. Once again, a new
lens helps us understand the debate and the impact of policy.
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Conclusion

This book is a primer on identity economics. Our aim has been
to introduce identity in the simplest way. After developing our
procedure in Chapter 3, we have seen it at work in example af-
ter example. 

We are optimistic about the future of identity economics, for
a number of reasons. The typical primer opens up a new world.
For the first grader who reads for the first time, there are vast li-
braries yet to be read and yet to be understood. This primer
should open a world to be studied. We attest to our own experi-
ence. When we began some fourteen years ago, we did not even
have the beginning of a framework. We could not have system-
atically described, for example, Erving Goffman’s visit to the
merry-go-round and James Coleman’s questionnaires in Adoles-
cent Society, which asked students, “If you could be remembered
here at school for one of the three things below, which one
would you want to be: brilliant student, athletic star, or most
popular?”28 Goffman was looking for examples of presentation of
self. Coleman was looking for students’ ideals. Now our frame-
work allows us to see the common principle underlying both:
identity. This book reports on the results.

In the approximately ten years since we published our first ar-
ticle on the topic, “Economics and Identity,” our economics col-
leagues have taken identity economics in directions that we
never anticipated. They have applied it in the laboratory; they
have given theoretical explanations for its origins; and they 
have even done some statistical analysis. Some of this work is 
described in this book. 

We have every reason, then, to believe that this is just the be-
ginning. Many standard psychological and sociological concepts
fit our framework, with considerable generality and a common
theme: self-image, self-realization, situation, in-group versus out-
group identification, self versus other, social structure, power,
and difference. In each of the five sections above, there are eco-
nomic questions ripe for an identity approach. And we have not
even touched on fundamentals such as the history of economic
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institutions, economic development, and the nature and bound-
aries of firms.

There are also deeper questions. Where do norms and iden-
tity come from? How do they change and evolve? What is the
feedback between identity, economic policy, and institutions?
What explains different identities and norms across countries?
What might explain the rise and fall of group conflict? Asking
these questions—and answering them—will have consequences.
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it optimal to elicit yet higher effort. In this case, we could well imagine
that when a worker is an insider, the firm would increase rather than
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Chapter Seven
Gender and Work

1. See Goldin (1990, Chapter 3) for historical measures of occupational
segregation. For 1970–90 figures, see Blau, Simpson, and Anderson
(1998), who use the U.S. Census Bureau three-digit classifications of
occupations. Because of changes in these classifications, it is difficult
to bring these figures up to date to include the 2000 census (personal
communication with Francine Blau).

2. See Blau Weisskoff (1972); Strober and Arnold (1987).

3. See Milkman (1987); Honey (1984); Pierson (1986).

4. For studies of nurses and of marines, see Williams (1989).
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8. U.S. Court of Appeals for the Eighth Circuit (1997).
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12. See Fisher (1995) and Williams (1989). Source for figures on per-
centages of women in different occupations in 2007 come from U.S.
Census Bureau and U.S. Bureau of Labor Statistics (2008, Table 11,
“Employed Persons by Detailed Occupation, Sex, Race, and Hispanic
or Latino Ethnicity”). “Secretaries” refers to the classification “secre-
taries and administrative assistants.” “Nurses” refers to “licensed prac-
tical and licensed vocational nurses.”

13. Bulow and Summers (1986) and Lazear and Rosen (1990) give other
reasons for women’s lower attachment to the labor force; both offer
some explanation for occupational segregation.

14. See, for example, Mincer and Polachek (1974).

15. According to Bergmann (1974), male employers are averse to hiring
women for particular jobs and may collude to keep women out of
high-paying occupations, reserving the gains for other males. In our
theory, occupational segregation occurs because of employees’ de-
sires to maintain their gender identity.

16. Goldin (2006). We view the publication of Betty Friedan’s Feminine Mys-
tique in 1963 and the founding of the National Organization for Women
in 1966 as marking the beginnings of the modern Women’s Movement.

17. In 1968, the figures were 7.1 years for men and 3.8 for women (U.S.
Department of Labor [1968], Table A). In 1998, the figures were 3.8
years for men and 3.4 for women (U.S. Bureau of the Census 2000,
Table 664). The figures for the two years are not strictly comparable:
in 1968 the question asked for the time elapsed since the beginning
of the current job, whereas in 1998 it asked for tenure with the current
employer. Median male job tenure has also been considerably affected
by shifts in the age distribution of the work force resulting from both
demographic shifts and early retirement.

18. See Blau, Simpson, and Anderson (1998).

19. Source: Blau, Simpson, and Anderson (1998, Appendix A-1).

20. See Blau, Simpson, and Anderson (1998, Table 3 and Appendix A-1).

21. The increased use of computers is the most notable change in tech-
nology over this period, but they are used intensively in few of the oc-
cupations with major changes in mix.

22. 42 U.S.C. 2000e–2000e17 (1982), Sections 703(a)(1) and 703(a)(2).

23. See Becker (1971); Arrow (1972).

24. 442 F. 2d 385 (5th Cir. 1971), cert. denied, 404 U.S. 950 (1971). Griggs
v. Duke Power, 401 U.S. 424 (1971), a race-discrimination case, is an
important precedent outlawing the use of test results and other crite-
ria correlated with race or gender as employment screens.

25. 442 F.2d 385 (5th Cir.) cert. denied, 404 U.S. 950 (1971).
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26. Cited in MacKinnon (1979, p. 180).
27. Price Waterhouse v. Hopkins, 490 U.S. 228 (1989). Cited in Wurzburg

and Klonoff (1997, p.182).
28. 580 F. Supp. 226 (E.D.N.Y. 1983), aff’d, 755 F. 2d 913 (2nd Cir. 1985).

Berkman followed the expansive view in McKinney v. Dole, 765 F. 2d
1129 (D.C. Cir. 1985), that “any harassment or unequal treatment of
an employee or group of employees that would not occur but for the
sex of the employee or employees may, if sufficiently patterned or per-
vasive, comprise an illegal condition of employment under Title VII”
(cited in Schultz [1998, p. 1733]).

29. See Schultz (1998, p. 1770).
30. Franke (1995).
31. As a result, Schultz (2003) argues, companies have tended to prohibit

innocuous sexual behavior while permitting gender-based job discrim-
ination. For example, some companies have prohibited co-workers
from dating. Fears of sexual-harassment lawsuits have even prompted
companies to adopt policies of informal gender segregation, although
such policies directly violate the intent of Title VII.

32. For an early treatise on gender and the economics of the household,
see Folbre (1994).

33. Lundberg and Pollak (1993).

34. Hochschild (1990, p. 38).

35. In our analysis, the unit of observation is a couple-year for the years
1983–92. Couples were included in a given year if they were married,
neither member was retired, neither member was disabled, and the
couple had positive work hours, positive earnings, and positive hours
of housework. We also only included couples with complete data from
both members on earnings, work hours, housework hours, and num-
ber of children. The final sample had slightly more than 29,000
couple-years of observations. We define a husband’s share of house-
work, hswk, as his share of the total performed by the couple. Thus 
we capture the division of labor even in households that hire outside
workers. We estimate the following Tobit equation: hswk = a + Σi =1,2,3
[b1ihi + b2ihi

2 + b3ihi
3 + b4ihi

4] + error, where hi is the husband’s 
share of outside hours worked if in group i. The summation (i = 1,2,3)
runs over three types of household: with no children or youngest 
child over age 13, with youngest child age 0 to 5, and with youngest
child age 6 to 13. Controls were included for ages of husband and 
wife relative to population average, log of total income, and total
hours of housework. Results were robust to different specifications
and estimators and substitution of share of earnings for share of 
hours worked. The equations and confidence intervals are available
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on request. (Men’s reports of housework shares matched almost ex-
actly women’s reports in Preston’s [1997] study of 1,700 scientists.)

36. Hersch and Stratton (1994) use the PSID (the Panel Study for Income
Dynamics) to study whether husbands’ higher wage incomes account
for their lower shares of housework. The estimation here, in contrast,
evaluates the asymmetry in the relationship between husbands’ share
of income and their shares of housework, and wives’ shares of income
and housework.

37. See Tsuya, Bumpass, and Choe (2000).

38. See Tsuya, Bumpass, and Choe (2000, Table 5, p. 208).

39. Source: Greenstein (1996, p. 586, Table 1, p. 590).

Chapter Eight
Race and Minority Poverty

1. See U.S. Census Bureau, Historical Poverty Tables, Table 2.

2. More than half of African Americans had incomes greater than twice
the poverty level. See U.S. Department of Labor, Bureau of Labor Sta-
tistics (2006, Table POV01).

3. Myrdal (1944).

4. In 2002 the proportion of out-of-wedlock births was 68.2 percent. See
U.S. Bureau of the Census (2006, Table 82). In 2007, 58.5 percent of
female-headed families, with no husband present and with children
under 5, were in poverty. See U.S. Bureau of the Census (2008, Table
POV03).

5. Kling (2006, p. 863). Kling’s source is Bonczar (2003).

6. This conclusion is drawn from statistics calculated by Holzer, Offner,
and Sorensen (2004, Figure 2, p. 4). They show that between 25 and
30 percent of the noninstitutionalized labor force in this age group
with this level of education was either unemployed or out of the labor
force in 2000. They also report that 12 percent of black male youth
are incarcerated (p. 6). In contrast, for Hispanics, the nonemploy-
ment rate for the noninstitutionalized labor force was slightly greater
than that for whites, both about 10 percent.

7. See Neal (2006, Table 6, p. 546).

8. See Coate and Loury (1993).

9. See Bertrand and Mullainathan (2003).

10. See Munnell, Tootell, Browne, and McEneaney (1996, p. 26).

11. See Ayres and Siegelman (1995, p. 311).

12. For an argument that the facts are not explained by the traditional
theory, see Neal (2005, 2006).
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13. The rate of out-of-wedlock births in 2005 was 69.9 percent for non-
Hispanic African Americans, compared to 25.3 percent for white non-
Hispanic women. See Martin et al. (2007).

14. Levitt and Venkatesh (2000, p. 771). The gang leaders did much bet-
ter, and this outcome might explain these low earnings if the foot sol-
diers expect to rise in the gang hierarchy. But even the earnings of the
gang leaders were not all that high—about $100,000 in 1995 dollars
(p. 775), fairly close to the earnings reported for new MBAs.

15. See Neal (2005, p. 7).

16. See Loury (2002, pp. 82–83). And James Stewart has also long called
on economists to bring racial identity into our studies (see Stewart
[1997]). His appendix gives a model where individuals have utility for
racial identity.

17. See, for example, Farley et al. (1993) and Schelling (1971).

18. See E. Anderson (1990); Baldwin (1963); Clark and Clark (1965); Du
Bois (1965); Dyson (1996); Frazier (1957); Hannerz (1969); hooks
(1990); Ogbu (1974); Rainwater (1970); Wilson (1987, 1996).

19. See, for example, Miller (1985).

20. Whyte (1943).

21. See Willis (1977).

22. Said (1978). Also see Bhabha (1983) and Fanon (1967).

23. Compare for example Gandhi (1966) and Fanon (1967), which de-
scribe the colonial experience, with Fulwood (1996), Staples (1994),
and Rodriguez (1982), which represent the experience of African
Americans and Hispanics in the United States.

24. See Nelson (1993, p. 10). The colonial origin of her term Mau-Mau-
ing is suggestive of our claim of the similarity between the position of
colonial subjects and African Americans.

25. NIAonline (2005).

26. Darity, Mason, and Stewart (2006) build an evolutionary model in
which racial identity emerges as an equilibrium.

27. Elkins (2006) has described the Mau Mau rebellion in Kenya, where
the British brutally imprisoned tens of thousands of Kikuyus. This re-
sponse illustrates, once again, the differential treatment of “us” and
“them.”

28. See R. Akerlof (2009a) for a model where people want to have the
same beliefs as their associates, which he calls desire for confirmation
of belief.

29. For complete description of the model and the equilibrium out-
comes, see Akerlof and Kranton (2003).

30. See “Dr. Bill Cosby Speaks” (2004).
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31. See Nation of Islam, “What the Muslims Want.”

32. See, for example, Dickens and Kane (1996).

33. See Loury (1995).

34. See U.S. Department of Labor, Find It! By Topic.

35. The Center for Employment and Training in San Jose was the one re-
markable exception, a Jobstart program that showed a considerable
increase in earnings. See Stanley, Katz, and Krueger (1998).

36. Heckman (1999).

37. “Text of Obama’s Speech: A More Perfect Union” (2008).

38. Ellwood (1988).

Chapter Nine
Identity Economics and Economic Methodology

1. Friedman (1953, p. 3).

2. Friedman (1953, pp. 14, 10). Friedman calls for “simplicity.” Today’s
economists use the word “parsimony.”

3. Furthermore, the researcher should have less confidence in her spec-
ification of the model than in the more general theoretical model.
Hausman (1992) notes that this requirement can make economic the-
ories de facto unfalsifiable. A model’s failure of a statistical test is of-
ten interpreted as a problem with the model’s econometric specifica-
tion, rather than with the theory itself.

4. As described by Watson (1969).

5. Card (1990).

6. Watson and Crick (1953, p. 737).

Chapter Ten
Conclusion, and Five Ways Identity Changes Economics

1. Paraphrased from the description of the exhibit at the American Mu-
seum of Natural History, “Body Art: Marks of Identity.”

2. See Mackie (1996, pp. 1001–2).

3. See American Society of Aesthetic Plastic Surgery (2008).

4. James Andreoni (1990) builds a general utility function in which in-
dividuals have tastes for giving to charity: it gives them a “warm glow.”

5. Giving USA Foundation (2008).

6. Giving USA Foundation (2008).

7. The last four lines of this song are: “Oh, let us strive that ever we/May
let these words our watch-cry be,/Where’er upon life’s sea we sail:/
‘For God, for Country and for Yale!’”
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8. Nisbett and Cohen (1996). For a description of this “culture of honor,”
see also Butterfield (1995). “Gentlemen” reacted to insult by engaging
in duels. Lower-class men fought with hands and fists, with no holds
barred.

9. For a study of the geographic distribution of lynching, see Tolnay,
Deane, and Beck (1996).

10. All these laws seek to protect the minority from the majority, or the
majority from itself. But they were not enacted without opposition.
Thus, identity externalities are a new example of a classic problem of
evaluating the impact of policy. Bans on gay marriage, antidiscrimina-
tion laws, and laws prescribing morality are all examples of the conflict
of the Paretian liberal (see (Sen [1970]). It is not possible to protect
one person against the externalities caused by another’s choices and
at the same time protect the first from the response of the second.
There is a conflict between protecting the rights of individuals who en-
gage in certain activities and suppressing these same activities because
they cause others discomfort and anxiety.

11. Ostrom (1990).

12. Alesina, Baqir, and Easterly (1999); Miguel and Gugerty (2005).

13. Thus identity economics gives another way to understand endoge-
nous preferences. See Bowles (1998).

14. Much advertising is targeted at particular social groups and appeals to
societal norms and ideals. See de Grazia (1996) for historical studies
of advertising and other influences on gender and consumption.

15. See also TobaccoDocuments.Org, “Tobacco Documents Online.”

16. See Bagwell (2007).

17. For theory and analysis of politics and identity, see, for example, An-
derson (1983), Norton (1988), and Connolly (1991).

18. Romer (1994) has considered the possibility that politicians can ma-
nipulate voters’ emotions, in particular their “anger,” and thereby af-
fect political outcomes.

19. Glaeser (2005).

20. There is a long literature on the economics and psychology of time in-
consistency. See, for example, Strotz (1956); Phelps and Pollak (1968);
Thaler and Shefrin (1981); Loewenstein (1987); Loewenstein and
Thaler (1989); Loewenstein and Prelec (1992); Ainslie (1992); Laib-
son (1997); Laibson, Repetto, and Tobacman (1998).

21. See, for example, Fudenberg and Levine (2006).

22. Turner (1995).

23. Friedan (1963, p. 18).

24. See Goldin (2006, p. 13).
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25. In 2006, 5.1 million students were enrolled in private schools in
grades K–12; 49.1 million were in public schools in grades K–12. U.S.
Bureau of the Census (2009).

26. 2.25 million students were in Catholic schools; 1.89 million were in
“other religious schools”; and 0.86 million were in nonsectarian
schools. U.S. Bureau of the Census (2009, Table 254).

27. Rodriguez (1982, p. 29).

28. Coleman (1961, p. 28). This was the question for boys. For girls,
“leader in activities” was substituted for “athletic star.”
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