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ABSTRACT 

 

 
We live in an era where there is linguistic diversity and global interconnectedness. In order to move 

forward, the ability to bridge language barriers is paramount to facilitate cross-cultural 

communication. This research study presents a comprehensive exploration of cross lingual Urdu to 

English extractive text summarization framework using an unsupervised NLP approach. The 

framework incorporates a sequence of steps using a language specific manually prepared dataset. It 

integrates text translation, summarization using TextRank algorithm, Rouge score calculation and 

sentiment analysis to assist seamless language comprehension and conversion. 

 

The motivation behind this research emerges from the vital need to address the linguistic divide in a 

multilingual society like Pakistan. Here, Urdu serves as a national language, but English also holds a 

significant importance in various areas especially in a professional and educational background. The 

primary objective is to develop a framework that will be capable of accurately translating cross 

lingual content meanwhile preserving a semantic meaning of the context. 

  

The framework involves various components, a manually curated dataset that is paired with human 

generated summaries, along with rouge score in order to assess the accuracy and effectiveness of the 

framework-generated summaries.  

 

The methodology encompasses dataset preparation, text translation, summarization, evaluation using 

rouge scores calculation, and sentiment analysis to give reader a gist of the overall content sentiment. 

The findings of this study contribute to the advancement of cross lingual text summarization 

technologies. 

 

Keywords: unsupervised NLP, machine learning, text summarization, extractive 

summarization, cross lingual, TextRank, parallel corpus, translation, sentiment analysis, 

framework 
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CHAPTER 1 

 

1. INTRODUCTION 

 
In an increasingly interconnected world, it is essential to facilitate cross-cultural communication and bridge 

linguistic barriers. If we talk about a multilingual country like Pakistan, citizens often face challenges in 

accessing and understanding the information available in English. Since the national language of Pakistan is 

Urdu, but the official global communication language is English, it can be difficult for people to grasp the 

context of given text in English language. Keeping in mind these challenges, it is crucial to have frameworks 

and systems that assist people with cross-lingual text communication. The emergence of cross-lingual text 

summarization has become a critical are of research. The main purpose is to transform the content of one 

language, in our case a low resource language, to another language while preserving its essence and meaning.  

This paper presents a framework for cross-lingual text summarization from Urdu to English using 

unsupervised NLP. This research study endeavors to contribute to the advancement of cross-lingual text 

summarization without using a training model framework. It addresses the critical need for an effective cross-

lingual summarization framework in a multilingual society like Pakistan. It facilitates cross-cultural 

understanding in an increasingly interconnected world.  

 

Motivation & Background 

 
The motivation for this research stems from the need to address the linguistic divide in a multilingual country 

like Pakistan. It enhances the information accessibility for Urdu speaking individuals and communities.  In 

Pakistan, even though Urdu is the national language; but in terms of academic, business and international 

context, English holds a significant importance.   

It is a country, which is rich in linguistic diversity. There are many people who need help in understanding 

Urdu language especially in international context. On the other hand, many native Urdu-speaking people also 

finds it difficult to convey their message in English language. To address the issue of coexistence of these 

languages, an efficient framework is needed to summarize the Urdu text and give the important information in 

English language to the readers. Facilitating access to information and promoting communication across 

language boundaries.  

Motivation behind using unsupervised NLP was to deal with the intense model training process of a low 

resource language like URDU. In a supervised trained model, it is difficult to find and made Urdu to English 

parallel corpus. Not to mention the amount of computational resources required for model training.  Instead, 

this paper will move forward with an unsupervised NLP algorithm incorporated in the framework in order to 

deal with a low resource Urdu language.  

 

Leveraging unsupervised over supervised approaches  
 

This section of the study explains why we are leveraging unsupervised NLP approach for cross-lingual text 

summarization instead of using supervised approaches. The choice between two approaches carries a 

substantial impact on the scalability, efficiency, and adaptability of the framework. Using unsupervised NLP 

approach like TextRank offers unparalleled adaptability and flexibility, especially dealing with a low resource 
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language.  

Requiring annotated training data can be a challenging task in handling diverse textual data. On the other 

hand, using supervised approach, basic portion of the framework will rely on labeled examples for training, 

not to mention the number of computational resources that will be required. Unsupervised algorithm like 

TextRank autonomously summarize and analyze textual content. This will make it suitable for low resource 

diverse language like Urdu where labeled corpora may be difficult to get hands on.  

Unsupervised approach mitigates the risk of bias and the need for human annotations, since algorithm operates 

solely on intrinsic properties of the text. Whereas supervised NLP approaches are prone to annotations bias. 

Which in return can heavily influence the quality and performance capabilities of the model.  

Dealing with Urdu to English cross-lingual summarization, the biggest challenges are often related to the 

quality and availability of a linguistic resources, including parallel corpora, dictionary and language models. 

Unsupervised methods alleviate this dependency by leveraging generic patterns and features of a low 

resources’ language. We also cannot ignore the availability of computational resources when it comes to 

training and testing language models in supervised learning. In contrast, unsupervised learning operates 

efficiently on large-scale datasets involving diverse and voluminous textual content.  

Domain adaptability is another factor for choosing unsupervised approach over supervised. Algorithm like 

TextRank enables the data to adapt impeccably to various domains, genres and topic without having to deal 

with domain specific training data. Besides that, the transparency and interpretability of TextRank algorithm 

allow users to interpret the summarization process, especially while dealing with framework formation. 

Supervised models on the hand exhibits black-box behavior, making it difficult to understand the mechanisms 

driving their predictions. In conclusion, by leveraging unsupervised model empowers the framework to 

achieve effective and accurate summarization in diverse linguistic contexts. 

 

1.1. Problem Statement 
 

In a digitally connected world, effectively passing on the information from a low resource language like Urdu 

to a elevated resource language like English can be a challenging task. With the absence of linguistic resources 

and domain-specific data, it is difficult to carry on the task with traditional supervised approaches, which often 

utilize annotated data. Hindering the development of cross-lingual text summarization process. There is an 

absence of scalability and adaptability when it comes to supervised approaches, especially if the content is in a 

low resource language. It limits the accessibility of critical information and blocks cross-lingual 

communication.  

This study adapts a framework to handle this situation; it leverages machine learning translation capabilities to 

bridge the linguistic gap between Urdu and English. Then integration of TextRank algorithm; an unsupervised 

approach enables the process of summarization, facilitating the generation of concise and coherent summaries.  

There is a need for framework, which reduces the use of complex computational resources while data training 

and dealing with a low resource language. Meanwhile effectively dealing with a dataset specifically developed 

for the evaluation of the framework with the help of human generated summaries.  
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1.2. Objective 

 

The main objective of this study is to facilitate cross-lingual text summarization involving low resource 

language and reduce the computational resources by using an unsupervised approach.  

• Accuracy  

• optimize computational efficiency 

• Enhance accessibility of a low resource language  

• Develop robust framework 

• Bridge linguistic gap 

 

1.3. Scope 

 

The scope of this research extends to the development, optimization, evaluation and application of a cross-

lingual text summarization framework using unsupervised NLP technique. We instead of training a model for 

our low resource language, leveraging the unsupervised technique to reduce computational resources and 

effort. In our approach instead of directly dealing with a low resource Urdu language we first converted into a 

high resource English language. This will help in maintaining the accuracy of the content along with 

availability of resources for a high resource language. It will identify limitations and challenges encountered 

during the process.  

The scope includes validating the effectiveness of generated summary by comparing it to the rouge results of 

human generated summary in our dataset. It also involves applying TextRank unsupervised algorithm into the 

framework to atomically generate concise and accurate summaries in English, meanwhile preserving the 

semantic meaning to ensure high quality output. At the end of the results, the framework includes a semantic 

analysis part to give a gist of the overall essence of the positivity or negativity of the text. The study will deal 

with extractive summarization technique; our scope does not include abstractive summarization. 

 

1.4. Research Contributions 

 

Our research contributions are described below 

• Development of a novel framework 

• Enhanced information accessibility 

• Less computational resources consumption with unsupervised model 

• Contribution to multi-linguistic research 

• Improves efficiency in knowledge extraction 

 

1.5. National Needs 

 

In Pakistan, there exist a significant need for the development and implementation of this framework. This 

country consists of a unique linguistic landscape. English is used as an official language to communicate with 

the outside world, meanwhile Urdu is our national language and widely spoken across the country. The co-

existence of both languages has underscored a necessity for effective mechanisms like cross lingual text 

summarization to bridge linguistic barriers. It facilitates in accessing the information across diverse 

communities. The ability to summarize Urdu text document into English assists in research areas, knowledge 

acquisition, professional development, better understanding of content. Moreover, it promotes cross-border 

communication, trade and diplomacy by assisting in interaction with audiences and stakeholders. By 

leveraging the linguistic heritage, Pakistan can embrace the opportunities of digital age and effectively 
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contribute to the global exchange of ideas and information. 

 

 

 

1.6. Applications 

 

There are many possible real world applications of our proposed framework for cross-lingual text 

summarization 

• News aggregation and summarization 

• Disseminating information across language barriers, enabling multilingual content curation 

• Cross cultural communication 

• Enhanced global communication 

• Relevant information access for professional and researchers 

• Legal and regulatory compliance 

• Market analysis; gaining insight into Urdu speaking consumer feedback  

• Analyzing and summarizing business reports  

• Educational content understanding  

• Social media trend monitoring and analyzing for Urdu speaking communities 

• Cross lingual information retrieval from web sources 

• Understanding Urdu based Government and public policy analysis 

 

1.7. Thesis Structure 

 

Our overall thesis structure is as follows: 

Chapter 2: Introduction to main concepts and terminology of framework. In this chapter we will discuss 

major concepts involved in our framework.  

 

Chapter 3: Literature review. Chapter 3 discusses the previous work done on text summarization models 

.  

Chapter 4: Challenges in cross-lingual text summarization process. In this chapter, we will discuss the  

challenges faced in cross-lingual text summarization with low resource language. 

  

Chapter 5: Proposed Framework and its working. This chapter explained the inner working of our 

proposed framework and its parts. 

  

Chapter 6: Results and analysis. In this chapter, we applied our framework to out manually prepared dataset 

and evaluate the results using rouge evaluation. Present the conclusions and evaluate the efficiency of the 

framework.  

 

Chapter 7: Conclusion and future work. This chapter concludes the whole study and future direction of this 

research study. 
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CHAPTER 2:  

 

2. Important Concepts for Cross-Lingual Summarization Framework 

 In this chapter, we will discuss major concepts and terminologies involved in the development of 

cross-lingual text summarization framework.  

 

2.1. Concept of Unsupervised Natural Language Processing NLP 

 

 The Natural Language Processing NLP is a branch of computational linguistic and artificial 

intelligence. Unsupervised NLP means that it will focus on processing and understanding language text 

without relying on labeled data. It does not require a trained label or even explicit data. It leverages structures 

and patterns within the data, unlike supervised learning approaches, which requires labeled datasets for 

training. Unsupervised approach derives insights and identify relationships between nodes and edges. 

Unsupervised NLP targets the hidden patterns, relationships and structures within the given text. The text data 

does not need to be labeled by humans. It is especially helpful when we do not have labeled data for a low 

resource language like Urdu.  

 

2.1.1 Key components of unsupervised NLP 

 

There are four major key components of unsupervised NLP 

1. Text representation 

2. Feature extraction 

3. Clustering & classification 

4. Dimensionally reduction techniques  

 There are four major key components of unsupervised NLP. The first one is Text Representation. In 

this, the unsupervised NLP algorithm represents the text data in an organized form that is appropriate for text 

processing and analysis.  

Then the second one is Feature Extraction, which includes identifying salient features and patterns within the 

text. This includes techniques like word embedding, term frequency inverse document frequency TF-IDF, and 

latent semantic analysis LSA.  

The next component is Clustering & Classification, which is involve in grouping similar documents or works 

together based on their context and features.it includes common clustering algorithms like k-means, DBSCAN 

and hierarchical clustering.  

The fourth one is Dimensionally Reduction techniques, which deals with high dimensional data. Techniques 
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like t-distributed stochastic neighbor embedding T-SNE are used.  

In text summarization unsupervised technique aims to extract the most significant information from the given 

text. Our proposed framework uses one of such algorithms called TextRank. It identifies the key sentences 

based on their score importance.  Evaluation of unsupervised NLP can become challenging due to lack of 

subjective nature of text analysis. Despite its challenges, it remains a powerful technique in understanding, 

analyzing and deriving value from natural language text.  

 

2.2 Cross-lingual Text Summarization 

Cross-lingual text summarization is a process of condensing textual content written in one language into a 

summarized short form in the target language. The key information and core meaning should be preserved at 

the end. The end purpose is to enable the users to grasp the whole concept of text in a short summary in a 

language that they understand. 

 

Figure 1 2.2 Basic overview of cross-lingual summarization 

 

The main challenge that occurs in cross lingual text summarization is language variability. This variation 

includes syntax, structure and semantics of the low resource language we are working with. The next 

challenge will be to preserve the cultural nuance of the language and accuracy of the summary. In our case, 

since we are dealing with a low resource language like Urdu, so there might be an ambiguity in language that 

is the main reason behind using translator to first convert our low resource language into a high resource 

language. Another limitation is the availability of parallel corpora. 
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2.3 ROUGE Evaluation Metrics 

Rouge evaluation metric, which stands for Recall-Oriented Understudy for Gisting Evaluation, is majorly used 

to evaluate the quantitative quality of machine learning outputs and text summarization. These metrics 

evaluates the summaries or translated texts by comparing them to the reference summaries. It provides 

quantitative measures of the similarities and effectiveness of the summaries. These metrics are essential for 

evaluating the performance of summarization systems. There are a few important components of rouge metric. 

 

 

Figure 2 2.3 ROUGE method process 

2.3.1 Recall 

Recall measures the extent to which the information of the text is being covered by the generated summary, 

when compared to the reference summary. It is computed by comparing the ratio of number of overlapping 

words or sequences of words between reference and generated summaries to the total number of n-grams in 

the reference summary. It is essential since it captures the comprehensiveness that our generated summary 

show in apprehending the important information from the reference text. 
 

2.3.2 Precision 

Precision measures the degree of containing only relevant information from reference summary in the 

generated summary. It ensures that the generated summary contains the relevant important information and is 

focused on the main idea along with a concise output. 
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2.3.3 F1 Score 

F1 score is widely used metric for evaluating the complete effectiveness of the translation and summarization 

systems. It considers both the relevance and coverage of the generated summary. An effectively balanced 

summary will show a high F1 score. 

 

2.3.4 ROUGE-N (N-gram Overlap) 

It evaluates the overlaps of words and sequence of words between the reference and generated summaries. It 

includes different values of N, such as Rouge-1, Rouge-2 and Rouge-L calculates the rouge metric for longest 

common subsequence overlap. Rouge-N is responsible for capturing the accuracy of similarity between both 

summaries. 

2.3.5 ROUGE-L (Longest Common Subsequent) 

Rouge-L measures the lengthiest common subsequence between the both summary. It takes into account the 

longest similar sequence of words that is present in both the summaries. It gives an insight into the structural 

similarity of the output. It is useful for evaluating the coherence and fluency of summaries.  

Higher recall values show that there is a strong coverage of information between the generated and reference 

summaries. Meanwhile higher precision values indicate the more relevancy of information between generated 

and reference summaries. Therefore, in conclusion, rouge metric plays a crucial role in giving a quantitative 

evaluation of a subjective generated summarized text. 

 

2.4 Extractive Text Summarization 

In extractive text summarization, only the important sentence from the original content is selected and 

extracted into the summary output. Extractive summarization preserves the original content and context of the 

provided text. The main aim is to condense a large volume of text into a short more understandable version 

meanwhile maintaining the original context of the text. 

Extractive text summarization happens in various steps. Firstly, the text is tokenized; stop words are removed, 

along with stemming and other pre-processing techniques. Then sentences are ranked based on their 

importance and finally all the top ranked sentences formulate the output-summarized text. For quantitatively 

evaluating the generated summary, we use rouge metrics. 

 

2.5 TextRank Unsupervised NLP Algorithm 

TextRank is an unsupervised NLP algorithm that we will be using in our framework for text summarization. 

Beside text summarization, it is also used for keyword extraction and information retrieval. It draws 

inspiration from Google’s PageRank algorithm. It is graph-based approach, in which the algorithm treats 

document as a graph, where words or sentences are represented as nodes. In addition, relationship between 

these nodes is represented as edges. The semantic similarity and relationships between parts of text is capture 

by the graph structure of this algorithm.  
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By leveraging metrics like cosine similarity, and Jaccard similarity it calculates the similarity between 

sentences.  These similarity metrics are used for evaluating the strength of the connections between sentences 

in the graph. In the graphical representation, sentences are represented as nodes, and weight associated with 

edges shows the similarity between sentences. The more the weight is the stronger is the connection in graph 

and similarity between sentences.  

This algorithm assigns important scores to sentences using an iterative ranking approach. The importance 

score is based on the connection of a sentence with other sentences in the graph. Therefore, in conclusion the 

importance score of one sentence will depend on the score of the sentences it is linked with. However, these 

importance scores are not definitive; they are iteratively getting update based on the importance of the next 

linked sentence. This iterative process comes to an end once the convergence is reached. The convergence 

happens when the importance scores stabilize, and no further significant changes happens afterward between 

the iterations. After that, the sentences with higher scores are considered to be more relevant and will be most 

likely to be included in the final summary. These key sentences with high importance score contain the salient 

information in the document. The selected output sentences will capture the key information and ideas of the 

original text.  

The main advantage of TextRank algorithm is that it does not require a labeled dataset, which is very useful 

for us since we are dealing with a low resource Urdu language. It leverages inherent patterns and relationships 

to identify the key information and ideas within the text. 
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CHAPTER 3:  

 

3. Literature Review 

 In this chapter, we will discuss the previous work done on the cross-lingual text summarization 

domain. In this way, we can identify the areas in which there is a need of our proposed framework. 

  

3.1 Research Questions 

This section will state the important research questions we asked before starting the literature review. 

• What other methodologies are available for cross-lingual text summarization? 

• How do supervised and unsupervised learning approach effect the summarization process with a low 

resource language? 

• What evaluations metrics are used for evaluating the cross-lingual text summarization process?  

• What are the key challenges and limitations associated with cross-lingual text summarization using 

unsupervised NLP? 

• What language specific Urdu to English text summarization parallel corpus available in any previous 

research?  

• What algorithms are used for cross-lingual text summarization and their accuracy level? 

 

3.2  Objectives of Literature Review 

• Find research gaps in the current literature 

• Identify possible future research directions 

• Present our study and research in an organized way 

• Survey the literature in order to find answers for our research questions 

• Identify which algorithms and evaluation methods are commonly used with more accuracy 

 

3.3  Keywords 

Following are the keywords for our literature review 

• Cross-lingual text summarization 

• Unsupervised NLP 

• Translation 
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• Sentiment analysis 

• TextRank 

• Linguistic diversity 

• Machine learning 

• Natural language processing 

• Evaluation metrics 

• Dataset curation 

• Rouge evaluation 

• Extractive summarization  

 

3.4  Inclusion/exclusion Criteria 

Following are the criteria for our research 

• Irrelevant research excluded 

• Literature review for papers involving the keywords 

• Papers from latest years instead of the old ones 

• Papers from the famous database were targeted 

 

3.5  Related Work 

In [1] methodologies are used to alleviate the dependency on labeled data by taking advantage of inherent 

linguistic patters and cross-lingual similarities. This paper includes a promising direction, the integration of 

neural network architecture.   This architecture includes models such as Transformer model that was proposed 

by Vaswani et al.(2017).  These Transformer models capture the long-range dependencies while enables 

proficient encoding and decoding of inputs. This model comprises of decoder and encoder layers. Self-

attention techniques enable the model to emphasis on relevant phrases and words. Additionally, the 

incorporation of multi-head attention mechanisms enables the model to attend to multiple representation 

subspaces simultaneously, further enhancing its expressive power. This paper adopts such approach that 

integrate encoder-decoder attention techniques. They made experimental evaluation of cross lingual English to 

Chinese text. Their technique has shown substantial enhancements over baseline approaches.  

In [2] the authors have proposed a joint learning method in order to align and summarize for cross-lingual text 

summarization.  It includes training a model to address challenges of previous cross-lingual text 

summarization. The trained model summarizes text in one language while aligning representations of that text 

in another language.  Their model uses mappers, it combines cross-lingual summarization and monolingual 

summarization tasks.  
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In [3] an approach is introduced in order to avoid the error accumulations that were faced by using sequential 

translation or summarization methods. They used mixed-lingual pre-training method but instead of task 

specific components, integrated cross-lingual and monolingual tasks. They have improved the cross-lingual 

summarization by using vast monolingual data for language modeling.  

In [4] the paper addresses the shortages in semantic alignment and information compression for low-resource 

language. This paper uses two stage fine-tuning method for low resource language for cross-lingual 

summarization. It integrates mPTMs’ effectiveness along with pipeline methods’ intuitiveness. It leverages 

transformer-based architecture to achieve high performance.  

In [5] this study explores the application of cross-lingual transfer learning. It focuses on two major techniques: 

VecMap and BiVec. The VecMap technique uses linear transformation to map the generated word embedding 

by aligning embedding spaces from different languages into the shared vector space. On the other hand, BiVec 

extracts word representations from multiple languages concurrently, leveraging parallel corpora that generates 

bilingual word embedding. 

In [6] the authors highlighted the evolution of text summarization techniques, its journey from the beginning 

of the summarization techniques to the contemporary era of natural language processing. This paper discusses 

notable techniques using machine learning linguistic analysis and semantic understanding to understand and 

extract key information from the document to formulate a summarized version.  

In [7] Natural Language Processing techniques are used for text summarization. These techniques further used 

the readily available packages in python, R in the programming ecosystem. This paper used two unsupervised 

techniques TextRank and cosine similarity.  Cosine similarity helps in the identification of key phrases and 

sentences within the text corpus. Whereas TextRank selects the sentences based on their importance level to 

deliver the context of the text.  

In [8] the paper introduces an unsupervised extractive text summarization approach. It uses deep auto-

encoders. The framework Ensemble Noisy Auto Encoder ENAE represents a novel advancement in this 

experiment. It used noise and ensemble aggregation.  

In [9] authors address the challenges of text summarization especially in the area of sports specifically in a low 

resource language like Tamil. The paper introduces a technique where it uses a generative stochastic artificial 

neural network and integrates it with Natural Language Processing NLP. It increases the identification and 

abstraction of relevant sentences by using the Restricted Boltzmann Machine RBM and feature vector matrix.  

In [10] authors used algorithms like Mathematical Regression MR and Genetic Algorithm GA. In this 

approach the model generates extractive summaries by learning suitable combinations of feature weights. 

English religious article dataset is used in this paper to perform experiment. 

In [11] the paper discusses trainable machine learning algorithms, and a comparison between their final results 

for text summarization. The proposed approach utilizes classifiers and comprehensive frameworks like Naïve 

Bayes, C4.5 decision trees. Uses statistical measures like linguistic attributes and Mean-TF-ISF. The 

computational results and comparison demonstrate that out of all the used approaches Naïve Bayes classifier 

demonstrate a better output for text summarization.  

In [12] the study focuses on paragraph-level extraction and algorithms used for it. It compares the automated 

extracts with the human generated summaries. The approaches like statistical analysis of word occurrence and 

Heuristics-based paragraph extraction are utilized to achieve the results in this paper  
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In [13] authors have utilized a sentence clustering technique. This approach clusters sentences in the given text 

based on semantic distance. It then calculates accumulative sentence similarity based on each cluster. It also 

incorporates multi-feature combination methods, along with capturing underlying semantic structure of the 

text.  

In [14] the study leverages pre-trained language models like BERT, BART. These models are then fine-tuned 

specifically for Arabic language in this study. It utilizes a novel cross lingual transfer approach to achieve the 

desire text summarization output. It aims to increase the accuracy and performance of language specific text 

summarization systems.  

In [15] authors have introduced cross-lingual text summarization using a X-SCITLDR dataset for multilingual 

summarization of CT-TLDR scientific articles. The study includes direct cross-lingual models along with two-

stage pipelines model. It also explores the effectiveness of fine-tuning and knowledge distillation models. 
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Table 1 3.5-1 Parallel Approach Related Work 

 

Paper Technique and 

Technology 

Improvements Limitations 

[1] Transformer model, 

encoder decoder layer 

substantial enhancements 

over baseline approaches 

Low resource language 

dataset 

[2] Cross lingual mapping of 

context representations + 

joint training with 

monolingual 

summarization  

Improved cross-lingual 

summarization in both 

supervised and unsupervised 

settings 

Pre-trained monolingual 

summarizers and additional 

mappers 

[3] Mixed-lingual pre-

training, optimized 

encoder-decoder 

architecture 

Enhances cross-lingual 

summarization, by 

leveraging immense 

monolingual data 

accomplishing significant 

performance boost 

Limitation of labeled cross-

lingual data for low resource 

languages 

[4] Two stage fine tuning 

method for low resource 

cross-lingual text 

summarization (TFLCLS) 

 

Efficiently improves 

information compression 

and semantic orientation 

Availability of low-resource 

languages dataset 

[5] Cross-lingual transfer 

learning; VecMap and 

BiVec 

Proposes improvements to 

VecMap by introducing 

shared spaces and aligning 

unshared vocabularies 

between languages.  

Obtaining parallel corpora 

and aligning diverse 

linguistic structures 

[6] Transformer-based 

Models (T5-Small, 

DistilBART, mBART), 

deep learning models, 

machine translation, 

abstractive summarization 

MultiNews and XSum 

datasets demonstrates 

significant improvements in 

the quality of the generated 

summaries compared to 

baseline models. 

The approach faces 

limitations such as the 

scarcity of CLS datasets for 

English to Hindi, leading to 

challenges in 

comprehensive model 

training 



15  

[7] NLP approach; TextRank, 

cosine similarity 

Improved accuracy and 

coherence in generating 

summaries 

Limitation in capturing 

contextual relevance and 

semantic nuances 

[8] Ensemble Noisy Auto-

Encoder (ENAE). Deep 

auto encoder (AE) 

Improves robustness and 

discriminative power of 

summarization process 

Multi-lingual documents, 

diverse domains and 

datasets 

[9] Restricted Boltzmann 

Machine RBM, feature 

vector matrix 

Semantic relevance and 

generated summaries 

coherence, enhances 

decision-making tasks  

Reliance on predefined 

features, low resource 

language dataset, domains 

[10] BART, 

Pegasus,CLSTK,LSTM,co

Rank model 

Enhances the summarization 

by creating a robust training 

dataset 

Dependency on the quality 

and comprehensiveness of 

the training dataset. 

[11] Monolingual 

summarization models, 

Linear mappings 

Improves the alignment of 

contextual information, 

generate high-quality 

summaries 

accurately aligning and 

summarizing diverse 

linguistic structures 

[12] Masked Language Model 

(MLM), Cross-lingual 

Masked Language Model 

(CMLM), Denoising 

Autoencoder (DAE) 

The model benefits from 

massive unlabeled data, 

improving its language 

modeling and cross-lingual 

representation capabilities. 

The reliance on pre-trained 

models may introduce 

biases present in the training 

data 

[13] Sentence clustering based 

summarization approach 

Enhances precision and 

relevance of text 

Complexity of clustering 

process, computational 

challenges with large-scale 

dataset 

[14] Multilingual BERT, 

BART-50 

Summarization quality, 

paving a way for language 

specific text summarization 

Reliable dataset for 

abstractive leads, sizeable 

dataset for model training 

[15] Knowledge distillation 

models, fine-tuning 

techniques, multilingual 

encoder-decoder 

architecture 

Enabling wider accessibility 

for resources across 

different domains and 

languages 

Complexity of code-

switched texts, diverse 

linguistic and text contexts 
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3.6 Analysis  

After completing the literature review following are the major gaps  

• Cross-lingual summarization with low resource language 

• Summarization using unsupervised approach 

• Use of computational resources 
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CHAPTER 4:  

 

4. Challenges In Cross-Lingual Text Summarization Using 

Unsupervised NLP 

In this chapter, we will discuss the challenges faced in cross-lingual text summarization using unsupervised 

NLP. The framework proposed to tackle these challenges will be discussed in next chapter [5]. 

 

4.1  Dataset Availability for Urdu Parallel Corpus 

In cross-lingual text summarization, the pivotal point was to find a dataset that meet our requirements for Urdu 

to English cross-lingual text summarization. It serves as the building block of the whole framework. The 

process involves sourcing, curating and annotating of the dataset.  

One of the major roadblocks in preparing this particular dataset was the scarcity of annotated Urdu Corpora. 

Urdu is a low resource language, unlikely widely spoken languages like our target language, English. 

However, for unsupervised approach annotated data serves very little purpose. There are many layers to the 

Urdu language complexity itself; first, it exhibits significant linguistic diversity across different regions and 

dialects. Another layer of complexity is added with the domain specificity of the given Urdu textual content. 

Texts from various domains; sports, health, entertainment, academic, politics, social media and a few more. 

These types of categorized texts may require a domain-specific preprocessing technique to ensure the accuracy 

and relevancy of text summarization.  

Addressing the cultural and linguistic nuance is one of the significant factors that needs to be fulfilled while 

preparing the dataset. In addition to preparing dataset, the integration of machine learning methods is essential 

for the preparation. In conclusion, overcoming the challenges associated with dataset preparation; domain 

specificity, dataset scarcity, linguistic variations and cultural nuances I essential for the development of a 

reliable dataset for text summarization framework.   

 

4.2  Urdu Linguistic – Semantic Ambiguity  

In the context of Urdu to English text summarization, semantic ambiguity refers to an occurrence where words 

and phrases have different meanings and interpretations. These complexities pose a challenge to accurately 

capture the semantic meaning of a low resource language. Especially in Urdu language where certain words or 

phrases can lead to confusion by having the same word with different meaning depending on the context. 

  

4.3  Adaptation & Transfer of Cross-Lingual Context 

The effective transfer & adaptation of context of semantic structures, linguistic patterns, and domain-specific 

knowledge is a very crucial subject in summarization tasks. There is a lot of linguistic variation between Urdu 

and English language as our source and target language respectively.  There is a significant variation in terms 

of vocabulary, syntax and morphology of these two languages. Therefore, there is a challenge for direct 

transfer of content between these two languages. In addition to this, jargon and domain-specific terminology 

presents additional challenges in cross-lingual transfer. In conclusion, all these mentioned issues need a 
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nuances approach that will address all these challenges effectively and accurately.  

 

4.4 Linguistic Diversity- Domain Specific Terminology & Jargon 

There is a direct challenge faced in cross lingual text summarization and that is of lack of direct equivalents of 

Urdu domain-specific words in English. Like any other diverse and culturally enrich language; Urdu also 

encompasses a vast array of vocabulary and terminology that is domain specific. Therefore, the crucial task is 

to accurately understand the context of this domain-specific content. Effective handling of domain-specific 

terminologies demands access to glossaries, ontologies and knowledge bases relevant to the domain of 

interest.  

4.5 Validation & Evaluation of Generated Results 

Evaluating and validating result of any developed framework is a crucial step to identify the success level of 

the system. In case of cross lingual text summarization, since the results are in subjective form, so evaluation 

metrics should be selected in order to measure the performance of the framework. Nevertheless, the 

challenging task is to directly be applying any evaluation metrics to the text summarization task. It can show a 

low accuracy and effectiveness due to the mismatch in reference and generated summaries. The lack of 

interpretability and subjectivity makes it a challenging task to determine the true quality of the generate 

summary. 
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Chapter 5:  

 

5. Proposed Cross-Lingual Extractive Text Summarization 

Framework & Its Working 

In this chapter, we will introduce our framework for cross lingual text summarization using unsupervised 

NLP. The main purpose of introducing this framework is to deal with all the mentioned challenges in chapter 

4. In order to do so, we are leveraging knowledge from a high resource language (ENGLISH) to improve 

summarization quality in a low resource language that will be URDU in this case. We will be utilizing 

unsupervised NLP algorithm for extractive text summarization.  

Upon completion, this framework aims to address the challenges associated with cross lingual text 

summarization involving a low resource language. All of this will be done while maintaining the fidelity of 

original content.  This framework approach involves a comprehensive pipeline that encompasses data set 

preparation, translation, algorithmic implementation, and evaluation and post summarization semantic 

analysis.   

 

5.1  Dataset Preparation 

The cornerstone of this methodology lies in the manual preparation of this dataset. Since we are dealing with a 

low resource URDU language it is difficult to find the exact dataset that will render to our framework’s 

requirements. This dataset is a curation of URDU corpus texts with their English summaries. 

This dataset serves as the foundation of evaluating our framework based on unsupervised NLP algorithm. 

Each text in the dataset undergoes manual summarization by human. Providing reference summaries and 

rogue scores against which the framework generated summaries will compare. 

Following are the steps that we performed for dataset preparation.    

 

5.1.1 Urdu Corpus News Dataset Creation 

We began by curating Urdu corpus dataset, this dataset comprises of a diverse and wide range of topics and 

domains. The drive behind selecting news data from diverse range of topics is to ensure that our framework 

works on all sort of data. These diverse fields may include technology news articles, business related news, 

health, politics, sports and a few other domains. 
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Figure 3 5.1.1 Urdu text column of dataset 

 

 

5.1.2 Addition of English Reference Summary 

By leveraging existing sources and translation tools, in the next step of manual dataset formulation, we append 

the corresponding English summaries of the same Urdu corpus obtained from diverse origin of news articles. 

This step will facilitate the cross lingual summarization. 
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Figure 4 5.1.2 Translated English Text 

 

These English summaries will serve as the reference summaries that then further use for evaluating rogue 

scores against both human generated summaries and framework-generated summaries.  

 

 

Figure 5 5.1.2 Reference English Summary 
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5.1.3 Adding Manually Written Summaries 

In parallel, we manually added human generated English extractive summaries for each Urdu article. These 

summaries will be use further in rogue score calculation. These scores are compare with the framework-

generated summary’s score. This evaluation will help us in understanding the efficiency and accuracy of our 

framework.  

The main motivation behind adding this step was to tackle the issue of a low resource language dataset.  Since 

there is no dataset that is specifically available for this study, so we added our own elements and generated 

this dataset. 

 

Figure 6 5.1.3 manually written summaries 

 

 

5.1.4 ROUGE Score Calculation 

 In order to measure the quantitate value of a summary we use ROUGE to assess this matrix. This will 

quantitatively assess the similarity between our reference English summary and manually human generated 

summary.   

Here is the breakdown of ROUGE score calculation: 
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a. ROUGE-1 (Unigram Overlap) 

This Rouge matrix is responsible for evaluating the accuracy of word selection. It is done by measuring the 

intersect of unigrams. Unigrams are individual words between the reference summaries and generated 

summaries. 

b. ROUGE-2 (Bigram Overlap) 

Rouge-2 provides an insight into the consistency and continuity of the summary. It is achieved by evaluating 

the overlap of bigrams, which includes similar sequence of words between the generated and reference 

summaries. 

c. ROUGE-L (Longest Common Subsequence) 

To measure the structural similarity between reference and generated summaries we will use Rouge-L. It will 

calculate the extended common subsequence of words between the both the  reference summaries. 

d. ROUGE-W (Weighted LCS) 

It is a weighted version of ROUGE-L. It considers the length of the longest common subsequence relative to 

the total number of words in the reference summary.  

All of the above Rouge metric contributes to a more detailed evaluation of the quality of summarization.  

5.1.4.1 ROUGE Score Calculation Example 

Let us discuss a sample example for a sample calculation of ROUGE scores. 

Reference summary Human generated summary 

"The government announced new measures to 

tackle unemployment rates, including job 

creation programs and incentives for small 

businesses." 

"Government introduces initiatives to combat 

unemployment, such as job creation schemes 

and support for small enterprises." 

 

a. ROUGE-1 calculation (Unigram Overlap): 

ROUGE-1 precision = 
𝑵𝒐.𝒐𝒇 𝒐𝒗𝒆𝒓𝒍𝒂𝒑𝒑𝒊𝒏𝒈 𝒖𝒏𝒊𝒈𝒓𝒂𝒎𝒔 𝒊𝒏 𝒈𝒆𝒏𝒆𝒓𝒂𝒕𝒆𝒅 𝒔𝒖𝒎𝒎𝒂𝒓𝒚

𝑻𝒐𝒕𝒂𝒍 𝑵𝒐.𝒐𝒇 𝒖𝒏𝒊𝒈𝒓𝒂𝒎𝒔 𝒊𝒏 𝒈𝒆𝒏𝒆𝒓𝒂𝒕𝒆𝒅 𝒔𝒖𝒎𝒎𝒂𝒓𝒚
 

ROUGE-1 recall = 
𝑵𝒐.𝒐𝒇 𝒐𝒗𝒆𝒓𝒍𝒂𝒑𝒑𝒊𝒏𝒈 𝒖𝒏𝒊𝒈𝒓𝒂𝒎𝒔 𝒊𝒏 𝒈𝒆𝒏𝒆𝒓𝒂𝒕𝒆𝒅 𝒔𝒖𝒎𝒎𝒂𝒓𝒚

𝑻𝒐𝒕𝒂𝒍 𝑵𝒐.𝒐𝒇 𝒖𝒏𝒊𝒈𝒓𝒂𝒎𝒔 𝒊𝒏 𝒓𝒆𝒇𝒆𝒓𝒆𝒏𝒄𝒆 𝒔𝒖𝒎𝒎𝒂𝒓𝒚
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Overlapping unigrams:  

Total 13 overlaps unigrams in reference summary 

"government", "introduces", "initiatives", "to", "combat", "unemployment", "such", "as", "job", "creation", 

"schemes", "and", "for" 

Total 18 overlaps unigrams in reference summary: 

"the", "government", "announced", "new", "measures", "to", "tackle", "unemployment", "rates", "including", 

"job", "creation", "programs", "and", "incentives", "for", "small", "businesses" 

ROUGE-1 precision = 
13

13
 = 1.0 

ROUGE-1 recall = 
13

18
 = 0.7222 

 

b. ROUGE-2 calculation (Bigram Overlap): 

ROUGE-2 precision = 
𝑵𝒐.𝒐𝒇 𝒐𝒗𝒆𝒓𝒍𝒂𝒑𝒑𝒊𝒏𝒈 𝒃𝒊𝒈𝒓𝒂𝒎𝒔 𝒊𝒏 𝒈𝒆𝒏𝒆𝒓𝒂𝒕𝒆𝒅 𝒔𝒖𝒎𝒎𝒂𝒓𝒚

𝑻𝒐𝒕𝒂𝒍 𝑵𝒐.𝒐𝒇 𝒃𝒊𝒈𝒓𝒂𝒎𝒔 𝒊𝒏 𝒈𝒆𝒏𝒆𝒓𝒂𝒕𝒆𝒅 𝒔𝒖𝒎𝒎𝒂𝒓𝒚
 

ROUGE-2 recall = 
𝑵𝒐.𝒐𝒇 𝒐𝒗𝒆𝒓𝒍𝒂𝒑𝒑𝒊𝒏𝒈 𝒃𝒊𝒈𝒓𝒂𝒎𝒔 𝒊𝒏 𝒈𝒆𝒏𝒆𝒓𝒂𝒕𝒆𝒅 𝒔𝒖𝒎𝒎𝒂𝒓𝒚

𝑻𝒐𝒕𝒂𝒍 𝑵𝒐.𝒐𝒇 𝒃𝒊𝒈𝒓𝒂𝒎𝒔 𝒊𝒏 𝒓𝒆𝒇𝒆𝒓𝒆𝒏𝒄𝒆 𝒔𝒖𝒎𝒎𝒂𝒓𝒚
 

Total No. of bigrams in human generated summary: 15 

"government introduces", "introduces initiatives", "initiatives to", "to combat", "combat unemployment", 

"unemployment such", "such as", "as job", "job creation", "creation schemes", "schemes and", "and support", 

"support for", "for small", "small enterprises" 

Total No. of bigrams in reference summary: 17 

"the government", "government announced", "announced new", "new measures", "measures to", "to tackle", 

"tackle unemployment", "unemployment rates", "rates including", "including job", "job creation", "creation 

programs", "programs and", "and incentives", "incentives for", "for small", "small businesses" 

Number of overlapping bigrams: 12  

"government introduces", "introduces initiatives", "to combat", "combat unemployment", "unemployment 

such", "such as", "as job", "job creation", "creation schemes", "schemes and", "and for", "for small"  

ROUGE-2 precision = 
12

 15
 = 0.8 

ROUGE-2 recall = 
12

 17
 = 0.7058 
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c. ROUGE-L calculation (Longest common subsequence): 

ROUGE-L precision = 
𝑳𝒆𝒏𝒈𝒕𝒉 𝒐𝒇 𝑳𝑪𝑺

𝑻𝒐𝒕𝒂𝒍 𝑵𝒐.𝒐𝒇 𝒘𝒐𝒓𝒅𝒔 𝒊𝒏 𝒈𝒆𝒏𝒆𝒓𝒂𝒕𝒆𝒅 𝒔𝒖𝒎𝒎𝒂𝒓𝒚
 

ROUGE-L recall = 
𝑳𝒆𝒏𝒈𝒕𝒉 𝒐𝒇 𝑳𝑪𝑺

𝑻𝒐𝒕𝒂𝒍 𝑵𝒐.𝒐𝒇 𝒘𝒐𝒓𝒅𝒔 𝒊𝒏 𝒓𝒆𝒇𝒆𝒓𝒆𝒏𝒄𝒆 𝒔𝒖𝒎𝒎𝒂𝒓𝒚
 

Longest common subsequence: 

"government", "introduces", "initiatives", "to", "combat", "unemployment", "such", "as", "job", "creation", 

"schemes", "and", "for" 

ROUGE-L precision = 
13

 14
 = 0.928 

ROUGE-L recall = 
13

 18
 = 0.722 

 

d. ROUGE-W calculation (weighted LCS): 

ROUGE-L precision = 
𝑳𝒆𝒏𝒈𝒕𝒉 𝒐𝒇 𝒘𝒆𝒊𝒈𝒉𝒕𝒆𝒅 𝑳𝑪𝑺

𝑻𝒐𝒕𝒂𝒍 𝑵𝒐.𝒐𝒇 𝒘𝒐𝒓𝒅𝒔 𝒊𝒏 𝒈𝒆𝒏𝒆𝒓𝒂𝒕𝒆𝒅 𝒔𝒖𝒎𝒎𝒂𝒓𝒚
 

ROUGE-L recall = 
𝑳𝒆𝒏𝒈𝒕𝒉 𝒐𝒇 𝒘𝒊𝒆𝒈𝒉𝒕𝒆𝒅 𝑳𝑪𝑺

𝑻𝒐𝒕𝒂𝒍 𝑵𝒐.𝒐𝒇 𝒘𝒐𝒓𝒅𝒔 𝒊𝒏 𝒓𝒆𝒇𝒆𝒓𝒆𝒏𝒄𝒆 𝒔𝒖𝒎𝒎𝒂𝒓𝒚
 

Longest common subsequence: 

Same as Rouge-L 

ROUGE-W precision = 
13

 14
 = 0.928 

ROUGE-W recall = 
13

 18
 = 0.722 

The above comprehensive calculations provide precision and recall value for each ROUGE metric. It offers a 

better insight into the completeness and accuracy of quantitative evaluation of summaries, for our dataset as 

well as for the framework-generated summaries.  
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Table 2 5.1.4.1 ROUGE score Calculation 

Manual summary rouge score 

Rouge-1 Rouge-2 Rouge-L Rouge-W 

Precision Recall Precision Recall Precision Recall Precision Recall 

0.1 0.7222 0.8 0.706 0.928 0.722 0.93 0.722 

 

5.2  Urdu to English Text Translator- Google Translator Library 

In the next part of our framework, after setting up the dataset and calculating rogue score for summary 

evaluation, the next step of our framework is translating Urdu summaries into English using deep translator’s 

Google translator library. This step is crucial, as it will aid in converting low resource language like URDU to 

convert into a high resource language. However, the important thing is to check and evaluate the accuracy of 

this using this part of the code. It is important to keep the original content intact otherwise; it might affect the 

output of our generated summary.  

The google translate library interacts with the google translate API. Which allows it to integrate translation 

functionality into the framework.  

First, we will provide URDU text that we want to translate into English. After that, the library breaks down the 

text into words or sub words in order to tokenize it. Breaking down the text into smaller linguistic units will 

prepare the text for translation.  

After tokenization, a translation request then initialized by Google Translator library to the API. This 

translation request includes three essential part. First, one is the input text, which will be the tokenized Urdu 

text. The second portion contains the source language information that will be URDU in our case. Finally, the 

third portion contains Target language information, which is English. An http request initiated for this 

communication between translator library and API.  
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Figure 7 5.2 Translation Process using Google Translator API 

 

After that, the library authenticates the request with the Google translator API using the API key provider. 

Then, it processes the input text and translates it into desired English output. The API identifies the linguistic 

elements in the provided Urdu text. It will consider the Urdu language rules along with grammar, syntax and 

other language dependent factors in order to ensure accuracy and coherency. The translation engine will 

consider the context of the inputted Urdu text for more accurate results.  

The API then sends back the translated output as a response to the initiated translation request. The translator 

library handles the response and extracts the translated English text from the API, and displays our output as 

shown in the given example snapshot. 
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Figure 8 5.2 Code Snippet of Google Translator 

 

5.3   Text Summarization Using TextRank Algorithm 

Going forward with unsupervised text summarization using NLP we will be applying TextRank algorithm. It 

is an unsupervised NLP algorithm, so it does not require a labeled dataset for training. Instead of that, it will 

rely on inherent relationships and patterns within the text in order to identify significant information.  

This algorithm will leverage graph based ranking methods to extract and summarize keywords. These 

keywords are extracted based on the semantic similarity and co-occurrences of words and key sentences 

within the document.  
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Figure 9 5.3 Text Pre-processing flow chart 

 

Tokenization: the first step will be to tokenize the inputted text into words and sentences. The text will be 

broken down into smaller linguistic units for further processing. Text representation: the tokenized input text 

as a graph where each sentence and words are nodes and edges represent the semantic similarity and co-

occurrence. Graph representation is constructed by using the same edges. 
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Figure 10 5.3 TextRank Algorithm working Flow Chart 

 

Edge weighting: after the graph is constructed, the nodes relationships are allotted edge weights. In this case, 

we are applying cosine similarity as a semantic similarity measure. After that, the Graph Based Ranking will 

be used to assign importance scored to sentences and words nodes based on their connections to other nodes.  

After scoring the algorithm, TextRank will iteratively updates the importance based on the importance scores 

of neighboring nodes. In order to influence the graph, structure a damping factor is involve in this updating. 
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This iterative process continues until convergence. At this stage, the importance scores of nodes stabilize. 

 

Figure 11 5.3 Code Snippet of TextRank 

 

Sentence or Word Importance; higher importance scores of sentences and words are more likely to be included 

in the summary. For summary extraction, the algorithm will select the sentence with higher importance than 

the other will. Even if the document is long, this algorithm is robust so it will still identify the key information 

from any noise and redundancy information in the text. 

 

 

Figure 12 5.3 Code Snippet of TextRank Algorithm output 

 

 

 

 



32  

5.4  Sentiment Analysis 

The fourth component of our framework is adding sentiment analysis. This component does not have a direct 

impact on the generated summary, instead it is employed to give the readers an insight if the objective aspect 

of the text. It provides additional context about the summarized text. It enriches the reader’s understanding of 

the subject that is being discussed in our provided text. It informs us whether the content is negative or 

positive in sense of tine, subjective perspective and overall sentiment. It provides a deeper comprehension to 

our output. Thus, enabling the reader to assess the text’s relevance, implications and impact. Also facilitates 

the interpretation of summarized information.   

Since the addition of this part will not directly influence the output of the generated text, but it will enhance 

the understanding of the text. Sentiment analysis will detect the emotional tone and sentiment polarity 

expressed within the text. By analyzing the sentiment of the text, the framework can determine the core 

concerns, emotions and attitude conveyed in the content.  

In order to catalogue content into separate sentiment categories, such as +ve, -ve or neutral, natural processing 

technique is incorporate in sentiment analysis. These sentiments are determined by analyzing sentiment 

lexicons, contextual cues and linguistic features. In this way, we can enhance the depth of the generated 

summaries. The framework can provide more holistic representation of the content.  

For sentiment analysis algorithm, first we import necessary library. For this algorithm, the code will import 

NLTK library for sentiment analysis. After that, sentiment analyzer is initialized from NLTK library.  

The input text will be tokenized into the sentences. It is one of the crucial steps of sentiment analysis, as it is 

performed at the sentence level. For each sentence, the algorithm tokenizes the words, and remove stop words. 

VADER sentiment analyzer function then compound score to represent the overall sentiment of the sentence.  

Frequency of key phrases identified in the sentence is add to the final count to determine the overall sentiment.  
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Figure 13 5.4 Sentiment Analysis Flow 

 

If the VADER compound score is greater than 0.05, the output will be positive. If it is less than -0.05, the then 

it is negative; otherwise, the sentiment is considered neutral. At the end of the output, this algorithm outputs 

some key words identified in the text that contributes to the sentiment and their respective frequencies.  
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5.5  ROUGE Score Calculation 

To estimate the quality of framework-generated summaries, a set of metrics; ROUGE will be used in this 

section of the framework. The results of this ROUGE metrics will then be compared to the ROUGE score of 

reference summaries from over manually curated dataset. ROUGE scores classically comprise of components 

like recall, precision, F1 scores for n-gram and l-gram matches.  

Our reference summary for example usage is as below: 

 

Figure 14 .5 Reference summary code snippet 

 

Framework-generated summary for example usage is as below: 

 

Figure 15 5.5 Framework-generated summary code snippet 

 

The algorithm will tokenize both the input texts, reference summary and framework generated summary. In 

order to identify the matching n-grams or l-grams between both the summaries, algorithm compare these 

tokenized sequences.  By aggregating the precision, recall and F1-score across all the l-grams or n-grams in 

the summaries, it computes the ROUGE scores. 
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Figure 16 5.5 ROUGE score function code snippet 

 

 

After calculating the ROUGE scores, the output printed for all ROUGE-1, 2 and L scores against each 

parameter. All of these terminologies have already been explained in the previous chapters.  

 

Figure 17 5.5 Code snippet ROUGE score final step 
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CHAPTER 6:  

 

6. Results and Analysis 

In this chapter, we will evaluate our framework by running it on a sample entry from our manually curated 

dataset.  The framework incorporates various components including, dataset preparation, translating language 

with limited resources like Urdu to a high resource language English, summarization, sentiment analysis, and 

evaluation using ROUGE metrics. The analysis of the results we receive from the framework will be mainly 

focused on comparing the rouge scores between manually generated summary scores and framework 

generated summary scores. It will provide an insight into the effectiveness of the framework in producing 

informative and accurate extractive text summarization. For the analysis purposes, we will be moving forward 

with a chunk of 50 records from our dataset. 

 Manual Dataset Preparation Results 

Our manually curated dataset serves as a benchmark for the evaluation of framework. Since we do not have 

any prior study results to compare our results with, that is specifically design for Urdu to English cross lingual 

text summarization. Each textual content is curated carefully in the dataset, along with the human written 

manual summaries that will capture the key information from the corresponding translated English content.  

The analysis of the dataset will eventually lead us to evaluate the quality of our framework generated 

summaries.  

The first column of our dataset contains the original Urdu textual content, while the second column displays 

the translated English counterparts that is the result of our first part of framework; translation part.  
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Figure 18 6.0 First column of dataset – Urdu text content 

 

The second column displays the translated English counterparts that is the result of our first part of framework; 

translation part. 
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Figure 19 6.0 Translation code snippet 

 

 

Figure 20 6.0 Translation output snippet 

 

 

Figure 21 6.0 Second column of dataset – English translated text 
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Next column includes the reference English summary. The manually written summaries is in the next column, 

as seen in the attached below snapshot. The reference summary serves as a reference point for comparison.  

 

Figure 22 6.0 Third column of dataset – Reference English summary 

 

 

Figure 23 6.0 manually written summaries column 

 

 

The next few columns in the results screenshot depict the calculation of ROUGE scores. These scores 

calculated between manually written summaries against the reference summaries.  

 

 

Figure 24 6.0 Manual summaries rouge score calculation code snippet-1 
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Figure 25 6.0 Manual summaries rouge score calculation code snippet-2 

 

Figure 26 6.0 Manual summaries rouge score calculation output snippet 

 

This step is crucial, with the help of it we will be able to measure the similarity between these two summaries 

in terms of recall, precision and F1-score. The below mentioned table snippet shows the calculated rouge score 

values of manual written summaries.  
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Figure 27 6.0 ROUGE scores of manually written summaries 

 

The ROUGE evaluation provides insights into the association between these two summaries. These scores will 

be further use for comparing it to assess the effectiveness of framework-generated summaries.   

 

Moving forward, this set of results screenshots represents the framework-generated summaries in the 

subsequent column. These summaries are produced using our cross lingual text summarizer framework, 

incorporating a translator and unsupervised NLP technique: TextRank.  

 

Precision Recall F1 score Precision Recall F1 score Precision Recall F1score

0.6350 0.5100 0.5660 0.3750 0.2720 0.3150 0.5940 0.4780 0.5300

0.6880 0.4330 0.5320 0.5270 0.2660 0.3530 0.6660 0.4190 0.3530

0.4920 0.4070 0.4460 0.2027 0.1530 0.1744 0.4920 0.4078 0.4460

0..753 0.5680 0.6480 0.5240 0.4029 0.4550 0.7402 0.5580 0.6360

0.4070 0.3020 0.3460 0.1527 0.1208 0.1340 0.3510 0.2602 0.2990

0.7846 0.6456 0.7083 0.6835 0.5094 0.5838 0.7538 0.6203 0.6806

0.5244 0.4574 0.4886 0.3445 0.3228 0.3333 0.5244 0.4574 0.4886

0.6500 0.6566 0.6533 0.4597 0.4286 0.4436 0.6300 0.6364 0.6332

0.6341 0.4727 0.5417 0.4375 0.3182 0.3684 0.6341 0.4727 0.5417

0.5843 0.5361 0.5591 0.3583 0.3209 0.3386 0.5730 0.5258 0.5484

0.3600 0.3462 0.3529 0.1930 0.1719 0.1818 0.3000 0.2885 0.2941

0.8222 0.5362 0.6491 0.6275 0.3810 0.4741 0.8000 0.5217 0.6316

0.4677 0.5577 0.5088 0.2169 0.2769 0.2432 0.4516 0.5385 0.4912

0.4563 0.4352 0.4455 0.2824 0.2517 0.2662 0.4563 0.4352 0.4455

0.6264 0.5135 0.5644 0.3790 0.3264 0.3507 0.5934 0.4865 0.5347

0.3134 0.3818 0.3443 0.1304 0.1385 0.1343 0.3134 0.3818 0.3443

0.4250 0.5231 0.4690 0.2661 0.3258 0.2929 0.4125 0.5077 0.4552

0.4565 0.5122 0.4828 0.3208 0.3617 0.3400 0.4348 0.4878 0.4598

0.4138 0.4045 0.4091 0.2177 0.2126 0.2151 0.3908 0.3820 0.3864

0.6140 0.5072 0.5556 0.4028 0.3222 0.3580 0.5965 0.4928 0.5397

0.6271 0.5211 0.5692 0.4783 0.3793 0.4231 0.6271 0.5211 0.5692

0.7170 0.6786 0.6972 0.5077 0.5000 0.5038 0.6981 0.6607 0.6789

0.4769 0.4397 0.4576 0.3115 0.2767 0.2931 0.4769 0.4397 0.4576

0.6190 0.5306 0.5714 0.3878 0.2969 0.3363 0.6190 0.5306 0.5714

0.3854 0.3491 0.3663 0.2000 0.1778 0.1882 0.3646 0.3302 0.3465

0.4884 0.4286 0.4565 0.2128 0.1818 0.1961 0.4419 0.3878 0.4130

0.5111 0.5349 0.5227 0.2101 0.2212 0.2155 0.5111 0.5349 0.5227

0.6699 0.5948 0.6301 0.4662 0.4052 0.4336 0.6408 0.5690 0.6027

0.6129 0.6706 0.6404 0.4839 0.4839 0.4839 0.5914 0.6471 0.6180

0.5205 0.5278 0.5241 0.2660 0.2778 0.2717 0.4932 0.5000 0.4966

0.5510 0.3913 0.4576 0.2969 0.2317 0.2603 0.5306 0.3768 0.4407

0.5888 0.5625 0.5753 0.3623 0.3185 0.3390 0.5327 0.5089 0.5205

0.4487 0.3723 0.4070 0.2500 0.1866 0.2137 0.4231 0.3511 0.3837

0.5057 0.5238 0.5146 0.3455 0.3220 0.3333 0.4943 0.5119 0.5029

0.5610 0.6866 0.6174 0.3810 0.4651 0.4188 0.5122 0.6269 0.5638

Rouge-1 Rouge-2 Rouge-L

Manual summary rouge score
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Figure 28 6.0 TextRank algorithm code-1 

 

 

Figure 29 6.0 TextRank algorithm code-2 

 

 

 

Figure 30 6.0 Framework-generated text output 
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Figure 31 Figure 14-6.0 Framework-generated text column 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The next set of screenshots contains Sentimental analysis part of the framework. As mentioned earlier, this 

part of the framework will not have a direct impact on the output of the generated summary. However, this 

part of the framework will provide a deeper insight into the overall context of the generated summary. It tells 

the reader about the essence of the text, either its positive, negative or neutral content. Along with that, it 

provides a little more detail into those keywords that sums up the sentiment analysis result. Our code will be 

implementing VADER sentiment analyser.  
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Figure 32 6.0 Code snippet for sentiment analysis 

 

Figure 33 6.0 Output for sentiment analysis code 

 

The final set of screenshot results shows the ROUGE scores calculations. These calculations are similar to the 

manual summaries. The scores represent the quantification of similarity between the reference summary and 

framework-generated summaries. The next step shows the comparison between the ROUGE scores of 

manually written summaries and framework written summaries. 
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Figure 34 6.0 Rouge score calculation code snippet-1 

 

Figure 35 6.0 Rouge score calculation code snippet-2 

 

Figure 36 6.0 Rouge score output for framework-generated summary 
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Figure 37 6.0 Calculated ROUGE scores for framework-generated summaries 

 

 

Precision Recall F1 score Precision Recall F1 score Precision Recall F1score

0.6470 0.7390 0.6900 0.5000 0.5450 0.5210 0.6380 0.7280 0.6800

1.0000 0.6710 0.8033 0.9630 0.6050 0.7430 1.0000 0.6710 0.8030

0.9866 0.9730 0.9801 0.9690 0.9693 0.9693 0.9866 0.9730 0.9801

0.9600 0.9410 0.9504 0.9090 0.8950 0.9020 0.9600 0.9411 0.9504

0.8580 0.9170 0.8870 0.7840 0.8790 0.8290 0.8460 0.9040 0.8740

0.7684 0.9241 0.8391 0.7176 0.8868 0.7932 0.7684 0.9241 0.8391

0.8354 0.7021 0.7630 0.8077 0.6614 0.7273 0.8228 0.6915 0.7514

1.0000 1.0000 1.0000 0.9850 0.9850 0.9850 1.0000 1.0000 1.0000

0.6667 0.9818 0.7941 0.6500 0.9848 0.7831 0.6667 0.9818 0.7941

1.0000 0.7938 0.8851 0.9906 0.7836 0.8750 1.0000 0.7938 0.8851

0.9535 0.7885 0.8632 0.9000 0.7031 0.7895 0.9535 0.7885 0.8632

0.6111 0.4783 0.5366 0.5455 0.4286 0.4800 0.6111 0.4783 0.5366

0.9714 0.6538 0.7816 0.9318 0.6308 0.7523 0.9714 0.6538 0.7816

0.7900 0.7315 0.7596 0.7518 0.7007 0.7254 0.7900 0.7315 0.7596

0.7976 0.6036 0.6872 0.7182 0.5486 0.6220 0.7976 0.6036 0.6872

0.8209 1.0000 0.9016 0.7683 0.9692 0.8571 0.8209 1.0000 0.9016

0.8000 0.9846 0.8828 0.7500 0.9438 0.8358 0.8000 0.9846 0.8828

0.5200 0.9512 0.6724 0.4490 0.9362 0.6069 0.5200 0.9512 0.6724

0.9831 0.6517 0.7838 0.9506 0.6063 0.7404 0.9831 0.6517 0.7838

0.6420 0.7536 0.6933 0.5981 0.7111 0.6497 0.6420 0.7536 0.6933

0.7969 0.7183 0.7556 0.7284 0.6782 0.7024 0.7969 0.7183 0.7556

0.8485 1.0000 0.9180 0.7875 0.9545 0.8630 0.8485 1.0000 0.9180

0.9815 0.7518 0.8514 0.9412 0.6990 0.8022 0.9815 0.7518 0.8514

1.0000 1.0000 1.0000 0.9531 0.9531 0.9531 1.0000 1.0000 1.0000

0.7013 0.5094 0.5902 0.5699 0.3926 0.4649 0.6883 0.5000 0.5792

1.0000 1.0000 1.0000 0.9455 0.9455 0.9455 1.0000 1.0000 1.0000

0.7500 0.6977 0.7229 0.6449 0.6106 0.6273 0.7375 0.6860 0.7108

0.9063 0.7500 0.8208 0.8167 0.6405 0.7179 0.9063 0.7500 0.8208

0.7595 0.7059 0.7317 0.7364 0.6532 0.6923 0.7595 0.7059 0.7317

0.7368 0.7778 0.7568 0.6337 0.7111 0.6702 0.7368 0.7778 0.7568

0.7887 0.8116 0.8000 0.7079 0.7683 0.7368 0.7887 0.8116 0.8000

0.8081 0.7143 0.7583 0.7518 0.6561 0.7007 0.7980 0.7054 0.7488

0.8837 0.8085 0.8444 0.8609 0.7388 0.7952 0.8837 0.8085 0.8444

1.0000 0.9881 0.9940 0.9744 0.9661 0.9702 1.0000 0.9881 0.9940

0.8442 0.9701 0.9028 0.8265 0.9419 0.8804 0.8442 0.9701 0.9028

1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

0.7872 1.0000 0.8810 0.6984 0.9565 0.8073 0.7872 1.0000 0.8810

0.7821 1.0000 0.8777 0.7374 0.9605 0.8343 0.7821 1.0000 0.8777

0.6341 0.5200 0.5714 0.5088 0.4085 0.4531 0.6220 0.5100 0.5604

0.8375 0.7976 0.8171 0.7885 0.7455 0.7664 0.8375 0.7976 0.8171

1.0000 0.7865 0.8805 0.9677 0.7317 0.8333 1.0000 0.7865 0.8805

0.6883 0.6974 0.6928 0.6000 0.5745 0.5870 0.6883 0.6974 0.6928

framework generated summary rouge score

Rouge-1 Rouge-2 Rouge-L
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The major focus of the result analysis is a comparison between the ROUGE scores of framework-generated 

summaries against the scores of manually written summaries. In this way, we can have a better look at any 

similarities and discrepancies in the ROUGE score. 

As we can see the data is providing an insight into the scores, framework generated ROUGE score is closer to 

our original reference summaries, which makes the our framework efficient enough to provide summaries that 

has relevance, accuracy and information as in the original text.   

 

 

Figure 38 6.0 Average of each rouge score for manual summaries 

  

The mentioned above figure shows the average for first 50 records of Rouge scores of manual and framework 

generated summaries.  The data is organized into columns; each represents the Rouge score’s corresponding 

average value. By visualizing these values, we can see the effectiveness of the summarization process of our 

framework generated summaries.  
 

 

Figure 39 6.0 Average of each rouge score for generated summaries 

A higher score of framework generated Rouge score indicates a better alignment and similarity between the 

generated summary and our original content.  

Manual - Rouge 1 
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0.54 0.50 0.52 0.34 0.30 0.32 0.52 0.48 0.49
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Rouge-1 Rouge-2 Rouge-L
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1 Precision

Framework - 

Rouge 1 Recall

Framework - Rouge 
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Framework - Rouge 
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Framework - 

Rouge 2 Recall

Framework - Rouge 

2 F1 score

Framework - Rouge 

L Precision

Framework - 

Rouge L Recall

Framework - Rouge 

L F1score

0.84 0.79 0.80 0.78 0.74 0.75 0.83 0.79 0.80

Precision Recall F1 Score Precision Recall F1 Score Precision Recall F1 Score

0.84 0.79 0.80 0.78 0.74 0.75 0.83 0.79 0.80

Rouge-1 Rouge-2 Rouge-L

Framework Generated Summary
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Figure 40 6.0 Rouge scores comparison bar graph 

 

The bar graph above illustrates the comparison between the average Rouge score of first 50 entries of our 

dataset for both manual written summaries and framework-generated summaries.  

The x-axis of the graph shows each ROUGE score along with precision, recall and F1. The graphical 

visualization shows that framework-generated scores are consistently higher as compared to that of manual 

summary score.  

The next Figure 24-6.0 line chart compares the precision trend of ROUGE-1 scores, between average values 

of manual and framework-generated summaries.  

The trend shows a clear higher consistency of framework generated precision values. The Y-axis represents 

the precision scores. The chart includes two trend lines, red one for framework-generated summary scores, and 

blue for manual summary rouge scores.  
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Figure 41 6.0 Comparison line graph for ROUGE-1 precision trend 

 

The below Figure 25-6.0 line chart compares the F1 scores trend of ROUGE-1, between average values of 

manual and framework-generated summaries.  
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Figure 42 6.0 Comparison line graph for ROUGE-1 F1 score trend 

 

Figure 43 6.0 Comparison line graph for ROUGE-2 F1 score trend 

 

The above graph shows the F1 score trend for each ROUGE-2, as we can visualize the F1 score trend for 

rouge-2 framework-generated summary is consistently higher than manual summary rouge-2 trend. Similarly, 

the next figure shows the same trend for F1 score, but for ROUGE-L.  
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Figure 44 6.0 Comparison line graph for ROUGE-L F1 score trend 

 

 

Figure 45 6.0 Precision trend comparison within manual summary Rouge scores 
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Figure 46 6.0 Precision trend comparison within framework summary Rouge scores 

 

 

 

 

Figure 47 6.0 Recall trend comparison within manual summary Rouge scores 

The above and below mentioned figures figure 30-6.0 and figure 31-6.0 displays the recall trend within the 

manual summary scores and framework summary’s scores respectively.  
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Figure 48 6.0 Recall trend comparison within manual summary Rouge scores 

The above and below mentioned figures figure 30-6.0 and figure 31-6.0 displays the recall trend within the 

manual summary scores and framework summary’s scores respectively.  

 

Figure 49 6.0 Recall trend comparison within framework summary Rouge scores 
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Figure 50 6.0 F1 trend comparison within manual summary scores 

 

The above and below mentioned figures figure 29-6.0 and figure 30-6.0 displays the F1 trend within the 

manual summary scores and framework summary’s scores respectively.  
 

 

 

 

Figure 51 6.0 F1 trend comparison within framework summary scores 
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Upon compiling the above results and evaluating the final scores, it is evident that the summaries generated by 

our framework exhibits more relevance to the original reference summary. By putting the ROUGE scores in a 

graphical representation form exhibits a consistent trend, the framework-generated summary having the 

upward trend.   

This trend underscores the effectiveness of our framework in producing summaries that closely aligns with the 

original reference summary. The higher trend of framework-generated summaries reflects its ability to capture 

and convey more accurate gist of the original content.  
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Chapter 7:  
 

7. Conclusion and Future Work 

In this section, we will conclude our work, and provide an insight into future work recommendations. In 

section 7.1 the conclusion of this research study is explained, and future work is explained in chapter 7.2.  

 

7.1 Conclusions 

Through a series of systemic steps, we embarked on a journey to develop a comprehensive approach for cross-

lingual Urdu to English extractive text summarization. One of the key focuses of this research study was to 

leverage unsupervised learning techniques, instead of supervised learning. We opted for this approach in order 

to save time, resources and computational difficulties generally occur while using the supervised approach.  

Our framework incorporated numerous components, including text translator, text summarization, summary 

evaluator through rouge score, and sentiment analysis for understanding the essence of the summarized text. 

Through this comprehensive framework, we aimed to address changes associated with cross lingual languages, 

especially the low resource language like Urdu. We successfully curated our dataset, using reference 

summaries as well as manually written summaries for the evaluation process.  

Leveraging the translated limited resource language Urdu text to a high resource English language was the key 

decision made for using unsupervised approach. Due to the unpredictability and complexity of language 

patterns, we adopted the translation approach along with the unsupervised TextRank algorithm. By using this 

approach, we were able to avoid the need for large, annotated datasets.  

For a thorough evaluation, we prepared dataset with rouge results for manually written summaries, in order to 

perform comparative analysis with the framework-generated summaries rouge scores the graphical analysis of 

rouge score comparison provided quantitative measures of summary quality. The trend displays a consistent 

high performance trend for framework-generated summaries as compared to the rouge scores of manual 

generated summaries. This trend shows the reliability and effectiveness of our framework in producing high 

quality summaries that closely aligned with the reference summaries and original text. In conclusion, our 

proposed approach is efficient and represents a significant contribution to the file of cross-lingual text 

summarization using unsupervised NLP techniques.  
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7.2 Future Work 

We can further advance the effectiveness and capabilities of our cross-lingual text summarization by applying 

alternative unsupervised algorithms, paving the way for comprehensive applications in diverse contexts and 

domains. Enhancing the performance by utilizing the potential of cross-lingual transfer learning techniques 

could be a way forward in future work.  

Leveraging different language pairs and pre-trained language models can potentially improve the adaptability 

of our framework. Exploration of alternative NLP algorithms along with fine-tuning these models based on 

low resource language can provide novel performance enouncements.  

Additionally, to capture the emotional nuances of original text in a better way, more advanced sentiment 

analysis techniques should be explored.  Integration of multimodal data such as images, text and audio could 

enhance the comprehensiveness of the framework.  

While our research has made significant progresses in the development of cross-lingual summarization 

framework using an unsupervised approach. By addressing these areas of future work, we can further advance 

the effectiveness of our framework. 
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