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Abstract 

This thesis examines the profound legal and ethical implications of deploying Autonomous 

Weapon Systems (AWS) within the frameworks of International Humanitarian Law (IHL), 

International Human Rights Law (IHRL), and International Criminal Law (ICL). It identifies a 

significant accountability gap emerging from the substitution of human decision-making with 

machine autonomy in AWS, thereby challenging the established principles of responsibility within 

these legal regimes. The research questions focus on reconciling AWS development and 

deployment with the imperatives of human control, legal accountability, and moral responsibility, 

alongside exploring the regulation of AWS under IHL and IHRL, the criteria for attributing penal 

responsibility under ICL, and the integration of Meaningful Human Control (MHC) to bridge this 

accountability gap. Utilizing a doctrinal research methodology, this study scrutinizes key treaties, 

customary laws, judicial decisions, and scholarly literature to assess the adequacy of current legal 

norms in addressing the unique challenges posed by AWS. The findings reveal that AWS 

complicate the application of IHL principles of distinction, proportionality, and military necessity, 

while also raising concerns regarding the arbitrary deprivation of life under IHRL and disrupting 

traditional frameworks of criminal responsibility under ICL. The thesis advocates for the 

integration of MHC as a customary law to ensure robust human oversight and intervention in 

critical decision-making processes, thus preserving adherence to legal and ethical standards. By 

emphasizing the need for normative guidelines that sustain human agency and responsibility, the 

study underscores the necessity for states to adapt international legal frameworks to address the 

accountability challenges posed by AWS. Ultimately, the research promotes the incorporation of 

MHC to uphold the principles of human control, legal accountability, and moral responsibility, 

ensuring that the deployment of AWS aligns with fundamental international norms and values. 
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Chapter 1 

 INTRODUCTION 

Carl Schmitt echoes Hegel in his major work "Der Nomos der Erde," where he argues that the rise 

of new forms of power requires the creation of corresponding instruments of force to oppose the 

"other".1 Schmitt made this insight in the late 1940s, the time when the nuclear weapons had shown 

humanity an unprecedented level of destructive power, the fear of annihilation of the whole world, 

the rise of terrifying vocabulary such as ‘nuclear winter’ and ‘Mutually Assured Destruction’ and 

‘Nuclear fall-out’.2 The use of these weapons was crucial in bringing World War II to an end, and 

for the next forty years, anxiety lingered as the USSR and the United States, two superpowers, 

teetered on the verge of nuclear conflict.3 The existential threat to human civilization posed by this 

standoff underscore the importance of Schmitt's observations that the interaction between the use 

of power and weapons has shaped human history since antiquity.  

Carl Schmitt's work also indicate that a weapon frequently predates its era, illustrating 

humanity's tendency and propensity to take advantage of emerging technologies to close gaps in 

the application of force equation. New weaponry has always been developed and used in battles 

throughout history, from catapults to nuclear weapons.4 A striking example in this claim is the 

extensive deploymeny of Unmanned Aerial Vehicles (UAVs) for military purposes, which emerged 

                                                 
1 Carl Schmitt, Der Nomos Der Erde (DUNCKER UND HUMBLOT, 2012), https://doi.org/10.3790/978-3-428-48983-1. 
2 Alan Robock and Owen Brian Toon, “Self-Assured Destruction: The Climate Impacts of Nuclear War,” Bulletin of 
the Atomic Scientists 68, no. 5 (March 2012): 66–74, https://doi.org/10.1177/0096340212459127. 
3 Michael C. Horowitz, Paul Scharre, and Alexander Velez-Green, “A Stable Nuclear Future? The Impact of 
Autonomous Systems and Artificial Intelligence” (arXiv, December 13, 2019), http://arxiv.org/abs/1912.05291. 
4 Robert L. O’Connell, Of Arms and Men: A History of War, Weapons, and Aggression (Oxford University Press, 
1990). 
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at the same time when the Global War on Terrorism was in the offing.5 This pattern implies that 

humans have continuously tried to employ technology developments to their advantage in combat, 

which feeds a cycle of innovation and increasing force use. Hence humanity never shies away from 

adapting to different lethal mechanisms of inflicting harm to the ‘other’ the ‘enemy’.  

But in the era of information and enlightenment, masses are more aware of rights and 

obligations of the safety and unsafety, of enemy and non-enemy, this epoch needs humanitarian 

weapons, weapons that ensure remoteness to an extent that if does not inflict a single wound on 

the combatant on the just and ‘human’ side of the conflict, and Autonomous Weapons System 

(AWS) are here.6 These are the weapons tailored for our epoch, there is no risk involved and no 

spilling of blood on the just part of the conflict. Hence, no public outcry and objections against 

these humanitarian weapons which ironically have placed human out of the whole command and 

control.  

Robots are not limited by human emotions or prejudices; instead, they can make decisions 

based only on programming and objective standards. As a result, they are more consistently 

compliant with established norms limiting the use of force than people are.7 In a desperate bid to 

mitigate their own destructive tendencies and to herald an era of humanitarian weapons, human 

beings have turned to machines as a last resort, acknowledging that their own species has been 

deemed the most lethal, capable of inflicting harm upon itself and others on a catastrophic scale, 

unmatched by any other species. 

                                                 
5 Timothy Ravich, “A Comparative Global Analysis of Drone Laws: Best Practices and Policies,” in The Future of 
Drone Use, ed. Bart Custers, vol. 27, Information Technology and Law Series (The Hague: T.M.C. Asser Press, 2016), 
301–22, https://doi.org/10.1007/978-94-6265-132-6_16. 
6 Christopher P. Toscano, “Friend of Humans: An Argument for Developing Autonomous Weapons Systems,” J. Nat’l 
Sec. L. & Pol’y 8 (2015): 189. 
7 Marco Sassoli, “Autonomous Weapons and International Humanitarian Law: Advantages, Open Technical 
Questions and Legal Issues to Be Clarified,” International Law Studies 90, no. 1 (2014): 1. 
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Which brings us to the question of legality and morality, as evinced that new forms of 

weapons are accepted by humanity either in the primitive era where only military gains held 

importance or today where we are ready to accept AWS under the garb of humane weapons.8  Were 

nuclear weapons legally regulated during the devastating attacks on cities of Hiroshima and 

Nagasaki, which ended up in the death of 140,000 and 80,000 people, respectively.9 More recently, 

what about legality and morality of target killing and UAVs, which were introduced to lessen the 

collateral damage and balance ‘proportionality’ equation in armed conflicts and counter-terrorism 

initiatives.10 Throughout history, humanity has accepted new forms of weaponry, often prioritizing 

military gains over ethical considerations. One must ask that the military necessity or any other 

excuse overshadowed the morality and legality that is associated with that weapon.  

Another theme in the use of force is the characterization of the enemy, how an enemy is 

defined tremendously influences what kind of force is being used against them. The hero-protector 

narrative is employed and the enemy is often described as an inhumane thread to humanity that 

has to be eradicated in-order to rid the world of all the menace.11 Aerial warfare introduced a new 

dimension, with a radical separation between parties, making annihilation the primary goal 

strengthening the narrative of othering the enemy and characterizing them as sub humans. This 

feature is evident in the drone campaigns where terrorism and terrorist are a thread to humanity 

and has to be eradicated.12 This characterization is furthered by the emergence of Autonomous 

                                                 
8 Eliot A. Cohen, “A Revolution in Warfare,” Foreign Aff. 75 (1996): 37. 
9 Elliott L. Meyrowitz, “The Opinions of Legal Scholars on the Legal Status of Nuclear Weapons,” Stan. J. Int’l L. 24 
(1987): 111. 
10 Claire Finkelstein, Jens David Ohlin, and Andrew Altman, Targeted Killings: Law and Morality in an Asymmetrical 
World (OUP Oxford, 2012), https://books.google.com.pk/books?hl=en&lr=&id=-
MMXvPN2f2kC&oi=fnd&pg=PP1&dq=target+killing+and+morality+&ots=IURSBrRorh&sig=olCwQIhkjuMydFhxtRQM
h-2yLXg. 
11 Michael Loadenthal, “Othering Terrorism: A Rhetorical Strategy of Strategic Labeling,” Genocide Studies and 
Prevention: An International Journal 13, no. 2 (2019): 9. 
12 Finkelstein, Ohlin, and Altman, Targeted Killings. 
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Weapons Systems (AWS), which create an unparalleled asymmetry between humans and machines 

by having machines decide who lives and who dies. In order to defend this kind of behavior, the 

enemy must be dehumanized and made into nothing more than targets of aggression. This is similar 

to Schmitt's comment that the opponent becomes an object of violence and the idea of war as a 

fight between equals is lost when weapons are blatantly unequal.13 The application of AWS calls 

into question the humanity and dignity of both the targeted and the side that is being targeted. 

The point of departure of this research is legal; it questions the morality and legality of 

AWS with the special focus to the notion of accountability and responsibility. As laws is a human 

creation and made to serve humans, how can machines adorned with the capacity of independent 

decision making can comply with the laws. The legal and moral issues raised by AWS will be 

studied from lens of International Humanitarian Law (IHL), International Human Rights Law 

(IHRL) and International Criminal Law (ICL). AWS, by operating without human decision-

making, may seem to undermine the fundamental concept of humanity that underlies these legal 

frameworks, and that brings us to contents of this research;  

1.1  Problem Statement  

The central problem to be researched in the replacement of human agency in decision 

making process in the development and utilization of AWS, which raises a significant 

accountability gap in the application of International law regimes. The deployment of AWS in 

conflict or law enforcement changes the traditional subject of legal responsibility i.e. the human 

being and this role is supplanted by machines which can make autonomous decisions.14 This 

                                                 
13 Schmitt, Der Nomos Der Erde. 
14 Mihai-Valentin Cernea, “The Ethical Troubles of Future Warfare. on the Prohibition of Autonomous Weapon 
Systems,” Analele Universității Din București–Seria Filosofie 66, no. 2 (2017): 67–89. 
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unpreceded occurring in the history of use of force has challenged the foundations of accountability 

in the three regimes of law i.e. IHL, IHRL and ICL.15 The problem identified for this research is 

threefold;  

First through the lens of Law of Armed Conflict or IHL the employment of these 

Autonomous Weapons undermines the placement of accountability as it obscures the whole chain 

of command and blurs the lines between two fundamentals of IHL; military necessity and 

proportionality. AWS operate without human oversight, it becomes challenging if not impossible 

to allocate responsibility in case of violations of three cardinal principles of law of war i.e. 

distinction proportionality and precaution.  

Secondly, the deployment of AWS in law enforcement scenarios both domestically and 

extra-territorial raises concerns about lack of human decision making and judgment in the use of 

lethal force that can directly impinge upon the fundamental human rights such as arbitrarily less 

of life or violation of human dignity. The automation of decision making places the human out of 

the OODA loop hence, it becomes difficult to remedy in cases of violations of IHRL.  

Thirdly, the problem identified from the purview of ICL is that the autonomous nature of 

AWS obstructs the fundamental principle of criminal responsibility, which relies solely on human 

intent and agency. There is a big accountability gap in ICL since AWS operates without human 

involvement, making it difficult to determine who is criminally responsible for war crimes and 

violations of human rights committed by these machines. 

                                                 
15 Nicholas W. Mull, “The Roboticization of Warfare with Lethal Autonomous Weapon Systems (Laws): Mandate of 
Humanity or Threat to It,” Hous. J. Int’l L. 40 (2017): 461. 
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1.2  Research Gap 

There has been significant amount of debate around AWS in different contexts and 

scenarios; including but not limited to decision making, military necessity, human agency and the 

changing norms of use of force. However, a holistic research focusing solely on the allocation of 

responsibility within the frameworks of three predominant regimes of International Law i.e. IHL, 

IHRL and ICL remains largely unexplored. The research aims to fill this this gap in the AWS legal 

scholarship by investigating the accountability and allocation of criminal responsibility in conflict 

or in law enforcement.  

The existing literature on AWS has to a great degree been discussed from the theoretical 

and conceptual framework of IHL, specifically in the conflict zones or state of wars, however, in 

contemporary developments, the use of force is not constrained to war zones only. There is an 

implicit scarcity of scholarship that systematically addresses the question of allocation of 

responsibility on a broader framework. Hence, this research attempts to fill this research gap by 

diversifying the legal context of the existing scholarship on AWS.  

Secondly, the application of AWS in law enforcement settings, both locally and 

internationally, has received noticeably less attention than its use in armed conflict, which has 

dominated the debate on the technology. This study provides a more thorough grasp of the 

accountability implications of AWS deployment by extending the scope of inquiry beyond 

traditional conflict settings and including IHRL issues into the analysis. 

Moreover, the autonomy of AWS calls into question the conventional notions of criminal 

responsibility in the context of ICL, which have historically rested on human agency and purpose. 

Even while this problem is becoming more widely acknowledged, there is still a big vacuum in 
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the research when it comes to determining who is criminally responsible for war crimes and 

violations of human rights that AWS commits. By analyzing the accountability gap triggered by 

AWS's autonomy within the context of ICL, this study aims to close this gap. 

In summary, although there has been much discussion of AWS from a variety of angles, 

this study seeks to add to the body of knowledge by concentrating on the allocation of 

accountability within the IHL, IHRL, and ICL frameworks and by taking into account the 

consequences of AWS deployment in both law enforcement and conflict situations. 

Apart from addressing the noted research gap, this research hold significance because it 

advances the conversation on the moral and legal implications of autonomous weapon systems. 

This study examines how established norms of accountability in armed conflict and law 

enforcement are challenged by evolving technology by examining how responsibility is allocated 

within the frameworks of IHL, IHRL, and ICL. Furthermore, this study offers a nuanced 

knowledge of the various challenges posed by autonomous weapon systems across various 

operational situations by looking at AWS deployment in both combat and law enforcement 

scenarios.  

This research goes beyond theoretical discussions and aims to develop and test the concept 

of Meaningful Human Control (MHC) in Autonomous Weapons Systems (AWS). By integrating 

MHC into AWS, this study seeks to establish whether traditional accountability frameworks can 

be effectively applied to these systems, thereby addressing the accountability gap in international 

law. Hence, the research's findings will be relevant for legislators, attorneys, and military officials 

who are considering the moral and legal ramifications of adopting AWS. The present study helps 

to educate decisions about the regulation, use, and governance of autonomous weapon systems by 

highlighting the accountability implications of AWS deployment. Moreover, the research's 
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multidisciplinary methodology, which integrates the fields of ethics, technology, and law, offers 

insightful analysis for addressing the complex problems arising from the convergence of 

accountability and autonomy in contemporary military and law enforcement tactics. Finally, in line 

with humanitarian principles and international legal conventions, the study seeks to advance 

critical discourse and informed policymaking to support the moral and responsible deployment of 

autonomous weapon systems. 

1.3  Hypothesis 

It has been established while defining the problem statement that the deployment of AWS 

during armed conflicts or in law enforcement operations calls into question the legal accountability. 

Critical questions that accompany this assumption are; how does autonomy of AWS impact the 

capacity of legal regimes to hold them accountable for their actions? What are the implications of 

the decisions taken by AWS that result in the breach of International Law? And to what extent the 

existing legal frameworks have adapted or can adapt to this technological disruption in warfare 

and law enforcement.  

Scholars such as Thurnher (2013) have argued that the incorporation of autonomy in the 

weapon systems obstructs the conventional process of attribution of responsibility, as all the law 

instruments were designed for human subjects, hence human decision makers.16 Similarly, 

International Committee of Red Cross has emphasized the necessity for explicit accountability 

procedures and the difficulties in guaranteeing adherence to international humanitarian law when 

employing autonomous technologies in a recent report submitted to United Nations Secretary 

                                                 
16 Jeffrey S. Thurnher, “Examining Autonomous Weapon Systems from a Law of Armed Conflict Perspective,” in New 
Technologies and the Law of Armed Conflict, ed. Hitoshi Nasu and Robert McLaughlin (The Hague: T.M.C. Asser 
Press, 2014), 213–28, https://doi.org/10.1007/978-90-6704-933-7_13. 
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General.17 Drawing from these discussions, the hypothesis of this study has been formulated as; 

“The deployment of Autonomous Weapon Systems (AWS) by military forces during armed conflict 

and law enforcement poses significant challenges to the notion of legal accountability.” 

The deployment of AWS introduces a complex dynamic that undermines the conventional 

principles of accountability and responsibility, hence can be characterized as Independent Variable 

(IV). Whereas, legal accountability which includes the capacity of holding the persons or states 

accountable will serve as a Dependent Variable (DV) in this study. Introduction of autonomy to 

weapons and weapon systems has brought about a paradigm shift in the operational landscape of 

the legal foundations of accountability in the law regimes. The more autonomously AWS may 

function, the more difficult it is to hold them accountable for their acts. The lack of agreement on 

how to govern AWS under the current legal frameworks adds to this complication. Consequently, 

it is imperative to investigate legislative modifications that might successfully tackle these 

obstacles, guaranteeing that accountability stays a fundamental aspect of military and law 

enforcement activities. 

The introduction of autonomy and its impact on the accountability regime prompts us to 

further explore how the lacuna between technological advancements and International Law 

regimes can be effectively bridged. MHC is hereby posited as a solution to the accountability 

conundrum in the use of AWS. Research by writers like Sharkey (2019) highlights how crucial 

human supervision is to reducing the moral and legal hazards connected to AWS.18 MHC has also 

been supported by the United Nations Institute for Disarmament Research (UNIDIR) as a way to 

                                                 
17 “Autonomous Weapons: ICRC Submits Recommendations to UN Secretary-General,” Report, March 20, 2024, 
https://www.icrc.org/en/document/autonomous-weapons-icrc-submits-recommendations-un-secretary-general. 
18 Amanda Sharkey, “Autonomous Weapons Systems, Killer Robots and Human Dignity,” Ethics and Information 
Technology 21, no. 2 (June 2019): 75–87, https://doi.org/10.1007/s10676-018-9494-0. 
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guarantee that autonomous systems follow international legal norms, encouraging more 

responsibility and compliance.19 

1.4   Research Questions 

The research questions that are in focus and will subsequently guide the content of current 

research are; 

a) How can the development and deployment of Autonomous Weapon Systems (AWS), 

characterized by varying levels of autonomy, AI, and remoteness, be reconciled with the 

requirements of human control, legal accountability, and moral responsibility? 

b) To what extent the core principles of International Humanitarian Law (IHL) regulate the 

development and deployment of Autonomous Weapon Systems (AWS) and how does it debate 

accountability and responsibility in autonomous military decision-making? 

c) How the development and deployment of Autonomous Weapons Systems is regulated in law 

enforcement, in context of International Human Rights Law, how is responsibility associated 

in autonomous decision making? 

d) What are the criteria for attributing penal responsibility to individuals and entities in cases of 

gross violations of International Humanitarian Law (IHL) and International Human Rights 

Law (IHRL) via Autonomous Weapon Systems in the context of International Criminal Law, 

and how can such responsibility be effectively attributed and prosecuted? 

e) How can the integration of Meaningful Human Control (MHC) in AWS be achieved to 

establish clear lines of accountability and attribute responsibility to human operators, thereby 

                                                 
19 UNIDIR Security and Technology Programme, “The Weaponization of Increasingly Autonomous Technologies: 
Considering How Meaningful Human Control Might Move the Discussion Forward,” November 13, 2014, 
https://unidir.org/publication/the-weaponization-of-increasingly-autonomous-technologies-considering-how-
meaningful-human-control-might-move-the-discussion-forward/. 
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addressing the accountability gap in the development and deployment of autonomous weapon 

systems? 

1.5  Theoretical Framework 

Having established this from the problem statement that the deployment of AWS in warfare 

and law enforcement scenarios raises several legal and ethical questions. The study investigates 

the raised questions from the lenses of lenses of Just War Theory, Natural Law Theory, and Legal 

Positivism. Each of these theories is applied in correlation with the relevant legal convention, 

hence following a structured approach to debating and addressing the challenges posed by AWS.  

Just War Theory is critical in forming the foundations of IHL, serving as a basis of the 

ethical considerations governing the armed conflict. The theory has been articulated by scholars 

like Augustine and Aquinas has two fundamental components; jus ad bellum (the right to go to 

war) and jus in bello (the right conduct in war). Jus in bello principles of the Just War Theory are 

more pertinent to this research, such as distinction (differentiating between armed personnel and 

civilians) and proportionality (avoiding inordinate amount of lethal force), relate directly to the 

utilization of AWS in armed conflict.20 These principles are enshrined in the Geneva Conventions 

and their Additional Protocols. The Geneva Conventions (1949) and the Additional Protocols 

(1977) provide the legal framework that governs how victims of war can be protected.21 The jus 

in bello principles mandate that enemies in the conflict must always differentiate between 

combatants and non-combatants (civilian populations) and prohibit indiscriminate attacks. 

Michael Walzer's in his "Just and Unjust Wars" emphasize the importance of adhering to jus in 

                                                 
20 John Langan, “The Elements of St. Augustine’s Just War Theory,” The Journal of Religious Ethics, 1984, 19–38. 
21 Ryan Dreveskracht, “Just War in International Law: An Argument for a Deontological Approach to Humanitarian 
Law,” Buff. Hum. Rts. L. Rev. 16 (2010): 237. 
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bello principles to maintain moral integrity in warfare and have been taken into account while 

formulating the theoretical framework of the research work.22 Another significant contribution is 

James Turner Johnson's "Morality and Contemporary Warfare" which provides an in-depth 

analysis of Just War principles in modern conflicts .23 Study analyzes if AWS can comply with the 

legal conventions of IHL through the core principles of Just War theory such as Just Cause, 

Legitimate Authority and Right intention. The theory also constitutes a normative basis to argue 

for the integration of meaningful human control in AWS to ensure compliance with IHL. 

Natural Law Theory posits that there are certain rights and moral values are inherent to 

human nature and universally recognizable based on human reason. This theory serves as a 

foundational work to both IHRL and ICL. As a theoretical foundation to IHRL, Natural Law 

Theory has stimulated the Universal Declaration of Human Rights (UDHR, 1948), that asserts that 

human rights are inherent and inalienable to all human beings, independent of any subjectivity or 

situation.24 The current study examines how the deployment of AWS aligns with the fundamental 

human rights of life, dignity, and security with an interplay of the fundamental features of Natural 

Law Theory such as ‘Inherent Morality’ and ‘Common Good’. John Finnis in his "Natural Law 

and Natural Rights" underscore the importance of natural law as a foundation for understanding 

and protecting human rights.25  For ICL, Natural Law Theory serves as a basis of prosecution of 

                                                 
22 Michael Walzer, Just and Unjust Wars (New York: Basic Books, 1977). 
23 Martin L. Cook, “Morality and Contemporary Warfare. By James Turner Johnson. New Haven: Yale University 
Press1999. Pp. Ix, 259. $30.00. ISBN: 0-300-07837-4. Paper. (Price NA.) ISBN: 0-300-09104-4.,” Journal of Law and 
Religion 16, no. 2 (January 2001): 1019–24, https://doi.org/10.2307/1051767. 
24 James Rooney, “International Human Rights as a Source of Unenumerated Rights: Lessons from the Natural Law,” 
Dublin ULJ 41 (2018): 141. 
25 John Finnis, Natural Law and Natural Rights (Oxford University Press, 2011), 
https://books.google.com.pk/books?hl=en&lr=&id=1lRFHEI6JQoC&oi=fnd&pg=PP1&dq=John+Finnis%27+%22Natu
ral+Law+and+Natural+Rights%22+&ots=GWIY7ur9Ft&sig=BHg0w0UwLUSB_rwRPDG3ENsHWyU. 
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grave international crimes such as genocide.26 The Rome Statute of the International Criminal 

Court (ICC, 1998) is a positive interpretation of the principles of Natural law Theory as it 

criminalizes egregious acts that subvert the inherent human rights.27 In his work "The Morality of 

Law" Lon L. Fuller, discusses how legal systems must be underpinned by moral principles for 

them to be just and or practical.28 By grounding human rights and criminal accountability in the 

basic moral principles, Natural Law Theory gives a solid framework for assessing the impact of 

AWS on human rights and for keeping intact the accountability if these rights are violated. The 

theory substantiates the argument that even autonomous systems must operate within a framework 

that regards inherent human dignity and rights. 

Legal Positivism is a theory that hold that law is a set of rules and norms created by 

legitimate authorities and must be recognized as binding. This theory is applied in this research 

work as it is central to the doctrinal research in this study, which will be adopted as the research 

methodology Legal Positivism underscores the significance of treaties and conventions, such as 

the Geneva Conventions, the UDHR, and the Rome Statute, as sources of binding legal obligations, 

these conventions serve as the data sources in the research and hence will be analyzed and assessed 

for their effectiveness in regulating AWS. By applying a positivist approach, the study examines 

the specific legal provisions that govern AWS and evaluates their adequacy in addressing the 

unique challenges posed by autonomous systems. H.L.A. Hart's in his "The Concept of Law" 

delineates how a clear and structured legal system is fundamental for doctrinal analysis.29 Another 

                                                 
26 Robert Cryer and Albert Nell, “The Philosophy of International Criminal Law,” in Research Handbook on the 
Theory and History of International Law (Edward Elgar Publishing, 2020), 200–239, 
https://www.elgaronline.com/edcollchap/edcoll/9781788116701/9781788116701.00016.xml. 
27 “Rome Statute of the International Criminal Court,” n.d. 
28 Edwin W. Tucker, “The Morality of Law, by Lon L. Fuller,” Indiana Law Journal 40, no. 2 (1965): 5. 
29 Herbert Lionel Adolphus Hart and Leslie Green, The Concept of Law (oxford university press, 2012), 
https://books.google.com.pk/books?hl=en&lr=&id=hC0UDAAAQBAJ&oi=fnd&pg=PP1&dq=.+H.L.A.+Hart%27s+%22
The+Concept+of+Law%22+&ots=MF7iACXAyt&sig=8zV26f_GFgBniqkmAvBisv29gZk. 
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seminal work in legal Positivism scholarship is Hans Kelsen's "Pure Theory of Law," which argues 

for the separation of law and morality and emphasizes the role of a structured legal order.30 Legal 

Positivism provides a systematic methodology for identifying and interpreting the legal norms 

applicable to AWS, ensuring that the analysis is grounded in the established legal standards. The 

theory aids in articulating clearly the binding legal responsibilities and accountability mechanisms 

that apply in the context of AWS. 

This theoretical framework offers a thorough examination of the moral and legal issues 

raised by AWS through the integration of Just War Theory, Natural Law Theory, and Legal 

Positivism. The research aims to guarantee that AWS deployment complies with established legal 

and moral norms, so improving accountability and safeguarding human rights. It does this by 

linking these ideas with pertinent legal conventions. 

1.6  Objectives of Research  

The objectives of current research are;  

a) To Identify the key challenges and concepts in AWS development and deployment  

b) To inspect the extent to which International Humanitarian Law principles regulate AWS 

development and deployment during war. 

c) To Investigate how International Human Rights Law regulates AWS development and 

deployment in law enforcement. 

d) To Identify the criteria for attributing penal responsibility to individuals and entities via 

International Criminal Law 

                                                 
30 Hans Kelsen, “What Is the Pure Theory of Law,” Tul. L. Rev. 34 (1959): 269. 
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e) To Investigate the concept of Meaningful Human Control and debating responsibility and 

accountability in AWS development and deployment. 

1.7  Limitations 

The research on the development and deployment and legal regulation of AWS in war and 

law enforcement situations is subject to several limitations. These limitations should be 

acknowledged in order to get a holistic understanding of the study’s scope and the concomitant 

constraints. One major challenge is the speed at which autonomous technology and artificial 

intelligence are developing. The present legal and ethical frameworks may not last long given how 

rapidly these technologies are evolving. It's possible that this study didn't fully account for 

upcoming changes or foresee every technical advancement that would have an influence on AWS 

implementation.  

Another challenge is the access to information, because military technology and activities 

are classified in nature, it is difficult to get precise and comprehensive information regarding 

AWS's capabilities and deployment. This constraint makes it more difficult to conduct a thorough 

analysis of AWS applications in the real world and places a significant reliance on publicly 

accessible data that might not be entirely accurate. 

There are uncertainties and loopholes in the current international legal frameworks 

pertaining to the regulation of autonomous weapon systems (AWS), including IHL, IHRL and 

ICL. It may be difficult to definitive conclusions on legal accountability and compliance as a result 

of these uncertainties. Furthermore, because these legal systems are predominantly the outcome of 

Western academia, different states and legal academics may interpret and apply these laws 

differently. The different cultural and legal settings in which AWS are deployed may not be fully 
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captured by this Western-centric approach, which would make the creation of rules and 

recommendations that are relevant to all regions of the world more difficult. 

As doctrinal research methodology has been adopted in this research, which focuses 

primarily on the analysis of legal texts, statutes, case law, and legal principles, the nature of this 

research presents certain limitations. This approach may not fully capture the practical realities 

and operational challenges that can be encountered during AWS deployment. It also limits the 

ability to incorporate empirical data or firsthand accounts from military and law enforcement 

personnel who interact with these systems. Consequently, the research may be devoid of a holistic 

understanding of the real-world implications and effectiveness of legal regimes in regulating AWS. 

The principle of Meaningful Human Control (MHC) in this research is introduced as a 

fundamental link to assess the relevance of existing legal frameworks to AWS, its practical 

implementation in AWS poses significant challenges. Defining and operationalizing MHC in a 

way that is both effective and enforceable is complex, and there may be practical limitations in 

applying this concept uniformly across different types of AWS. Furthermore, the advances in state 

conduct, international law, and technology improvements are unpredictable by nature. It's possible 

that the research underestimates how these variables will change and affect AWS deployment and 

regulation in the years to come. 

1.8  Research Methodology 

The research will employ a doctrinal research methodology to address the delineated 

research questions and to achieve the objectives of the research. Doctrinal research 

methodology will proceed by thoroughly assessing the contemporary legal frameworks; which 

will include international conventions, customary laws, judicial decisions as well as the 
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scholarly work on the subject matter. Throughout the research primary focus will be the 

following legal regimes: IHRL, IHL and ICL. 

For International Humanitarian Law (IHL), key treaties such as the Hague Conventions, 

Geneva Conventions of 1949 and their Additional Protocols of 1977, which establish the core rules 

of war means and methods of warfare and the protection of civilians and combatants, will be 

thoroughly analyzed. Customary International Humanitarian Law, as set forth by the International 

Committee of the Red Cross (ICRC), will also be taken into consideration to understand state 

practices and opinio juris that are considered binding in nature although they are not treaties. IHL 

will also be interpreted by reference to judicial rulings from international courts and tribunals, 

including the International Criminal Tribunal for the former Yugoslavia (ICTY) and the 

International Court of Justice (ICJ).  

The International Covenant on Civil and Political Rights (ICCPR, 1966), the International 

Covenant on Economic, Social, and Cultural Rights (ICESCR, 1966), and regional human rights 

instruments such as the European Convention on Human Rights (ECHR, 1950) will be the main 

subjects of research for IHRL. Additionally, customary norms based on opinio juris and consistent 

state practices will be examined. Human rights duties that are pertinent to AWS will be interpreted 

by case law from the Human Rights Committee (HRC), and the European Court of Human Rights 

(ECHR).  

For International Criminal Law (ICL), the Rome Statute of the International Criminal Court 

(ICC, 1998) will be the main treaty analyzed. Specific focus will be on the definitions of crimes 

against humanity, and genocide and war crimes which are pertinent to IHL. Certain features of 

customary ICL, that outline the practices recognized as binding by states, will be taken into 
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account. Judicial decisions from the ICC, the ICTY, and the International Criminal Tribunal for 

Rwanda (ICTR) will provide precedents on accountability and criminal responsibility.  

Secondary sources will complement these primary legal texts, providing a broader context 

for the analysis. Academic journals and books from leading international law scholars will offer 

in-depth discussions and critiques of existing legal frameworks. Reports and statements from the 

United Nations, the ICRC, and non-governmental organizations will provide insights into ongoing 

debates and policy discussions surrounding AWS.  

Doctrinal research is the most appropriate research methodology to address the research 

concerns raised in this thesis because of its analytical and thorough approach to comprehending 

and interpreting current legal frameworks. This approach entails a thorough analysis of the primary 

legal frameworks, including judicial rulings, customary international law, international treaties, 

and reputable academic publications. Because IHL, IHRL and ICL are intricate and 

multidimensional, doctrinal study enables a careful analysis of these legal frameworks and tenets. 

It makes it possible to pinpoint legal ambiguities and gaps in the regulation of AWS which makes 

it easier to do a comprehensive examination of how these laws can be read and applied to modern 

problems. Doctrinal study guarantees a thorough assessment of the legal accountability and 

compliance procedures related to AWS by methodically examining these legal texts. Moreover, it 

offers a structured framework for suggesting improvements—like incorporating Meaningful 

Human Control (MHC)—to address the gaps. Consequently, doctrinal research is the most useful 

methodology for this subject because it not only aids in comprehending the current legal 

environment but also in suggesting workable legal improvements. 
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1.9  Delimitations 

In order to ensure a targeted and practical scope of the study, this research will be delimited 

in several ways. The main areas of interest will be the legal frameworks pertaining to autonomous 

weapon systems (AWS) under IHL, IHRL and ICL. The geographic focus will be on international 

standards and norms, with a few representative references to regional instruments. The temporal 

scope of the research work will encompass the development and application of legal norms up to 

the present year i.e. 2024; historical evolution will only be discussed where it is essential for 

understanding the situation or for contextualization. Technologically the research will concentrate 

on autonomous weapon systems (AWS) that can be verified as being in operation or in 

development, based on publicly accessible and declassified data sources. 

The research will examine both international and national armed conflicts as well as law 

enforcement situations; peacetime activities will not be included unless they are specifically 

related. International treaties, customary law, court rulings, and academic papers will be the main 

sources of legal information; secondary sources such as reports and policy documents will be used 

as needed. The discussion will center around AWS-specific legal accountability and compliance, 

with an emphasis on broader ethical and strategic issues solely to the extent that they bear on legal 

considerations. These boundaries guarantee that the study stays focused and cohesive, offering a 

lucid and organized evaluation of the legal issues raised by AWS 
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1.10 Thesis Structure  

1.10.1 Chapter 1: Reconciling Autonomy and Remoteness with Accountability and 

Human Control 

In this chapter, the fundamental ideas behind autonomous weapon systems (AWS) and their 

legal ramifications are covered in this chapter. The chapter will delve deep into the terms, ideas, 

and concepts including AWS, autonomy, remoteness, human control, accountability, and 

responsibility. In order for these ideas to be utilized consistently throughout the thesis, the chapter 

attempts to establish working definitions for them. The chapter will lay the groundwork for the 

legal interpretation and analysis in later chapters by defining these terms. 

1.10.2 Chapter 2: IHL and AWS: Accountability in Autonomous Decision-Making 

In this chapter AWS will be analyzed using the framework of IHL. The chapter will 

examine the ways in which the deployment and utilization of AWS are impacted by the 

fundamental IHL concepts of necessity, proportionality, and distinction. The main goal will be to 

comprehend how IHL addresses accountability in independent decision-making processes. The 

difficulties and shortcomings in the existing legal environment pertaining to AWS will also be 

discussed. 

1.10.3 Chapter 3: Regulating AWS in Law Enforcement: Human Rights and 

Responsibility 

The application of AWS in relation to IHRL will be examined in this chapter. It will look 

at how the deployment of AWS affects basic human rights and human dignity, including the 

inalienable right to life. This chapter will assess the ways in which AWS can be controlled to 

guarantee adherence to IHRL and will go over the states' and individuals' obligations to respect 

human rights norms when utilizing AWS for law enforcement. 
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1.10.4 Chapter 4: Penal Responsibility in IHL and IHRL Violations via AWS under 

International Criminal Law 

In this chapter the responsibility and accountability for IHL and IHRL violations 

committed by the use of AWS, with a focus on International Criminal Law (ICL) will be discussed. 

It will examine the standards for assigning criminal liability to individuals and entities, as well as 

the difficulties in bringing these offenses to justice. This chapter will examine pertinent case law 

and legal theories to comprehend how, in the context of AWS, accountability might be effectively 

implemented. 

1.10.5 Chapter 5: Meaningful Human Control and Responsibility in AWS: A Way 

Forward 

In this chapter, the concept of Meaningful Human Control (MHC) will be introduced and 

discussed as a potential solution to bridge the ensuing gap in the responsibility framework in the 

use of AWS. The chapter will assess that if the integration of MHC can enhance legal 

accountability and compliance with international legal standards.  

1.10.6 Conclusion and Recommendations 

The conclusion will summarize the findings from the previous chapters, hypotheses will 

be tested, and the research questions will be addressed to determine if the proposed solutions are 

effective. It will offer recommendations for policymakers, legal practitioners, and stakeholders on 

how to enhance the regulation and accountability of AWS under IHL, IHRL, and ICL.  
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Chapter 2 

 RECONCILING AUTONOMY AND REMOTENESS WITH 

ACCOUNTABILITY AND HUMAN CONTROL 

2.1   Remoteness as a concept in the Use of Force 

Throughout human history, the idea of remoteness in the use of force has undergone 

substantial change. In this sense, "remoteness" refers to the strategic separation of combatants from 

their targets in order to reduce personal risk and increase enemy casualties. The goal of this strategy 

has been to project lethality without vulnerability, and it has remained constant throughout 

different kinds of combat. Historically remoteness in the use of force was seen as an affront to 

bravery and heroism, as evidenced by Greek literature, where hand-to-hand fighting was valorized 

and distant combat was considered dishonorable and unchivalrous.31  This ethos is best illustrated 

by Homer's Idomeneus in the Iliad, who argues about the moral superiority of intimate combat 

over strategic distancing from the enemy. These texts are indicative of an early conflict between 

bravery and strategic detachment.32 However, romanticism of heroism was outpaced by 

pragmatism and the need for efficiency and risk mitigation, leading to the development of remote 

weaponry as a more practical and effective solution. 

2.1.1 Early Developments in Remote Weaponry 

The move from weapons driven by muscle to that of chemicals has been a major 

advancement in the pursuit of remoteness. Due to their physical constraints, early humans invented 

                                                 
31 Hans Van Wees, “Greeks Bearing Arms,” Archaic Greece: New Approaches and New Evidence, 1998, 333–78. 
32 Richard Janko and Geoffrey Stephen Kirk, The Iliad: A Commentary: Volume 4, Books 13-16 (Cambridge University 
Press, 1991), 
https://books.google.com.pk/books?hl=en&lr=&id=z8HLCgAAQBAJ&oi=fnd&pg=PP1&dq=(Homer,+Iliad,+Book+13
&ots=7oTFFxaWQX&sig=OVtOKeMQWuZcJ_0N7G8SgZBZ--s. 
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tools like sticks and rocks and later more advanced weaponry like crossbows and bows to project 

force at a distance.33 The crossbow—a weapon that allowed less skilled people to kill knights—

evolved from the primitive bows used in the Mesolithic cave paintings in Morela la Vella, Spain. 

This allowed people to challenge the established social order and lead to temporary bans.34 These 

developments emphasize how technology advancements in armament have continuously pushed 

the bounds of remoteness, illustrating the ongoing tension between combat effectiveness and the 

morality of remote warfare. 

2.1.2 Chemical-Powered Weaponry 

Gunpowder's invention in China and the subsequent introduction of chemical power to 

Europe revolutionized the history of use of lethal force. The nature of warfare was drastically 

changed by gunpowder weapons such as muskets and cannons, which allowed soldiers to attack 

with more lethality and at even longer ranges.35 The 19th century saw the invention of dynamite 

and high explosives, which increased the power and influence of remote forces and resulted in the 

creation of increasingly advanced artillery and missile systems.36 Around this time, machine guns 

also became popular. Like crossbows before them, they were first viewed as unjust and morally 

objectionable, but their tactical benefits led to their eventual acceptance, like every weapon before 

                                                 
33 Vicente Lull et al., El Argar and the Beginning of Class Society in the Western Mediterranean (na, 2011), 
https://www.academia.edu/download/30864920/100_Argar-Kiel2007.pdf. 
34 Adam Henschke, Patrick F. Walsh, and Roger Bradbury, “Changing Practices, Disruptive Technologies, and the 
Evolution of Intelligence Institutions,” in The Ethics of National Security Intelligence Institutions (Routledge, 2024), 
185–204, https://library.oapen.org/bitstream/handle/20.500.12657/88270/1/9781040021958.pdf#page=194. 
35 J. P. Perry Robinson, “Supply, Demand and Assimilation in Chemical-Warfare Armament,” in Military Technology, 
Armaments Dynamics and Disarmament, ed. Hans Günter Brauch (London: Palgrave Macmillan UK, 1989), 112–23, 
https://doi.org/10.1007/978-1-349-10221-1_5. 
36 John P. Harris, Men, Ideas, and Tanks: British Military Thought and Armoured Forces, 1903-1939 (Manchester 
University Press, 1995), 
https://books.google.com.pk/books?hl=en&lr=&id=00myJhLVIUUC&oi=fnd&pg=PP13&dq=(Harris,+2000%3B+artill
ery+&ots=BZ1kO5FOUN&sig=R62CM3GqUdmOXIs6SvqZeqKxalM. 
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them.37 The evolution of chemical-powered weaponry exemplifies the escalating priority on 

enhancing combat effectiveness while reducing troop vulnerability, with the historical trajectory 

of this equation steadily shifting towards maximizing lethality and minimizing risk to combatants. 

2.1.3 Nuclear and Cyber-Powered Force 

The catastrophic effect and remoteness of military power underwent a quantum leap with 

the introduction of nuclear weapons. Nuclear deterrence, a concept that aims to forbid the use of 

nuclear weapons by threatening mutual destruction, was developed in response to the catastrophic 

potential of these weapons.38 Despite efforts to restrict and outlaw these weapons, their existence 

has fundamentally influenced global military strategy and the concept of remoteness in conflict.39 

Analogously, the advent of cyberweapons in the twenty-first century has created new forms of 

remoteness, permitting nations to cause harm via digital methods even when they are not 

physically present.40 These advancements demonstrate the continuous pursuit of strategic benefits 

through greater remoteness and decreased susceptibility. 

2.1.4 Unmanned Aerial Vehicles (UAVs) and Remoteness 

Drones, also referred to as Unmanned Aerial Vehicles (UAVs), are the perfect example of 

the modern extension of remoteness in warfare. A major advancement in military technology 

occurred when the Predator drone, which had been employed for surveillance, was later equipped 

                                                 
37 Joanna Bourke, “War and Violence,” Thesis Eleven 86, no. 1 (August 2006): 23–38, 
https://doi.org/10.1177/0725513606066238. 
38 Lawrence Freedman and Jeffrey Michaels, The Evolution of Nuclear Strategy: New, Updated and Completely 
Revised (London: Palgrave Macmillan UK, 2019), https://doi.org/10.1057/978-1-137-57350-6. 
39 Thomas Rid, “Cyber War Will Not Take Place,” Journal of Strategic Studies 35, no. 1 (February 2012): 5–32, 
https://doi.org/10.1080/01402390.2011.608939. 
40 Peter W. Singer and Allan Friedman, Cybersecurity: What Everyone Needs to Know (oup usa, 2014), 
https://books.google.com.pk/books?hl=en&lr=&id=f_lyDwAAQBAJ&oi=fnd&pg=PP1&dq=singer+and+friedman+20
14&ots=Dol3UIDHlj&sig=vFsSYP6I5B-uJ-hNlfITXtDYW5w. 
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with Hellfire missiles.41 With UAVs, operators can interact with targets thousands of kilometers 

distant while maintaining a high degree of physical distance and high-resolution, real-time 

monitoring capabilities.42 The combination of precision and remoteness has prompted debate on 

the nature of remote warfare and accountability in ethical and legal contexts.43 UAVs challenge 

conventional ideas of combat and heroism, representing the pinnacle of historical trends toward 

remoteness. 

2.1.5 AI-Powered Force and Autonomous Weapon Systems (AWS) 

The most recent advancement in distant warfare is the creation of artificial intelligence 

(AI)-powered force, especially through Autonomous Weapon Systems (AWS). With pre-

programmed algorithms and real-time data processing, AWS can function without direct human 

control.44 This degree of autonomy results in previously unheard-of remoteness, further removing 

human operators from the actual battlefield and decision-making process. There is continuous 

discussion about the ethical ramifications of AWS, including accountability concerns and the 

possibility of unforeseen effects.45 The introduction of AI in weaponry represents a seismic shift 

in the conduct of war, severing the traditional link between weapons and their human operators. 

This tremendous shift is poised to radically altering the dynamics of combat. 
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From the first tools powered by muscle to the most advanced AI-powered systems, the idea 

of remoteness in the use of force has changed, reflecting a constant attempt to maximize combat 

effectiveness while lowering personal risk. This chronological sequence demonstrates how ethical 

concerns in combat and technical innovation interact dynamically. Particularly with the growing 

remoteness of combat has created new difficulties for upholding human accountability and control. 

A major concern is how ethical responsibility and technical advancement interact. The debate 

brings us to autonomy and it's features AWS and how do they interact with the legal norms.  

2.2 Autonomy in Weapons  

The concept of ‘autonomy’ derives from the Greek words autos (self) and nomos (law), 

signifying the human capacity to self-govern by creating one's own laws. This notion has been 

extensively explored across various disciplines. In theology, autonomy is defined as "the right and 

freedom of self-determination as contrasted with determination by somebody or something else".46 

Kantian philosophy introduces moral autonomy as the ability to govern oneself based on moral 

principles, in contrast to heteronomy, which involves external moral imposition.47 

The idea of autonomy changes significantly when talking about non-human entities, 

specifically machines. Heteronomy, which is defined as reliance on human intervention, is 

frequently used to contrast autonomy in robots. The degree of autonomy exhibited by a machine 

is negatively correlated with its reliance on human operators, as per Lin (2016) and Arkin 
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(2009).48’49 Furthermore, functional performance tends to be in focus rather than moral 

conclusions in the scholarship regarding machine autonomy. For example, from a strategic and 

military vantage point there is more emphasis on building machines that can execute certain tasks 

better than humans than rather than being moral infallible.50 Hence, machines morals and were 

never a yardstick to gauge their autonomy or performance.  

According to this functionalist perspective, machine autonomy is defined as the ability to 

carry out tasks on its own without human intervention in the real world. Autonomy is the capacity, 

once triggered, to function without human intervention; it does not imply moral decision-making. 

This definition emphasizes how machine autonomy is morally neutral.51 

2.2.1   The OODA Loop and Its Relevance to Autonomy 

While defining in the context of AWS, an understanding from OODA Loop can be derived.  

OODA Loop is a is a decision-making process that was coined by military strategist John Boyd, it 

is an acronym of Observe, Orient, Decide, and Act.52 According to Boyd a combatant A human 

soldier begins by "observing" his surroundings and obtaining as much information as possible 

through his senses; he then "orients" himself or his vehicle toward the enemy, "decides" which 

course of action is most appropriate to achieve the objective, and finally "acts".53 This model is 

crucial for understanding the functionalities required for autonomous weapon systems (AWS). A 
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fully autonomous system must independently perform all four steps of the OODA Loop without 

human intervention. 

In combat settings, Boyd's model highlights the significance of prompt and precise 

decision-making. AWS needs to quickly collect data (Observe), process and analyze it (Orient), 

decide on the best course of action (Decide), and carry out the action (Act) in order to be 

effective.54 In dynamic and uncertain situations, establishing real autonomy poses distinct 

obstacles at each level of this loop.55 

2.2.2    Sheridan’s Scale and Measuring Autonomy 

Sheridan's 10-level scale offers a thorough framework for assessing a system's autonomy. 

This scale goes from Level 1, where a system offers no autonomous functions, to Level 10, where 

a system operates entirely autonomously without any human input.56 A growing level of autonomy 

is represented by each intermediate level. 

The systems at the lower echelons of Sheridan's scale are capable of carrying out certain 

activities on their own, but they still need human oversight or approval when making important 

judgments. At Level 5, for example, a system might recommend actions, but they still need to be 
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confirmed by a person before being carried out.57 Greater autonomy is reflected in higher levels, 

when the system can carry out tasks and notify the human operator thereafter or at its discretion.58 

Autonomous Weapon Systems (AWS) with absolute autonomy are generally categorized as Level 

10 autonomous, signifying complete independence in their operations, decision-making, and 

action execution, without any human oversight or input. 

2.2.3   Defining Autonomy in AWS 

Based on the previous discussions autonomy within the context of AWS is described as the 

ability to function and make decisions in real-world contexts without the need for human 

involvement. This definition is in line with the functionalist viewpoint since it emphasizes the 

effectiveness of the machine over ethical issues.59 

The level of autonomy is frequently situational and contingent upon the particular tasks the 

machine executes. The degree of autonomy is determined, for example, by the capacity to travel, 

recognize, and interact with targets on its own without assistance from a human.60 Thus, a more 

nuanced evaluation of AWS capabilities is possible when autonomy is viewed as a continuum 

rather than a binary quality. 

2.2.4    Autonomy in Today’s Weapons 

Different levels of autonomy are already included in modern weapon systems. According 

to pre-programmed criteria, sensor-fused and loitering munitions, like the Israeli Harpy and Harop, 
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select and engage targets inside a predetermined area, exhibiting limited autonomy.61 These 

systems still require human input for target selection and activation even if they operate 

autonomously after launch.62 

Missile defense systems like the Phalanx used by the US and the Iron Dome developed by 

Israel serve as additional examples of enhanced autonomous capabilities. Although these systems 

are capable of detecting, tracking, and engaging with incoming threads on their own, they are 

nevertheless managed by humans to guarantee correct operation and to overrule judgments when 

needed.63  

Anti-personnel sentry weapons, such the Super aEgis II from South Korea, demonstrate 

the trend toward greater defensive system autonomy. Although they normally need human 

authority to engage, these systems are capable of autonomously detecting and tracking human 

targets.64 But as these technologies progress, the limits are being pushed toward completely 

autonomous operations with minimal human interaction.65  

2.2.5    Ethical and Legal Implications of Autonomy 

There are important moral and legal issues when autonomy is included into military 

systems. International Humanitarian Law (IHL) requires autonomous systems to abide by the 
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norms of distinction and proportionality.66 For even the most sophisticated AI to be distinguished, 

it must be capable of differentiating between combatants and non-combatants.67 In order to 

maintain proportionality, a strike must not cause more harm to civilians than it does to the military. 

This requires complicated moral decisions that machines might not be able to make. 

Furthermore, there are accountability issues when using autonomous systems in conflict 

areas. It is more difficult to assign blame when autonomous systems inflict injury since traditional 

legal frameworks presume human agency and intent.68 The implementation of IHL and the defense 

of human rights are threatened by the accountability gap. 

2.3  Future Directions in Autonomous Weapon Systems 

Future advancements in AWS development will likely continue to push the limits of 

autonomy. The capabilities of these systems are expected to advance with the introduction of new 

technologies like improved AI algorithms and sophisticated sensor systems.69 But in order to 

guarantee that the implementation of AWS complies with global legal and ethical norms, these 

developments also call for strong regulatory frameworks. 

The necessity of human supervision in crucial tasks, especially those in which deadly force 

is involved, is emphasized in proposals for assuring real human control over AWS.70 By 

guaranteeing that human operators maintain final say over decisions made by autonomous systems, 
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the concept of meaningful human control aims to close the accountability gap, the notions that will 

be discussed in the later part of the dissertation.  

The investigation of autonomy in AWS exposes a nuanced interaction between human 

supervision and technology capabilities. We learn more about the definition and measurement of 

autonomy by looking at frameworks such as Sheridan's scale and the OODA Loop. The design and 

operational environment of military systems today show that autonomy is a spectrum with different 

degrees of human engagement as technology develops, it will be important to carefully analyze 

the ethical and legal ramifications of AWS's growing autonomy in order to maintain human dignity 

and adhere to international humanitarian norms. 

2.4 Definition and Key Features of AWS 

Following a thorough discussion of the concepts of autonomy and remoteness, a thorough 

definition of autonomous weapon systems (AWS) must be developed. The scholarly discourse has 

highlighted several issues that this definition needs to take into account. These include the degree 

of human intervention and autonomy, the type of activities that AWS does, and the legal and ethical 

consequences of the tasks performed by AWS. 

The comparative analysis of AWS definitions provided by states and organizations evince 

a diverse range of perspectives. The Department of Defense (DoD) in the United States, for 

example, defines AWS as systems that, once initiated, can independently identify and engage 

targets without further human intervention. This definition encompasses human-supervised 

autonomous weapons, which are designed to enable human operators to override the system's 

actions, but once activated, can independently select and engage targets without additional human 
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intervention71 This term highlights AWS's operational independence, highlighting their capacity to 

operate independently after deployment. 

Conversely, the ICRC describes AWS as weapon systems capable of attacking (using force 

against, neutralizing, damaging, or destroying) targets without requiring human intervention. This 

definition, however, focuses on the critical functions of AWS and describes them as such.72 This 

strategy reflects the functional independence of AWS and emphasizes the lack of or absence of 

human oversight in the target engagement decision-making, which is consistent with the moral and 

legal issues surrounding the use of such systems. 

Although the Chinese definition emphasizes autonomy in a similar way, it goes on to 

include other elements including lethality, the inability to stop once triggered, and the capacity for 

self-learning and adaptability through contact with the environment.73 This thorough approach 

takes into account not only the functional features of AWS but also their capacity for adaptation 

and the possibility of unanticipated conduct, which poses serious moral and legal issues. 

In the discussion of AWS, it is fundamental to differenciate between autonomy and human 

control. For example, the French definition proposes a completely autonomous system that 

functions without human interference by emphasizing the lack of human supervision and 

connection with the military chain of command This viewpoint is consistent with concerns about 
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the loss of human supervision and the moral ramifications of allowing robots to make decisions 

that involve matters of life and death.74 

2.4.1 Rationale for Selecting ICRC Definition 

The ICRC definition of AWS is particularly persuasive for a number of reasons, most 

notably in light of the intricate ethical and legal ramifications that were previously articulated. It 

is inclusive in the first place, covering military systems that are autonomous both now and, in the 

future.75 Because of its inclusivity, AWS's ethical and legal ramifications may be thoroughly 

examined. 

Furthermore, the ICRC's emphasis on public conscience and humanity ideals is consistent 

with broader ethical considerations in in an armed conflict. The ICRC definition tackles the 

fundamental ethical issues surrounding the use of AWS in war by highlighting the requirement that 

AWS must comply with the IHL principles of necessity, proportionality, and distinction.76 This 

strategy makes sure that the conversation on AWS stays rooted in the core principles that support 

both international law. 

The possibility that AWS may function in intricate and dynamic situations adds to the 

ethical and regulatory complexities surrounding AWS. There are concerns regarding the 

predictability and reliability of AWS due to its ability to adapt to changing circumstances and make 

decisions on its own. In this context, the ICRC's focus on the limitations of human-determined 
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programming and the degree of choice that AWS enjoys is especially pertinent, as it emphasizes 

the necessity of having explicit and legally binding norms governing their usage.77 

Given the wide diversity of definitions and the intricate ethical and legal concerns involved, 

it is crucial to choose a definition that strikes a balance between operational functionality and the 

need for ethical accountability and human oversight, given the wide diversity of definitions and 

the intricate ethical and legal concerns involved. A thorough and impartial approach is offered by 

the ICRC's definition, which highlights the essential roles of AWS and the absence of human 

involvement during the decision-making process. In addition to capturing AWS's operational 

autonomy, this definition also adheres to the values of compassion and public conscience, which 

are essential to any weapon system's legality under IHL (ICRC, 2016). Hence, throughout the 

research wherever AWS is mentioned, interpreted and analyzed with relevant legal frameworks, 

the working definition of AWS shall be the one provided by ICRC.  

2.5 Human Control and Decision Making  

The development of Autonomous Weapon Systems (AWS) poses substantial difficulties in 

maintaining efficient human oversight and assuring rational decision-making in conflicts and in 

law enforcement. The autonomy and remoteness of AWS give rise to significant ethical and legal 

considerations, as previously discussed in the chapter. The notion of autonomy in AWS, as defined 

by theories like as the OODA Loop and Sheridan's scale, highlights the need of subtle human 

supervision. Ensuring ethical decision-making and conformity with the existing legal 

frameworks is of utmost significance when it comes to AWS and human control and decision-
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making plays a critical role in achieving this.78 This section explores the intricacies of human 

control and decision-making in AWS, highlighting the constraints in knowledge, cognitive 

abilities, temporal limitations associated with the use of these weapons. Only after 

contextualization of these terminologies, one can bring in the issue of responsibility and 

accountability which is the prime focus of this research work. 

2.5.1 Epistemic Limitations 

Epistemic limits on human control pertain to the restrictions on human knowledge and 

comprehension while engaging with Autonomous machines. AWS often function with a significant 

degree of intricacy and independence, posing a challenge for human operators to completely 

comprehend their decision-making procedures.79 The inherent opacity of machine learning 

algorithms makes it difficult for even their creators to consistently anticipate their behavior, one a 

command has been initiated. The opaque nature of AI presents a substantial obstacle to maintaining 

substantial human control, since operators may lack the requisite knowledge to make well-

informed judgments or may not be able to intervene an action has been initiated.80  

The Observe-Orient-Decide-Act (OODA) loop as discussed previously had been a monumental 

paradigm typically in the process of making decisions in military contexts. Nevertheless, Breton 

and Bossé in their research on human agency contend that the conventional OODA loop is too 

comprehensive to include the dynamic and non-linear procedures necessary for successful human 

involvement in automated systems and the current systems are not that sophisticated to allow for 
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parallel decision making and are devoid of mechanisms to integrate viable human intervention.81 

This constraint is worsened by the intricacy of AWS, which often necessitates operators to 

formulate novel cognitive frameworks to comprehend and anticipate system behavior. These 

models need a significant amount of time and resources to develop, and in critical circumstances 

where these machines are deployed, there is frequently not enough time available for this mental 

adjustment to occur and that too occur efficiently.82 

2.5.2 Cognitive Limitations 

Cognitive limits emerge from the intrinsic restrictions of human intellect while they interact 

with high throughput technical systems. Research in cognitive psychology has shown that people 

have an intrinsic propensity to take automatic decision as it is, which is quicker but less thoughtful 

than reflective thinking which only humans are capable of. The process of automated reasoning is 

often inadequate when it comes to the scenario of intricate and ethically crucial decisions that are 

necessary for the functioning of AWS.83 Sharkey (2012) argues that individuals often depend on 

automatic reasoning in their daily lives. However, when this kind of reliance is used in the 

operation of AWS, it might result in mistakes and ethical oversights.84 Furthermore, the cognitive 

constraints are further worsened by the presence of automation bias. Automation bias is the 

inherent inclination of humans to excessively depend on automated systems, placing faith in their 

results generated automatically, without employing any critical assessment 85. This prejudice is 

especially troublesome in the context of AWS, where the consequences of decision-making are 
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quite significant and can lead to arbitrary loss of life.86 Studies have shown that operators may 

neglect to override incorrect choices made by AWS as a result of this bias, which may result in 

potentially disastrous consequences.  

2.5.3 Temporal Limitations 

Temporal limits are the restrictions caused by the difference in pace between AWS 

operations and human decision-making processes. AWS has the ability to digest information and 

perform actions far faster than what humans are capable of. Wiener cautioned that robots working 

at such high speeds provide substantial obstacles to human control, since operators may not have 

sufficient time to intervene and rectify mistakes.87 The disparity in time frames of human cognition 

and machine action is evident in some of the existing systems such as the Phalanx or SeaRAM. 

These weapon systems possess the capacity to achieve their objectives within a matter of seconds, 

henceforth leaving little or no opportunity for human involvement.88 

The prompt decision-making that is an intrinsic feature AWS clashes with the more careful and 

curated speed of human ethical deliberation. AI systems priorities speed, efficiency, and prediction 

skills, which is actually demanded from them, in doing that these systems are prone to neglecting 

the subtle and context-sensitive aspects of human moral judgement. The temporal mismatch may 

lead to ethical and legal violations, since the rapid mode of action of Autonomous Weapons may 

not allow for the required human supervision and careful consideration.89 
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2.6 The Interplay of Human Control and AWS Autonomy 

The interaction between human operators and AWS cannot be regarded as simple and direct 

one, but it rather involves an intricate interplay of cognitive and technological elements. Katharine 

Hayles characterizes views this relationship as a "cognitive assemblage," a kind of interconnection 

which involves parallel cognition of human and machines, that influences each other's choices and 

behaviors.90 This interplay of human and machine cognition questions the conventional presence 

of human authority, proposing that humans are not only the only ones in control of technology but 

are instead components of a unified system where agency is scattered between human and machine 

parts. Introduction of human control in AWS is further complicated by this shared agency. As AWS 

becomes increasingly sophisticated and self-governing, the human position transitions from hands-

on control to a supervisory role, where the capacity to intervene is constrained by the system's 

intricacy and velocity. This transition gives rise to substantial ethical and legal concerns regarding 

the allocation of responsibility and liability in the utilization of AWS.91 

2.6.1 The Role of Human Operators in AWS Decision-Making 

The participation of human operators in the decision-making is vital to ensure that these 

systems operate within ethical and regulatory parameters. Operators have the responsibility of 

establishing the parameters and objectives that direct AWS actions. The human control ideally 

begins when the codes for these systems are being written, human cognition via programming 

should be there while determining the criteria for identifying and engaging targets. It is essential 

for human operators to actively observe the performance of AWS and should have a mechanism 
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to intervene to subvert any unforeseen negative outcomes.92 The efficacy of human operators in 

AWS decision-making relies on their capacity to comprehend the system's capabilities and 

constraints. Proficiency in AWS necessitates extensive training and a profound comprehension of 

the ethical and legal principles that regulate its utilization. Operators must possess the ability to 

make quick judgements in stressful conditions, effectively managing the requirement for prompt 

response while also ensuring compliance with ethical and regulatory guidelines.93 

The ethical and legal implications of using AWS are intricately related to the level of human 

agency is possessed by these systems. According to international humanitarian law, all weapon 

systems, including AWS, must comply with the core principles of distinction, proportionality, and 

military necessity, which will be discussed in the subsequent chapters. The IHL principles require 

that those engaged in conflict be clearly identified as combatants or non-combatants, the amount 

of force used must be proportional to the military advantage gained, and actions must be considered 

necessary to achieve legitimate military objectives.94 Integrating AWS into military operations 

poses substantial hurdles in retaining efficient human control and providing robust decision-

making processes. The ability of human operators to successfully oversee and interfere in the 

behavior of these systems is complicated by epistemic, cognitive, and temporal restrictions. To 

overcome these restrictions, a comprehensive strategy is needed, which encompasses transparency, 

education, ethical principles, and technology measures. It is contended by the scholars to have 

strong human oversight in order to maintain the ethical and legal norms of combat and reduce the 
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hazards that are concomitant with growing autonomy of AWS.95 To gain a deeper understanding 

of the issues and improve human oversight and decision-making in the usage of sophisticated 

systems, it is important to contextualize Accountability and Responsibility with these systems.  

2.7 Algorithmic Target Construction and Decision-Making 

For better understanding of the dynamics of autonomous decision-making in autonomous 

weapon systems and human control, one must grasp the idea of Algorithmic Target Construction 

in machines. The process of selecting and engaging with a target in AWS is becoming more and 

more dependent on data-driven algorithms, consequently removing the need for human oversight. 

In-depth discussion of Algorithmic Target Construction is provided in this section, along with an 

analysis of its consequences for human control and decision-making, as previously covered in 

relation to autonomy and ethical issues in AWS. 

The term "ATC" describes the procedure that AWS uses to collect and re-examine data in 

order to decide which people should be the target for use of force. The Geneva Academy of 

International Humanitarian Law and Human Rights' 2017 Briefing, "Defending the Boundary", 

emphasized this idea.96 "Construction" refers to the methods used to gather and process data, while 

"Algorithmic" means that computer algorithms are used to make these conclusions. Finding a 

"Target" for military intervention is the ultimate objective. 

There are three primary parts to ATC: gathering data, digesting data using algorithms, and 

deciding to use force based on this data. During the first stage, known as data collection, AWS 
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collects large amounts of field data, including big, biometric, and personal data. Sensitive 

information like political beliefs, racial or ethnic origin, and biometric information like 

physiological traits and face photos may be revealed by personal data.97 Drones are frequently 

used in modern military operations to gather this kind of information in order to create databases 

that facilitate the identification of possible targets; this approach has been called "data-driven 

warfare".98 

Once the data is gathered, the autonomous system proceeds to analyze and manipulate this 

information using advanced algorithms. An algorithm can be defined as a systematic set of rules 

or procedures created to address problems or generate desired results based on given input data.99 

For an algorithm to be considered effective, it needs to generate certain outcomes, be time-

efficient, and work in a deterministic manner within a limited number of steps.100 Machine learning 

algorithms, namely those that utilize deep learning and neural networks, are anticipated to have a 

substantial impact on the future of AWS by enhancing their performance through ongoing learning 

and adaptation.101 The last phase of (ATC) entails the independent decision-making of the AWS, 

in which the system utilizes analyzed data to determine whether or not to engage targets. This 

decision-making process is deterministic, adhering to pre-established criteria, and devoid of the 

impromptu nature and ethical discernment that are inherent in human decision-making.102 The 
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approach frequently entails analyzing individuals' behavior patterns and classifying them as 

possible targets based on statistical connections.  

As a result of the ATC, the capabilities of AWS have gotten increasingly sophisticated. 

Consequently, the responsibilities of human operators have shifted from direct control to 

supervisory oversight. This transition poses numerous obstacles. The intricate nature of AWS and 

their dependence on sophisticated algorithms might obfuscate the decision-making process from 

human operators.103 The opaque nature of AWS poses challenges for operators in comprehending 

and anticipating its operations, hindering their ability to maintain well-informed and efficient 

oversight.  

The introduction ATC in the Autonomous Weapons debate signifies a notable progression 

towards technology that allows limited human intervention. However as contended by leading 

scholars and subject experts, effective supervision by humans is essential in AWS because human 

dependence on data gathering, algorithmic analysis, and independent decision-making to 

guarantee ethical and legal adherence. To provide effective control over these advanced systems, 

it is crucial to address the limits related to knowledge, cognition, and time constraints of human 

operators. As the evolution of AWS progresses, it is imperative to establish frameworks that strike 

a balance between technological capabilities and the ethical and legal criteria that regulate the 

utilization of force in military operations.104 The pertinent question that shall be debated how ATC 

can be developed in a way that allows for human oversight?  

To align the deployment of autonomous weapon systems with ethical and legal standards, 

it is crucial to understand and address the complexities of Algorithmic Target Construction (ATC). 
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By doing so, we can navigate the ethical and legal challenges these systems present, ensuring their 

use upholds principles of humanity and public conscience.  

2.8 Concluding Remarks 

This chapter offers a thorough examination of the ideas of remoteness and autonomy 

concerning the application of force, with a specific emphasis on Autonomous Weapon Systems 

(AWS). The historical progression from early muscle-powered tools to present AI-powered AWS 

demonstrates a consistent endeavor to improve combat efficacy while reducing personal risk. The 

concept of remote warfare was equated with cowardice in the primitive ages, however, the fixation 

with heroism could not keep pace with the demands of optimizing lethality and minimizing 

vulnerability.105 Hence, the history of use of force unraveled with developments such as crossbow, 

gunpowder, and nuclear weapons. 

The term "autonomy" originates from the Greek literature has also been discussed in detail, 

it refers to the ability to operate independently. Speaking in the context of machines, autonomy 

refers to the ability to operate independently without the need for human involvement. Autonomy 

is opposite to heteronomy, which involves relying on human intervention. Machine autonomy, is 

best defined by the functionalist approach, which refers to the capacity of machine to operate 

without human intervention, with a focus on performance rather than moral factors.106 This 

definition, which is morally neutral, highlights the ethical difficulties presented by autonomous 

systems in warfare. 
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The OODA Loop, devised by military strategist John Boyd, is essential for comprehending 

the functionality of AWS. A completely self-governing system must autonomously carry out the 

four stages of the OODA Loop: Observation, Orientation, Decision, and Action. Sheridan's 10-

level scale provides a structured approach to evaluate the extent of autonomy in a system, spanning 

from complete absence of autonomous functions to complete autonomy.107’108 These frameworks 

emphasize the range of independence and different levels of human participation in AWS 

operations. 

When defining AWS, it is important to take into account factors such as autonomy, human 

control, and functional capabilities, as well as the ethical and legal concerns that may arise. The 

definition of AWS provided by the ICRC emphasizes the crucial functions of AWS and the lack of 

human involvement. This definition has been adopted for this research as it takes a complete 

approach that ensures operational independence while adhering to the values of compassion and 

public conscience that are important to International Humanitarian Law (IHL). 

Human oversight and decision-making are essential for ensuring ethical decision-making 

and compliance to IHL. The introduction of AWS brings restrictions on humans in terms of 

knowledge, understanding, making it challenging to maintain a human agency over machines. 

Epistemic limitations refer to the constraints on human knowledge and comprehension of AWS, 

whereas cognitive limitations represent the inherent restraints of human intelligence.109 Temporal 

constraints exist due to the swift pace of AWS operations in contrast to the slower cognitive 
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processes involved in human decision-making. It is crucial to overcome these restrictions by 

implementing openness, providing training, and establishing ethical principles 

Algorithmic Target Construction (ATC) in AWS entails the collection, manipulation, and 

examination of data to facilitate decision-making regarding target selection. This approach aims 

to minimize human supervision while also adding notable ethical and legal complexities.110 The 

opaque nature of machine learning algorithms and the deterministic nature of algorithmic decision-

making lays emphasis on the necessity for clear visibility and strong human supervision. It is vital 

to build frameworks that strike a balance between technology improvements and ethical and 

regulatory standards as AWS capabilities progress. 

To summarize, having a comprehensive understanding of the historical development of 

remote weaponry, the idea of autonomy, and the intricacies of human control and decision-making 

lays the groundwork for tackling the ethical and legal difficulties presented by AWS. The definition 

provided by the ICRC gives a strong and comprehensive framework that guarantees the alignment 

of AWS deployment with values of compassion and public conscience. This establishes the 

foundation for a more in-depth examination of accountability and responsibility in the utilization 

of AWS, which will be investigated in upcoming sections. 
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Chapter 3 

 IHL AND AWS: ACCOUNTABILITY IN AUTONOMOUS DECISION-

MAKING 

3.1 Introduction  

The goal of IHL, formerly known as the laws of war or the law of armed conflict, aims to 

mitigate the horrors of war.. The basic premise was that, although though conflict is unavoidable 

due to human nature, humans may at least work to lessen its negative consequences on other 

people. This was achieved by limiting the tools and tactics of combat and by instituting regulations 

that safeguard individuals who are taking part in hostilities or have ceased to do so.111 IHL 

particularly refers to a set of regulations intended to lessen the impact of armed conflict for 

humanitarian purposes. It limits the tools and techniques of conflict while safeguarding those who 

are not or are not now engaged in hostilities. The roots of this area of international law can be 

traced back to the humanitarian impulse, particularly to Henry Dunant, whose experiences at the 

Battle of Solferino in 1859 inspired the creation of the Red Cross and the initial Geneva 

Convention, ratified in 1864.112 

IHL is centered on the Geneva Conventions and its Additional Protocols. These agreements 

guarantee the humane treatment of civilians and medical personnel and lay forth basic safeguards 

for people during times of armed conflict. They also forbid specific kinds of warfare.113 The 

foundation of IHL is lies on the concepts of necessity, proportionality, and distinction. Parties 
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involved in a conflict must adhere the principle of distinction to discern between combatants and 

non-combatants so solely military objectives are engaged. Attacks that would inflict 

disproportionately more harm on civilians than on the expected military gain are forbidden by the 

principle of proportionality. Only those actions required to accomplish a justifiable military goal 

are permitted by necessity.114 

The introduction of new weapons systems has throughout history presented challenges to 

IHL, specifically its application and practicality. It has been a constant theme in the evolution if 

IHL, and different conventions were introduced as different means and methods were introduced 

in the armed conflict. The journey began with the St. Petersburg Declaration of 1868 when it 

forbade the employment of explosive projectiles weighing less than 400 grams because of their 

extreme agony and lack of military necessity.115 Subsequently, the Hague Conventions of 1899 

and 1907 were implemented, which established comprehensive guidelines for the tactics and 

weapons of war. These included bans on the use of poison and poisoned weapons, as well as 

limitations on the application of expanding bullets and asphyxiating gasses.116 The international 

community's growing understanding of the disastrous humanitarian effects of chemical and 

biological weapons, particularly in light of their devastating usage in the course of world wars, led 

to the further prohibition of their use in the 1925 Geneva Protocol.117 The 1949 Geneva 

Conventions and their Additional Protocols of 1977 were adopted in the wake of World War II. 

These agreements established extensive safeguards for individuals affected by armed conflict and 
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imposed additional limitations on the conduct of hostilities in warfare, including the requirement 

to distinguish between civilian and military targets, as well as the specific prohibition against 

indiscriminate attacks.118 

The introduction of AWS, marks the beginning of a new phase in the history of applying 

military force obstructing the existing legal framework that essentially regulates armed conflict.  

AWS as discussed previously are capable of choosing and engaging targets without the need for 

human participation, raise important moral, legal, and practical issues. Concerns over adherence 

to IHL principles are raised by the fact that these systems can function in a range of autonomy 

levels, ranging from partially autonomous to fully autonomous.119 The incorporation of AWS into 

armed situations requires a careful analysis of how compliance can be maintained with the legal 

frameworks. This need calls for a development of sophisticated method is needed to evaluate AWS 

in armed conflict under IHL. It entails looking at AWS's effects on the battlefield from the 

perspectives of targeting law and weapons law. Weapons Law examines the legitimacy of military 

tactics, determining if the use of AWS complies with international bans on weapons of mass 

destruction and indiscriminate use. Conversely, Targeting Law examines how AWS is used to 

choose and interact with targets, making sure that the concepts of proportionality and distinction 

are followed.120 This division makes it possible to comprehend the full scope of the moral and 

legal implications of using AWS in modern combat.  
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3.1.1   Theoretical Underpinning of Just War theory 

The theory of Just War, deeply embedded in philosophical and theological traditions, offers 

a vital perspective for assessing the implementation of Autonomous Weapon Systems (AWS) 

within the context of IHL. The two primary tenets of just war theory are jus in bello, which 

discusses the morality of behavior during a conflict, and jus ad bellum, which examines how just 

is the application of force. These concepts are closely aligned with International Humanitarian 

Law (IHL), since they emphasize the need for military measures to be proportionate and to 

discriminate between combatants and non-combatants.121 By integrating Just War Theory with 

AWS, it becomes even more morally imperative to make sure that these systems are able to uphold 

the moral integrity of military operations while still adhering to IHL rules. Apart from adhering to 

IHL, the use of Just War Theory highlights the wider ethical consequences of utilizing AWS. The 

idea calls for critical thought on the moral obligations placed on nations and military leaders when 

implementing AWS, especially with regard to making sure that these systems are operated in a 

way that upholds the norms of the justice of going to war and the justice in the conduct of war. In 

order to prevent the dehumanization of war and the obscuring of the moral agency of those who 

deploy and operate AWS, it is imperative that thoughtful consideration be done in order to prevent 

the degradation of ethical standards in conflict.122 We can gain a better understanding of the 

difficulties and ramifications of incorporating autonomous systems into contemporary warfare by 

doing an examination of the effects of AWS using Weapons Law and Targeting Law and placing 

it within the larger ethical framework of Just War Theory.  
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3.2  Weapons Law  

The purpose of weapons law, which is an integral part of IHL, aims to regulate the use of 

weapons during armed conflicts in order to minimize their detrimental impact on humanity. 

Despite the absence of a universally agreed-upon definition of"weapon" in international law, it is 

commonly understood to refer to a tool that is intended or utilized to inflict injury, either in an 

offensive or defensive manner.123 The ICRC proposed the constitution of domestic legal systems 

that should converge a clear and focused definition of weapons, which eventually will lead in a 

globally accepted agreement on what to categorize as weapons.124 There are two fundamental 

enquiries that are in focus while legislating weapons; the first pertains to the legality of the weapon 

itself while second is the permissibility of its utilization in armed conflict (Additional Protocol I, 

Article 36). These rules guarantee that the choice of weapons and their usage methods are restricted 

to protect both combatants and civilians.125  

The history of weapons law commenced during the Saint Petersburg Declaration of 1868, 

which sought to outlaw the utilization of specific explosive projectiles which were used during 

that time, that inflicted undue pain on soldiers. This statement, while lacking legal enforceability, 

marked an important achievement in the endeavor to make warfare more humane by limiting the 

utilization of cruel technology.126 The two Hague Peace Conferences of 1899 and 1907 made 

significant progress in the field of weapons legislation by establishing several international 

agreements, such as the ban on asphyxiating gasses and expanding bullets. The 1907 Hague 
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Convention IV established the premise that belligerents do not have unrestricted rights to use 

methods of harming the enemy, thereby establishing the principle of limitation in weapons law.127  

The Geneva Protocol of 1925, which banned the use of suffocating gasses, along with the 

1899 Declaration, established the idea that weapons without the ability to distinguish between 

lawful and unlawful targets are prohibited. The 1977 Additional Protocols to the 1949 Geneva 

Conventions further developed this principle by stating that weapons that inflict excessive injury 

or undue suffering are not allowed (Additional Protocol I, Article 35).128 Article 36 of Additional 

Protocol I go further in underscoring the need to scrutinize the legality of weapons at every stage 

starting from their development to their procurement and deployment in the armed conflict. This 

article testifies to the proactive nature of weapons law.129 

These concepts of weapons law are significant in the context of Autonomous Weapon 

Systems. AWS are an arrangement of one or more sophisticated weapons in a unified weapon and 

a delivery platform. To address the intricate nature of weapons law and AWS, it is mandatory to 

apply weapons law in a way that guarantees that the weapon itself and the delivery method is in 

compliance with IHL.130 This complexity in the application can be evidenced with an example of 

the Predator drone; originally employed for information gathering, monitoring, and reconnaissance 

(ISR) objectives, was subsequently outfitted with Hellfire missiles, so converting it into a platform 
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for precise and deliberate assassinations.131 Within this context, the Hellfire missile serves as the 

armament, while the drone functions as the means of transportation and deployment. The legality 

of AWS must be evaluated by considering not only the kind of the weapon, but also the way it is 

employed, in conformity with the principles of differentiation and proportionality. 

Ethical considerations surrounding AWS are in line with the emphasis of the Saint 

Petersburg Declaration on restricting the use of inhumane technology. It is crucial to ensure 

compliance with weapons law for AWS, which can operate with significant autonomy, in order to 

prevent unnecessary suffering and indiscriminate harm.132 Weapons law's central principle is based 

on limitation which mandates that AWS are manufactured, designed to minimize harm to both 

military personnel and civilians on the battlefield. The United Nations framework adopted the 

Convention on Certain Conventional Weapons (CCW) to present a more flexible approach to 

regulating specific weapons by using its annexed protocols. This blanket treaty on weapons, allows 

states to ratify and implement protocols hereby enabling adaptation of weapons law according to 

the new and emerging technologies.133 This flexible nature of CCW is fundamental for addressing 

the evolving nature of warfare and ensuring the regulation of emerging technologies such as AWS 

to prevent breaches of IHL. 

Moreover, ongoing efforts to prohibit weapons that inflict excessive harm or undue 

suffering are exemplified by the 1976 ENMOD Convention, the 1997 Ottawa Convention on anti-

                                                 
131 Michael W. Lewis and Emily Crawford, “Drones and Distinction: How IHL Encouraged the Rise of Drones,” 
Georgetown Journal of International Law 44 (2013 2012): 1127. 
132 Emily Crawford, “The Enduring Legacy of the St Petersburg Declaration: Distinction, Military Necessity, and the 
Prohibition of Causing Unnecessary Suffering and Superfluous Injury in IHL,” February 19, 2019, 
https://doi.org/10.1163/15718050-12340097. 
133 Robert J. Mathews, “The 1980 Convention on Certain Conventional Weapons: A Useful Framework despite 
Earlier Disappointments,” International Review of the Red Cross 83, no. 844 (December 2001): 991–1012, 
https://doi.org/10.1017/S1560775500183506. 



54 

 

personnel mines, and the 2008 Oslo Convention on cluster munitions. These treaties, as well as 

the 1972 Biological Weapons Convention (BWC) and the 1993 Chemical Weapons Convention 

(CWC), demonstrate the comprehensive framework of weapons law aimed at humanizing 

warfare.134 These conventions further underscore that AWS should be developed that aligns with 

humanitarian principles.  

To apply weapons law to AWS in an effective and practical manner, it is crucial to consider 

the weapon and the delivery system as a unified whole. This comprehensive approach guarantees 

that the development, deployment, and use of AWS undergo thorough legal examination to prevent 

breaches of IHL. By following the core principles of IHL, states can guarantee that AWS are 

utilized in a manner that minimizes harm and upholds the ethical standards of warfare. 

3.2.1   Weapons Law Legal Review: 

In the realm of weapons law, there are two key principles: the prohibition of weapons that 

cause undue suffering and the necessity for accurate and controlled targeting which entails the 

prohibition of indiscriminate weapons. These provisions guarantee that both the weapon systems 

and their delivery platforms adhere to IHL standards. During the legal review of weapons law, both 

of these rules will be used to assess AWS and determine if they can meet the strict standards of 

IHL. 

3.2.1.1 Prohibiting Excessive Harm 

The utilization of weapons that inflict excessive injury and unnecessary suffering is 

explicitly forbidden by Articles 23(e) of Hague Convention IV and 35.2 of Additional Protocol I 
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(API).135 This prohibition is a fundamental principle of International Humanitarian Law (IHL) 

which is given the status as customary law by the International Court of Justice and International 

Criminal Court.136 Despite this, there is considerable discussion about the specifics of this 

prohibition. 

The idea of excessive harm and unwarranted pain is primarily centered on the concept of 

proportionality. It suggests that while inflicting harm during warfare is unavoidable, the harm 

inflicted should not go beyond what is required for military goals. This concept is rooted in the 

idea of military necessity but needs to be weighed against the ethical considerations to uphold the 

humanitarian principles.137 In the case of AWS, this principle necessitates a thorough assessment 

of whether their autonomous nature inherently leads to excessive harm or unwarranted pain. 

Supporters of AWS contend that the autonomous capability itself does not inherently cause 

unwarranted suffering or excessive harm. Instead, it is argued that the deployed weapons should 

not be indiscriminate. If the weapons are lawful, their delivery autonomous systems are less likely 

to make them lawful.138 

The second part of the rule about causing unnecessary harm and suffering deals with the 

notion if the use of a specific weapon will inevitably lead to death or some form of severe injury. 

The question thus in on the development of AWS, if they are designed to inflict superfluous injury, 
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then they will be considered illegal.139 Thus, the legality of AWS in this regard depends on their 

programming and their ability to make context-specific assessments. The third part of the rule 

looks at whether there are less harmful options available. AWS need to be assessed based on this 

standard to ensure that, whenever possible, less damaging alternatives are chosen. 

The final assessment on the prohibition of excessive injury and unnecessary suffering 

should be focused towards the design of weapon, and its lawful use in battlefield rather than its 

misuse. Even weapons that are regulated and regarded as lawful as per the provisions of IHL, can 

be misused, however, this misconduct will not make the weapon itself unlawful, the question will 

be on the user of weapon (combatant or machine in the case of AWS), this will be particularly 

discussed in the targeting law. Thus, AWS as systems combining lethality and autonomy must be 

scrutinized for their design and intended use to ensure compliance with the excessive injury and 

unnecessary harm. 

3.2.1.2 Ensuring Precision and Control 

The ban on indiscriminate weapons is the second core provision of Weapons Law, which 

refers to weapons that cannot differentiate between permissible and non-permissible targets. This 

principle is embodied in Article 51, paragraph 4, of API and is considered both conventional and 

customary law.140 Indiscriminate weapons are characterized by their inability to differentiate 

between military and non- military target and are indiscriminate in their impact on civilian 

populations. Throughout history, these weapons have been identified as indiscriminate and 
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subsequently prohibited via different weapon conventions.141 The crucial issue at hand is 

determining whether AWS demonstrate discriminate or indiscriminate behavior. Article 36 of API 

mandates that each weapon that is introduced must undergo a thorough legal review. The review 

should be carried out at each stage from development to deployment.142 

Testing AWS against this rule involves assessing their capacity for precision and control. 

Proponents argue that with advanced algorithms and processing capabilities, AWS can be designed 

to meet these criteria, indiscriminate effects can be avoided. Moreover, these kinds of weapons 

such as UAV’s before them were designed to ensure targeted response against the enemy.143 The 

key technological challenge in this debate is to ensure that the deployed AWS are honed with 

substantial artificial intelligence to enable them to differentiate between lawful and unlawful 

military targets. This proposition aligns with the notion of "technological objection" which avers; 

that if technology advances sufficiently, AWS can comply with the principle against indiscriminate 

weapons.144’145 However, the notion that how much these weapon systems are infallible and 

dependable shrouds the whole argument in obscurity; if a certain glitch or a tiny error on coding 

can suddenly transform them into indiscriminate weapons, or if the system is prone to cyber-

attacks and hacking, hence, to ensure their compliance with the provision against indiscriminate 

weapons there should be an element of ‘absolute infallibility’ in these weapon systems.  
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In conclusion, AWS, due to their unique combination of lethality and autonomy, must 

undergo rigorous legal reviews to determine their compatibility with cardinal IHL provisions that 

specifically prohibit prohibiting excessive injury, unnecessary suffering, and indiscriminate 

weapons. These both provisions mandate the states to conduct these reviews at the national level, 

ensuring that all potential uses of AWS are examined for legality. The legal frameworks must also 

be applied in a holistic manner (from laboratory to field), the application of IHL rules shall begin 

when an initial wire frame of such a weapon is drafted, hence law should be thoroughly applied at 

each milestone of development of these weapons, then procurement and deployment.  

3.3 Targeting Law-Means and Methods of Warfare  

The integration of AWS into modern warfare presents a tremendous challenge to IHL, 

particularly in the realm of Targeting Law. Targeting Law is that arm of weapon’s law that debates 

the just application of force in attacks, emphasizing the user's responsibility.146 The weapons law 

is particularly important in this debate because the conventional subject of this law is not human 

which prompts us to ask if these systems themselves be considered lawful users of lethal force? 

Traditionally, Targeting Law has focused on human combatants who possess the autonomy 

to observe, reflect, and choose a course of action. Combatants are expected to be trained in the 

principles of IHL and to be held accountable if any of their action leads to violation of the principles 

of IHL. This framework of law inherently presumes a level of human judgment and moral 

reasoning that is certainly beyond a machine’s capacity.147 However, AWS, particularly with 
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advanced levels of autonomy, challenge this assumption by assuming the roles which traditionally 

belonged to human soldiers, such as identifying and engaging targets. The fundamental shift in the 

accountability regime in the law regimes is specifically concerning.  

One viewpoint suggests that advanced AWS could be likened to human fighters due to their 

capacity to autonomously carry out the decision-making process. With regard to the OODA Loop 

(Observe, Orient, Decide, Act), AWS could potentially complete the entire sequence on their own, 

without any explicit involvement from humans. This comparison implies that in performing these 

functions, AWS could be regarded as "robo-combatants" rather than just tools.148 However, this 

perspective is disputed, critics contend that this comparison is flawed because it fails to recognize 

the fundamental distinctions between human combatants and machines.149 Secondly, if this 

assumption is taken, and robo-combatants replace humans, this is particularly detrimental to the 

accountability and responsibility framework. Humans possess moral and ethical judgment, which 

is crucial to the application of IHL, while AWS operate based on pre-programmed algorithms 

which are unable to apply moral judgement to the adapting circumstances in the battlefield.150 

Despite these debates, applying the principles of Targeting Law to AWS is essential to ensure their 

use aligns with IHL. Three core principles are particularly relevant: distinction, proportionality, 

and precautions in attack 

                                                 
148 Mustafa Can Sati, “The Attributability of Combatant Status to Military AI Technologies under International 
Humanitarian Law,” Global Society 38, no. 1 (January 2, 2024): 122–38, 
https://doi.org/10.1080/13600826.2023.2251509. 
149 Malik and Chakka, “Autonomous Weapons System.” 
150 Michael C. Horowitz, “The Ethics & Morality of Robotic Warfare: Assessing the Debate over Autonomous 
Weapons,” Daedalus 145, no. 4 (2016): 25–36. 



60 

 

3.3.1   Distinction  

The principle of distinction is a cornerstone of IHL, requiring that parties involved in an 

armed conflict are required to always differentiate between military personnel and objects, and 

civilians and civilian objects. This seminal provision mandates that only military targets can be 

directly attacked, while non-combatants and non-military targets are shielded from direct 

attacks.151 Saint Petersburg Declaration of 1868 is a formal declaration of the principle of 

distinction, by emphasizing that war aim should limit itself to weakening the enemy’s military and 

military capacities. This principle was further incorporated into the Hague Regulations of 1899 

and 1907, and more comprehensively in the Geneva Conventions.152 Additional Protocol I (API) 

to the Geneva Conventions, Article 48, explicitly mandates that parties involved in a conflict must 

consistently differentiate between civilian populations and armed personnel, as well as between 

non-military objects and military targets, directing their operations solely towards military 

targets.153 

In the Nuclear Weapons decision, the International Court of Justice (ICJ) categorically 

defended the concept of distinction as the tenet of IHL, highlighting its central significance.154 The 

distinction rule is further codified in ICRC’s Customary Rules of IHL.155 This concept requires 
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Autonomous Weapon Systems (AWS) to reliably discriminate between legal and impermissible 

targets, whether they be objects or persons, assuming that AWS are capable of utilizing fatal force 

in the same manner as human fighters. 

For AWS to adhere to the principle of distinction, the Algorithm Construction Target must 

possess them with a capacity to differentiate between combatants and non-combatants. This 

assessment is particularly challenging for machines, because it involves rapid context related and 

complex judgement.156 For instance, identifying a military object, such as a tank, can be a straight-

forward pursuit if AWS contain adequate sensors to identify them. However, determining whether 

an object directly serves a military purpose or is used in a manner contributing to military action 

requires context related deliberation and interpretation.157 AWS must be capable of picking and 

analyzing the real-time data to make these distinctions, which appears to be a technical challenge. 

In order to uphold the concept of distinction, AWS must have the algorithms that allow 

them to precisely evaluate a target's military value and the precise military gain of enacting an 

operation. This evaluation needs to be done rapidly, taking into account the unique conditions that 

arise during the military operation.158 While doing these kinds of evaluations dynamically is crucial 

for AWS, it is still a major issue for existing technologies. According to some experts, AWS should 

only be used in simple situations where algorithms can produce reliable real-time assessments.159 

The complexity is exacerbated when the targets are human. AWS must distinguish between 

combatants, who can be targeted, and non-combatants, who cannot. Combatants encompass 
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members of the armed forces, militias, volunteer corps, and those participating in a levée en 

masse.160 Civilians who directly resort to violence can also be targeted, but civilians who are not 

directly participating, or combatants who are hors de combat (e.g., injured or surrendering), must 

not be attached as per the principle of distinction. AWS must be programmed to assess these minute 

distinctions in a precise manner, recognizing signals of surrender and identifying legitimate targets 

even in complex scenarios such as insurgent hideouts, where combatants may not wear distinctive 

signs.161 This level of compliance brings us to the concept of ‘technological objection’ if the 

technology is significantly sophisticated, AWS can be compliant to the precepts of IHL.  

The principle of distinction does not require that the process of choosing and engaging 

targets be a human domain; in fact, no convention specifically mentions the presence of humans 

in this command and control hierarchy, despite the difficulties in achieving AWS absolute 

distinction capabilities.162 Since AWS's algorithms are bound by predetermined criteria, they are 

able to make decisions devoid of the emotional prejudices and poor assessments that may harm 

human combatants. AWS proponents contend that because of its intrinsic impartiality, they may 

be able to target more accurately than humans—but only if the technology can reliably distinguish 

between acceptable and unacceptable targets.163 

Algorithmic Target Construction (ATC) may provide AWS with a workable targeting 

strategy. In particular, concerns that explicitly emerge because of technological restrictions may 
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become irrelevant if AWS technology advances to the point where it can reliably discern between 

legal and illegitimate targets.164 To guarantee adherence to the concept of distinction, this 

progression would need major developments in sensor technology, data processing, and 

algorithmic decision-making. 

In conclusion, one of the most important ideas in the discussion around AWS legislation is 

the notion of differentiation. Even if there are obstacles with the technology we now have, AWS 

has the ability to make impartial, objective targeting judgments and fulfill its promise of 

compliance.  Achieving absolute sophistication and infallibility in technology will equip AWS to 

adhere to the principles of morality and legality in warfare. 

3.3.2 Proportionality  

A key provision of international humanitarian law (IHL) is proportionality, which 

guarantees that military operations be carried out in a manner that minimizes harm to non-

combatants and non-combatant entities is minimum. Although direct assaults on people are 

prohibited, the concept of proportionality recognizes that accidental injury to civilians—also 

referred to as collateral damage in normal jargon—is acceptable as long as it does not outweigh 

the expected military gain.165 For generations, this idea has been acknowledged without express 

language in IHL. This is particularly the case with Articles 51 and 57 of Additional Protocol I 

(API) to the Geneva Conventions.166 
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Understanding the technological capabilities of AWS and the ethical frameworks that 

govern their usage in a nuanced manner is crucial in order to adhere to the principle of 

proportionality to them. Accurately balancing military benefits against possible harm to civilians 

is a fundamental need for AWS. The subjective nature of proportionality evaluations, however, 

poses a serious problem.167 Supporters claim that algorithms may be built into AWS to assess 

proportionality; nevertheless, this requires making intricate, context-dependent decisions that are 

customarily made by people.168 

Article 51(5)(b) of API specifically articulates the notion of proportionality, which provides 

that an attack is indiscriminate if the incidental harm to civilians is disproportionate to the expected 

direct and concrete military benefit. If this proportionality is not upheld, Article 57(2)(b) goes 

further to call for suspension of such attacks that are against proportionality as held by the precepts 

of IHL.169 Although not mentioned specifically in Additional Protocol II, this idea among the legal 

fraternity is regarded as customary law, hence applicable universally.170 AWS must have 

sophisticated algorithms to evaluate a target's military worth and precisely estimate the possible 

harm to civilians. This calls for real-time analysis and complex data processing, which are difficult 

tasks for the technologies available. 

Opponents of AWS contend that proportionality is hard to put into algorithms because it is 

essentially subjective. Although attempts have been made to convert proportionality calculations 
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into machine algorithms, many experts argue that these calculations are not objective enough for 

machine implementation since they are context-specific and intrinsically subjective.171 In spite of 

this, reasonableness standards are commonly used in practice to direct these evaluations. This 

implies that AWS might eventually be able to do proportionality calculations on par with those 

performed by human operators given enough technology developments.172 

AWS needs to be kept up to date on the most recent military plans and actions in order to 

do proportionality assessments. This stipulation highlights the importance of human supervision, 

especially in intricate and ever-changing settings where it might be difficult to appropriately weigh 

the benefits to the military against the harm to civilians.173 Incorporating human operators in an 

"on-the-loop" role could alleviate any shortcomings in AWS decision-making procedures, 

guaranteeing that proportionality evaluations are solid and suitably contextualized.174 

Suppose that AWS is able to do proportionality assessments on its own without the need 

for human intervention. In this situation, their activities would be assessed using the same 

standards that apply to judgments made by people, with an emphasis on gathering adequate and 

trustworthy information and applying it reasonably.175 Whether the decision was taken by a human 

or a machine, the legality of the result, for example, the unintentional killing of civilians close to 
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a military target, would rely on an ex ante evaluation.176 This raises another issue with the 

accountability framework that may be in place while these evaluations are being conducted. 

The technological argument against AWS's capacity to evaluate proportionality rests on the 

claim that these systems are incapable of making the kind of subjective judgments required for 

such assessments. This criticism, however, might become less relevant if advances in machine 

learning and artificial intelligence allow AWS to more closely mimic human decision-making 

processes, which is consistent with the ideas of "absolute infallibility" and "technological 

objection" that were previously articulated.177 AWS may be approved for use in military operations 

if they are able to conduct situational evaluations that satisfy the fundamental standards of 

proportionality. 

In summary, the proportionality principle must be taken into account when deploying AWS 

for them to stay in the bounds of IHL. Even if there are currently technological barriers, continuous 

developments in artificial intelligence and machine learning could eventually allow AWS to do 

proportionality calculations on par with those performed by human operators. Maintaining the 

moral and legal integrity of military operations requires that AWS be able to appropriately balance 

military advantages against potential harm to civilians. 

3.3.3 Precaution 

A foundational element of IHL is the principle of precautions in assault, which is essential 

to justifiable application of force in armed conflicts. According to this principle, incidental harm 

to non-combatants and non-combatant property must be avoided or at least minimized by taking 
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all reasonable care. The duty to take continuous precautions to protect individuals during military 

operations is outlined in Article 57 of Additional Protocol I (API) to the Geneva Conventions.178 

It becomes especially difficult to apply the precautionary principle in the context of AWS.  

Given that AWS is built to operate with a significant level of autonomy, it is unclear how these 

systems will comply with IHL regulations, which have historically relied on human judgment.179 

According to the precautionary principle, anyone organizing or choosing an assault must make 

sure that all reasonable steps are taken to confirm that the targets are actual military targets and 

not civilian targets.180 

A crucial interpretation of the precautionary principle's definition of "feasibility" is that it 

refers to actions that are practically feasible while accounting for all relevant circumstances at the 

moment. It is difficult for pre-programmed AWS to navigate the battlefield dynamically without 

human oversight in real-time, as this context-specific assessment demands it.181 ICRC, which 

emphasizes that feasibility includes the obligation to verify the aim to the greatest extent practical, 

concurs with this interpretation.182 

It is important to examine AWS's technological capabilities to see if they can adequately 

fend off attacks. To reliably distinguish between military targets and civilians, AWS needs to be 

                                                 
178 “Protocol Additional to the Geneva Conventions of 12 August 1949, and Relating to the Protection of Victims of 
International Armed Conflicts (Protocol I), 8 June 1977.,” accessed June 16, 2024, https://ihl-
databases.icrc.org/en/ihl-treaties/api-1977/article-57. 
179 Jeffrey S. Thurnher, “Feasible Precautions in Attack and Autonomous Weapons,” in Dehumanization of Warfare, 
ed. Wolff Heintschel Von Heinegg, Robert Frau, and Tassilo Singer (Cham: Springer International Publishing, 2018), 
99–117, https://doi.org/10.1007/978-3-319-67266-3_6. 
180 Ian S. Henderson, Patrick Keane, and Josh Liddy, “Remote and Autonomous Warfare Systems: Precautions in 
Attack and Individual Accountability,” in Research Handbook on Remote Warfare (Edward Elgar Publishing, 2017), 
335–70, https://www.elgaronline.com/downloadpdf/edcoll/9781784716981/9781784716981.00022.pdf. 
181 Van Den Boogaard, “Proportionality and Autonomous Weapons Systems.” 
182 “Protocol Additional to the Geneva Conventions of 12 August 1949, and Relating to the Protection of Victims of 
International Armed Conflicts (Protocol I), 8 June 1977.” 



68 

 

outfitted with advanced sensors and algorithms that can process enormous volumes of real-time 

data. Given that the systems must be able to make quick, context-sensitive decisions that presently 

mostly rely on human intuition and experience, this need suggests a substantial technological 

challenge.183 

In addition, the precautionary principle requires that combatants use tactics and strategies 

that reduce unintentional harm to civilians. Combatants are expressly required under API Article 

57(2)(a)(ii) to choose their weapons and strategies in a way that minimizes the risk to civilian lives 

and property.184 According to this part of the precautionary principle, AWS must be built with the 

capacity to automatically adjust its operations to the shifting circumstances of the battlefield in 

order to limit injury to civilians even as the tactical situation changes.185 

The need to halt or cancel strikes if it appears that the target is not a legitimate military 

objective or if the attack would result in disproportionate harm to civilians is a crucial part of the 

precautionary principle. This requirement is outlined in API Article 57(2)(b), which emphasizes 

the requirement for real-time decision-making capabilities.186 This suggests to AWS that these 

systems ought to have features that let human operators step in and stop missions if needed. There 

is disagreement, nevertheless, about whether AWS itself ought to be able to make these decisions 

on its own. This would necessitate a hitherto unheard-of degree of artificial intelligence and 

situational awareness. 
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The necessity of accountability in the design and implementation of these systems is also 

touched upon in the discussion surrounding AWS and the precautionary principle. The 

precautionary principle requires that those who violate it be held accountable under existing IHL 

regulations, which presents a problem for AWS, which has a great deal of autonomy.187 Robust 

supervision procedures and rigorous testing may be necessary to guarantee that AWS adheres to 

the precautionary principle and that these systems can accurately and consistently duplicate human 

judgment. 

In conclusion, the application of the precautions in assault principle to AWS poses several 

challenges and is essential to the lawful use of force under IHL. Strong supervision procedures 

and cutting-edge technological skills are needed to guarantee that AWS can limit injury to civilians 

by taking all reasonable precautions. In order to preserve the moral and legal integrity of military 

operations, it is imperative that AWS be able to follow the precautionary principle as technology 

advances. 

3.4 Martens Clause: Principles of Humanity and The Dictates of Public Conscience 

The Martens Clause is a cornerstone of international humanitarian law (IHL), originally 

appearing in the Preamble to the Hague Convention II in 1899.188 It says that the laws of public 

morality and the standards of humanity continue to protect combatants and civilians in situations 

not covered by current treaties. The Hague Convention IV of 1907 and the Additional Protocol I 
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to the Geneva Conventions of 1977 both reaffirmed this clause, demonstrating its continued 

significance in IHL.189 

The Hague Peace Conference in 1899 recognized that the existing legal structures were 

inadequate to accommodate all possible conflict circumstances, which led to the establishment of 

the Martens Clause.190 The purpose of the Clause was to bridge these gaps by adding a moral and 

ethical protection that would guarantee that, even in the lack of specific legal measures, basic 

humanitarian standards would govern behavior during armed conflicts.191 This "historically 

determined foundation" has had a major influence on the development of international 

humanitarian law, putting moral principles at its center. 

The principles of humanity and the dictates of public conscience have played a major role 

in shaping the development of IHL throughout the past century. These guiding principles have 

guided the application of IHL in a variety of unexpected situations, in addition to serving as a basis 

for treaty development.192 Consequently, the Martens Clause fulfills two functions: it influences 

the formation of new laws de jure condendo and serves as a normative framework for already-

existing laws, guaranteeing that the humanitarian spirit of international humanitarian law always 

takes precedence.193 
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The Martens Clause's allusion to public conscience and humanitarian ideals highlights 

IHL's deep moral obligations. Given that IHL is flexible enough to accommodate extra-positive 

law—that is, rules drawn from moral and natural law principles—this link is especially important. 

The philosophical foundation is in line with the views of natural-law scholars who support the 

incorporation of ethical considerations into legal systems. Therefore, the Martens Clause 

strengthens the moral underpinnings of IHL by acting as a link between legal positivism and 

natural law. 

3.4.1 Martens Clause legal review 

Several states, non-governmental organizations (NGOs), and academics have regularly 

cited the Martens Clause in discussions about AWS in order to argue against the implementation 

of such systems. States that emphasize the moral ramifications of AWS and its possible clash with 

the values of humanity and public conscience, including Australia, Brazil, and Sri Lanka, have 

used the Clause.194 These appeals, which represent a comprehensive understanding of the Clause 

as a moral compass in international law, frequently do not distinguish between moral and legal 

grounds. 

The Martens Clause is another argument used by NGOs like Human Rights Watch (HRW) 

and the International Committee for Robot Arms Control (ICRAC) to oppose AWS.195’196 They 

contend that morality, which ought to direct the creation and application of AWS, is intrinsically 

tied to human values and public consciousness. The International Committee of the Red Cross 
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(ICRC) has delineated that these principles provide as a link between moral obligations and legal 

requirements, implying that AWS may give rise to moral questions that require legal clarification 

197. 

International players have been instrumental in highlighting the importance of the Clause, 

especially NGOs and the ICRC. Particularly the ICRC believes that while morality and public 

conscience are fundamentally related to each other, they are separate from positive legislation.198 

According to the ICRC, these guidelines might act as a "portal" that links ethical concerns with 

legal requirements, so affecting the normative framework that oversees AWS. Legal experts 

disagree on how the Martens Clause should be used when evaluating AWS. Some contend that 

because positive IHL already addresses the difficulties brought up by AWS, the Clause has little 

normative importance. According to critics like Evans, fear-mongering language rather than sound 

legal reasoning is frequently promoted by invoking the ideals of humanity and public conscience. 

On the other hand, other academics argue that autonomous killing is intrinsically at odds with the 

values of humanity and public conscience, connecting ideas like human dignity to these ideals. 

According to this viewpoint, the Clause emphasizes the moral need for human consideration before 

using lethal force, which means it is against completely autonomous weapon systems that run 

independently of human oversight. 

3.4.2 Normative Status and Ethical Implications 

The normative significance of the Martens Clause is still up for discussion. Some perceive 

it as merely a moral precept rather than a rigid legal requirement, but others see it as an essential 
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part of the IHL framework that serves as a roadmap for the creation of new legal standards 199. 

According to the ICRC, the Clause can provide moral concerns legal weight, guaranteeing that 

moral considerations influence how AWS is treated legally.200 

The Martens clause, which bridges the gap between natural law and positive law and 

is essential to the discussion of autonomous weapon systems (AWS). Positive law pertains to 

explicit state-agreed statutes and treaties that establish unambiguous legal frameworks. Natural 

law, on the other hand, is the embodiment of universal moral principles—often unwritten—that 

guide moral behavior and fairness. By invoking the "principles of humanity" and the "dictates of 

public conscience," the Martens Clause grounds judicial standards in more general moral 

principles.201 Because it draws attention to the conflict between ethical restraints and technological 

progress, this dual grounding is especially pertinent to AWS. Positive legislation, on the one hand, 

mandates that AWS adhere to current IHL standards, guaranteeing that their use does not result in 

needless suffering or indiscriminate harm.202 However, the natural law viewpoint—which is 

highlighted by the Martens Clause—demands that any use of AWS be consistent with humanity's 

fundamental moral principles, calling for a level of morality that transcends simple legal 

compliance.203 This confluence of moral and legal factors implies that, even insofar as AWS 

complies with existing legal requirements, its creation and implementation must also meet more 
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general ethical requirements, guaranteeing that they do not compromise the core humanitarian 

ideals that form the basis of IHL. 

For compliance with the ethical and moral principles embodied in Martens Clause The 

designers of AWS must make sure that these systems have strong moral frameworks that can mimic 

human judgment while upholding moral standards and public conscience.204 To ensure that AWS 

can function inside the confines of IHL, this requires a great deal of testing and validation. Second, 

it is imperative that the Martens Clause be incorporated into AWS's legal review procedures. To 

guarantee adherence to IHL and the Martens Clause, states and developers need to perform 

comprehensive evaluations of AWS, taking proactive measures to remedy any possible 

infractions.205 Third, these technologies can be brought into line with social values and ethical 

norms by interacting with the public and upholding transparency around the creation and 

implementation of AWS. This strategy guarantees that AWS are built and utilized ethically in 

addition to fostering trust. 

3.5 Concluding Remarks:  

In order for AWS to be consistent with IHL, they should be developed in compliance with 

Weapons Law and deployed in compliance with the Targeting Law. In the foregoing, it has been 

demonstrated that autonomous killing performed via Algorithmic Target Construction (ATC) does 

not inherently conflict with IHL; rather, it is conceivable that technology will advance to ensure 

adequate – and therefore acceptable – levels of compliance with IHL rules. The days of the 

'technological' argument seem numbered. 
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AWS raise significant issues of categorization within IHL: should they be considered 

weapons, thus regulated by Weapons Law, or should they be treated like combatants, thus falling 

under Targeting Law? The majority of commentators firmly support the Weapons Law model, 

viewing AWS as tools or instruments rather than autonomous combatants.206 Another perspective 

suggests that both analogies between AWS and weapons or combatants are misleading and 

restrictive. This view advocates for the creation of new laws specifically tailored to regulate these 

'unconventional warfighters' and calls for an ad hoc treaty on AWS. 

Some contend, however, that these systems' superior AI capabilities turn them into "robot-

combatants," undermining the existing legal standards outlined in API Article 36. With weapons 

that can make judgments without human input, the line between the "master" (the combatant) and 

the "tool" (the weapon) becomes less clear.207 According to this research, AWS can no longer be 

viewed as merely a tool because it performs the crucial tasks of choosing and interacting with 

targets, taking on a role that was previously exclusive to humans. Therefore, this notion will allow 

for a sufficient debate of the legal issues surrounding accountability.  

Another argument emerged in discussions around AWS, claiming that the Martens Clause's 

humane concept and autonomous killing are irreconcilable. This argument has broad support from 

a variety of actors and solid moral foundations.208 The argument's legal significance is less evident, 

though, because natural law and legal positivism continue to clash. The notion that something can 

be made illegal just because it is immoral is rejected by many legal experts. Because of this, people 
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who are against autonomous killing frequently support an ad hoc treaty that would specifically 

forbid AWS, believing that a simple restatement of extra-positive law would suffice. 

In conclusion, it is critical that autonomous weapon systems (AWS) be strictly regulated 

within the current frameworks of IHL, weapons law, and targeting law, even though it may not be 

feasible to outright forbid AWS. The Martens Clause offers a noteworthy ethical framework that 

emphasizes the values of humanity and the standards of public conscience that AWS is required to 

follow. Therefore, robust accountability mechanisms need to be established, to make sure that 

AWS operates within these moral and legal bounds rather than the creation of new conventions or 

laws that target the smart machines directly. This will require comprehensive legal reviews, 

ongoing oversight, and transparent decision-making processes and a bridge to some form of human 

oversight to guarantee that the deployment and use of AWS remain consistent with IHL and uphold 

the fundamental values of human dignity and ethical warfare. 
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Chapter 4  

REGULATING AWS IN LAW ENFORCEMENT: HUMAN RIGHTS AND 

RESPONSIBILITY 

4.1 Introduction 

Scholars and policymakers are increasingly focusing on the influence of AWS on 

International Human Rights Law (IHRL). Although AWS's development is primarily driven by 

military purposes, there is an increasing acknowledgment that these systems will also be utilized 

in law enforcement operations, where IHRL is the only relevant set of rules 209. Previous iterations 

of AWS, such as weaponized unmanned aerial vehicles, are currently being employed regularly 

for the purposes of managing crowds, monitoring borders, and carrying out targeted assassinations 

across national boundaries.210 It is anticipated that these systems will accumulate substantial data 

for future analysis to determine whether to employ lethal force by conducting initial screenings of 

their surroundings, objects, and individuals.211 The sophisticated sensors and advanced algorithms 

that are capable of processing immense quantities of data in real-time are utilized in these 

preliminary assessments. Haas and Fischer in their research deliberate upon other indicators, 

biometric information, and movement patterns are among the data that can be collected to assist 

the system in making informed judgments regarding potential hazards.212 These systems generate 
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exhaustive profiles and scenarios that influence their decision-making processes as they 

accumulate and analyze this data. 

Consequently, it is inevitable that future law enforcement operations will endure a 

substantial digital transformation, incorporating state-of-the-art technologies into routine 

operations. This transition will render automated data processing and mass surveillance essential 

components of contemporary policing strategies.213 Advanced surveillance systems will be capable 

of continuously monitoring vast areas, distinguishing and tracing individuals and objects with 

unparalleled precision.214 These systems will not only improve the efficacy of law enforcement 

agencies but also raise significant ethical and legal concerns regarding the potential for technology 

misuse, data security, and privacy.215 Therefore, the integration of autonomous systems into law 

enforcement will necessitate a careful equilibrium between the protection of ethical principles and 

legal norms and the utilization of technological advancements. In this analysis, we will examine 

how AWS operates in situations similar to those managed by unmanned systems, especially those 

that involve targeted executions. 

4.1.1    Theoretical underpinning of Natural Law 

The concept of natural law theory, which is fundamental to both philosophical and legal 

traditions, asserts that there are certain rights and ethical standards that are intrinsic to human 

nature and may be determined by rational thinking.216 These principles promote the values of 
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equity, equality, and safeguarding fundamental human rights, thereby establishing the foundation 

for legal and moral standard.217 Natural law is a critical ethical framework that prioritizes the 

absolute preservation of human dignity and the fundamental right to life within the domain of AWS 

in law enforcement. 

The underlying concepts of natural law emphasize the need for AWS to function within a 

structure that honors human rights and maintains justice. The fundamental worth and value of each 

person, as supported by the principles of natural law, necessitates the meticulous regulation of any 

application of force, particularly when carried out by autonomous systems, in order to avoid 

arbitrary or unfair actions.218 This is consistent with the norms of IHRL, which aim to guarantee 

that all actions taken by states, including those involving AWS, are carried out while upholding 

human rights and basic freedoms. 

Furthermore, the emphasis of natural law on rationality and fairness strengthens the need 

for human supervision in AWS operations.219 Human oversight guarantees that the implementation 

and behaviors of AWS comply with ethical principles and legal requirements, reflecting the logical 

and moral considerations that are fundamental to natural law. 220 This omission is essential for 

upholding responsibility and avoiding possible misconduct that may result from completely 

independent systems. 
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To summarize, natural law serves as a fundamental ethical standpoint that strengthens the 

principles of IHRL in governing the governance of Artificial Intelligence and Autonomous 

Systems (AWS). 221 It promotes the safeguarding of human dignity, the entitlement to life, and the 

imperative of human supervision to guarantee fair and responsible law enforcement procedures. 

An ethical foundation is crucial for dealing with the intricate issues presented by the incorporation 

of AWS into law enforcement activities. 222 

4.2 The Evolution of Warfare and Use of Weapons Beyond Armed Conflict 

The landscape of warfare and weapon use has significantly evolved, extending beyond 

traditional armed conflicts to include various forms of conflict that is below the threshold of armed 

conflict under IHL.223 Modern conflicts are increasingly stealthy and ambiguous, making it 

challenging to categorize them strictly under the established frameworks of IHL. These new forms 

of conflict often seek to circumvent the applicability of IHL, necessitating a reevaluation of the 

legal and ethical frameworks governing the use of AWS. 224 

4.2.1   Applicability in Anti-terrorism and Non-armed Conflict Situations 

In scenarios where the criteria for armed conflict are not met, such as areas geographically 

outside of traditional battlefields and without a direct connection to an armed conflict, the 
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deployment of AWS would be governed exclusively by IHRL.225  Armed drones have already been 

utilized in such contexts over the past decade, and AWS may similarly be deployed. These such 

situations should be regarded as law enforcement operations governed by IHRL and international 

law enforcement standards, rather than by IHL.226 

4.2.2 Domestic Law Enforcement 

When AWS are employed in domestic law enforcement, human rights law is the applicable 

legal framework. It is conceivable that military forces, equipped with AWS, could be deployed for 

law enforcement operations. Additionally, domestic law enforcement officials may eventually 

deploy AWS armed with lethal or non-lethal weapons. In these scenarios, the application of force 

is unequivocally governed by IHRL.227 .The burgeoning industry around AWS is already 

producing systems specifically designed for domestic law enforcement. Marketing literature from 

companies in this sector envisions AWS applications in crowd control, using armored robotic 

platforms and launchers to disperse crowds using tear gas or rubber bullets, deliver electrical 

shocks from the air, and mark individuals considered troublemaker. These systems can also be 

equipped with firearms or light weaponry.228 

Other possible domestic uses of AWS, include apprehending specific types of individuals 

such as escaped prisoners or poachers, as well as offering perimeter security, for high-security 
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areas like prisons or border zones, possibly with stationary systems that deploy tear gas.229  

Additionally, AWS may be used to patrol pipelines or handle hostage situations, where their rapid 

response capabilities, such as using facial recognition to identify and neutralize threats, could be 

advantageous compared to human operators. 230 Governments and private manufacturers are likely 

to distribute such technology worldwide, reflecting the growth of the private security industry. 231 

This dissemination raises concerns about the acquisition and use of AWS by states or actors lacking 

the technological capacity or experience to manage such advanced systems responsibly. 

4.3 Rights Other Than the Right to Life and Human Dignity 

The utilization of AWS in law enforcement operations has significant ramifications for 

various human rights, extending beyond the well-documented concerns related to the right to life 

and human dignity. 232 This section investigates the broader human rights issues, assessing the 

potential impacts and difficulties presented by AWS. The examination will focus on the following 

rights: the right to privacy, the right to security of the person, the right to inhuman treatment, the 

right to just administrative action, and the right to a remedy.  

The presence of AWS, which possess the capability to make independent decisions and 

carry out actions without direct human involvement, poses distinct problems to existing human 
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rights frameworks.233 The possibility of widespread surveillance, unjustifiable exercise of power, 

and absence of responsibility highlights the requirement for strict restrictions and supervision. 234 

Each of these rights, as safeguarded by IHRL, offers a crucial perspective to examine the utilization 

of AWS in law enforcement. 

4.3.1 Right to Privacy 

Various human rights accords, notably Article 17 of the International Covenant on Civil 

and Political Rights (ICCPR), safeguard the right to privacy. This article explicitly prohibits any 

unauthorized or illegal intrusion into an individual's privacy, family, home, or correspondence. It 

also encompasses any unlawful attacks on their honor and reputation. 235  This protection 

encompasses multiple aspects of personal life, safeguarding individuals against excessive 

monitoring and gathering of information by government entities. 236 The European Court of Human 

Rights (ECtHR) has been essential in establishing and upholding the limits of this entitlement, 

especially in response to the progress of surveillance technologies.237 

An important and notable case in this context is Szabó and Vissy v. Hungary (2016). The 

applicants contested Hungarian legislation that authorized widespread covert surveillance in the 

interest of national security. The European Court of Human Rights (ECtHR) ruled that although 

governments may employ sophisticated monitoring technology to combat terrorism, these methods 
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must not result in uncontrolled executive authority. The Court highlighted the importance of strong 

legal protections to avoid arbitrary or abusive invasions of privacy, emphasizing that any 

monitoring measure must be deemed "necessary in a democratic society" and proportionate to the 

legitimate goal being sought.238’239 

The possible implementation of Autonomous Weapon Systems (AWS) equipped with 

sophisticated surveillance capabilities greatly increases the likelihood of privacy infringements.240  

AWS may be configured to do ongoing surveillance and data gathering, generating comprehensive 

profiles of persons by analyzing their activities, movements, and interactions.241 This feature is 

especially alarming in the context of widespread monitoring, because large quantities of data can 

be gathered, processed, and examined mechanically without direct human supervision. 

The consequences of such spying are significant. The methodical gathering and 

examination of individual data by AWS may result in extensive violations of privacy, especially in 

the absence of sufficient legal protections. 242 According to IHRL, the criteria of necessity and 

proportionality require that any breach of the right to privacy must be absolutely essential to 

achieve a valid objective and must be in proportion to that objective. 243 To clarify, it is crucial to 
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control the use of AWS for surveillance to prevent it from surpassing the required extent to deal 

with the particular threat or objective. 

For instance, in law enforcement, AWS could be utilized to surveil public areas for security 

reasons or to monitor persons who are suspected of engaging in criminal behavior.244 Nevertheless, 

in the absence of rigorous legal frameworks regulating their utilization, there is a potential danger 

that these systems may be exploited, resulting in indiscriminate surveillance and data gathering 

that violates the privacy rights of individuals.245 Furthermore, the automated nature of AWS 

surveillance could worsen these problems, since it may lack the subtle discernment needed to 

distinguish between legal targets of surveillance and ordinary persons going about their daily 

lives.246 

In addition, the ECtHR has emphasized the significance of implementing measures to 

prevent the misuse of monitoring authority in various other instances. The Court, in the case of 

Liberty and Others v. the United Kingdom (2008), determined that the UK's system for intercepting 

communications did not have sufficient supervision and safeguards, leading to infringements of 

the right to privacy as outlined in Article 8 of the European Convention on Human Rights 

(ECHR).247 This case highlights the importance of having thorough legislative frameworks in place 
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to oversee the utilization of surveillance technologies, such as AWS, in order to safeguard 

individual privacy.248 

4.3.2 Right to Security of a Person 

Article 9(1) of the International Covenant on Civil and Political Rights (ICCPR) guarantees 

individuals the right to liberty and protection from arbitrary detention or imprisonment.249 This 

right encompasses the safeguarding against both potentially fatal and non-fatal injuries sustained 

during encounters with law enforcement officials.250 In General Comment No. 35, the Human 

Rights Committee emphasizes that the term "arbitrariness" should be given a wide interpretation. 

It encompasses not only behaviors that violate legal statutes, but also those that are unsuitable, 

unfair, or lack consistency, along with aspects of rationality, indispensability, and 

commensurateness. 251 

Implementing Autonomous Weapon Systems (AWS) in law enforcement circumstances, 

especially where lethal or less-lethal force is used, presents substantial difficulties in guaranteeing 

adherence to Article 9. 252.  AWS are engineered to function according to pre-determined 

algorithms, which allows them to potentially make immediate judgments regarding the application 

of force without direct human involvement.253 The ability of this autonomous decision-making 
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raises significant concerns regarding the possibility of arbitrary infringements on freedom and 

safety. 

An overriding issue is that AWS, if not effectively regulated, could result in inappropriate 

or disproportionate utilization of force. Unlike human officers, AWS do not possess the capacity 

to use discretion and judgment in intricate and swiftly changing circumstances. 254 The lack of 

human supervision can lead to acts that fail to meet the required standards of rationality and 

necessity. 255 For example, if an AWS is deployed to handle a demonstration, it may employ 

excessive force, so intensifying the situation and inflicting avoidable harm on victims. 256 Engaging 

in such acts would violate the principles stated in Article 9, as they would not meet the necessary 

standards of proportionality and appropriateness, as stated in General Comment No. 35 by the 

Human Rights Committee.257 

An illustrative example that highlights the significance of reasonableness and 

proportionality in the utilization of force by law enforcement is the Bouyid v. Belgium (2015) case. 

ECtHR has determined that police personnel are only permitted to use force if it is absolutely 

required and directly related to the objective they are trying to achieve. Furthermore, the level of 

force used must be reasonable to the situation at hand. The Court emphasized that any use of force 

that is unnecessary or is beyond what is necessary constitutes a breach of Article 3 of the ECHR, 

which forbids inhuman or degrading treatment 258. When considering AWS, it becomes clear that 
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any force exerted by autonomous systems must likewise comply with these strict requirements to 

prevent human rights breaches. 

Furthermore, the implementation of AWS must take into account the ideas of responsibility 

and supervision. The absence of human supervision in AWS operations presents a substantial threat 

to accountability measures. 259 Human rights law requires that law enforcement's use of force be 

carefully examined and held accountable to guarantee adherence to lawful standards.260 Attributing 

responsibility for violations that occur might be problematic due to the lack of direct human 

supervision over AWS. 261The lack of accountability is especially worrisome considering the 

possibility for AWS to make independent judgments that may result in arbitrary violations of 

freedom and safety. 

General Comment No. 35 of the Human Rights Committee provides additional provides 

details on the importance of predictability and the rule of law to prevent the state from engaging 

in arbitrary actions. The statement affirms that any restriction of freedom must be foreseeable and 

regulated by explicit legal structures.262 For AWS, this means that its deployment must be regulated 

by strong legal norms that guarantee consistency and prevent random activities. It is imperative 

that the algorithms used by AWS are public and undergo thorough scrutiny to guarantee their 

adherence to standards for human rights. 
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4.3.3 Right Against Inhuman Treatment 

Article 7 of the International Covenant on Civil and Political Rights (ICCPR) explicitly 

forbids the use of torture and any form of treatment or punishment that is cruel, inhuman, or 

degrading.263 The restriction is total and non-derogable, indicating that it cannot be suspended 

under any circumstances, even during periods of conflict or national crisis.264 The deployment of 

Autonomous Weapon Systems (AWS) in law enforcement, especially those armed with non-lethal 

weapons, gives rise to substantial issues over adherence to these rigorous criteria. 

Stringent regulations must be implemented to ensure that AWS employs non-lethal force 

in a manner that avoids any instances of inhumane treatment. Even if the force that is deployed is 

non-lethal, it can still amount to be inhuman treatment, especially of the way and frequency of 

deploying that force is causing significant pain or suffering.265 With AWS, this risk can be 

worsened due to lack of empathy and human judgement.266 Machines are at the loss of compassion 

and discretion which can lead to use of force that is inflexible and severe.  

When it comes to AWS, it is crucial to make sure that their utilization in law enforcement 

does not result in the Employment of undue or capricious force. that would breach the prohibition 

on inhuman treatment.267 For example, if an AWS is programmed to use non-lethal means such as 

tear gas or rubber bullets, it must possess the capability to assess the suitability and necessity of 
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these actions in real-time.268 If AWS lacks this competence, there is a significant probability that 

it could cause excessive harm, thereby violating human rights standards. 

The jurisprudence of ECtHR offers more understanding of how Article 7 is applied 

Concerning the notion of Autonomous Weapon Systems (AWS). In the Ireland v. United Kingdom 

(1978) decision, the Court determined that the utilization of "stress positions," hooding, and other 

methods of questioning by British authorities amounted to inhumane and degrading treatment.269 

The aforementioned case emphasizes the significance of taking into account the physical as well 

as psychological consequences of a treatment in order to assess whether it qualifies as inhuman or 

humiliating treatment.270 Regarding AWS, it is essential to thoroughly examine their deployment 

not only for potential physical harm but also for the psychological effects it may have on persons. 

The absence of human oversight in the use of force by machines raises serious concerns 

due to its intrinsic lack of empathy. 271 Machines are incapable of comprehending intricate human 

emotions and settings, which are frequently vital in law enforcement situations. It has been argued 

that the utilization of force by robots is fundamentally "inhuman" because of their absence of 

empathy and contextual comprehension.272 This viewpoint implies that although the force 

employed by AWS may not cause death, if it is not applied in a way that considers the specific 

details of each circumstance, it could still be considered inhumane treatment. 
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4.3.4 Right to Just Administrative Action and Remedy  

Legal systems globally acknowledge the entitlement to fair administrative action, which 

entails the stipulation that those impacted by executive decisions have the opportunity to present 

their case, and that a competent authority carefully considers the matter at issue.273 This notion is 

essential for ensuring that administrative decisions, particularly those involving the application of 

force, are accountable and equitable. The application of AWS in law enforcement poses a threat to 

this notion, as decisions are independently made by machines instead of humans.274 Within the 

framework of AWS, it is crucial to build procedures that guarantee human supervision and 

judgment in decision-making processes.275 Article 15 of the EU Directive 95/46/EC stipulates that 

persons possess the right to be exempt from decisions made only through automated data 

processing.276 This emphasizes the necessity of human participation in administrative decision-

making. To ensure that AWS are utilized in a manner that aligns with fair administrative action, it 

is necessary to implement meticulous regulation and oversight to avoid arbitrary or unjust 

determinations.  

According to Article 2(3) of the ICCPR, governments are required to guarantee a suitable 

solution for individuals whose rights or freedoms have been infringed upon.277 The absence of 

responsibility for transgressions, such as illegal homicides committed by AWS, may itself be 
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considered a breach of the entitlement to redress.278 It is essential to establish approaches to ensure 

accountability for individuals involved in the implementation and utilization of AWS accountable 

in order to protect this right.279 The case of Opuz v. Turkey serves as an example, in which the 

ECtHR determined that the state had not fulfilled its duty to safeguard the applicant from domestic 

violence and had also not provided a satisfactory solution to the issue.280 When using AWS, it is 

crucial to provide explicit accountability frameworks that enable appropriate actions to be taken 

in the event of violations arising from the use of AWS. This entails guaranteeing transparency in 

the decision-making procedures and offering channels for citizens to seek remedies.  

4.3.5 Implications for Accountability and Responsibility  

The application of Autonomous Weapon Systems in policing creates serious concerns 

regarding accountability and responsibility. The absence of human involvement in AWS's real-

time decision-making process makes it more difficult to assign blame for any infringement of 

human rights.281 Clearly defining the roles and duties of developers, programmers, and AWS 

operators within accountability frameworks is essential.282 Academics like Peter Asaro contend 

that AWS provide important moral and legal issues that current frameworks might not be able to 

sufficiently handle. In order to guarantee responsibility and compliance with international human 

rights norms, Asaro highlights the necessity of thorough laws.283 On the other hand, advocates 

such as Ronald Arkin contend that AWS can be developed to adhere to moral standards and that 
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its application may help minimize prejudice and human mistake in law enforcement.284’285 But as 

Katja Franko Aas points out, in order to avoid undermining human rights, the use of cutting-edge 

technology like AWS in law enforcement must be carefully considered.286’287 The accountability 

and responsibility frameworks need to be strong enough to handle the special difficulties that 

autonomous systems present, guaranteeing that their use does not conflict with core human rights 

ideals.  

While AWS cannot be totally outlawed, they must be rigorously regulated under existing 

IHL and IHRL regulations.288 This research posits that, existing legal frameworks ought to change 

to include the usage of AWS, implementing these regimes comprehensively in every situation 

where they are deployed.  The extensive body of scholarship developed over the past century 

provides the most viable means of regulating AWS, as they represent the future of warfare and law 

enforcement.289 Thus, their regulation should be rooted in extending human control and oversight. 

To ensure that AWS operate within ethical and legal boundaries, protecting human rights and 

maintaining public trust in law enforcement practices, robust accountability mechanisms are 

imperative. 
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4.4 The Right to Life in International Human Rights Law  

The inalienable right to life is predominantly hailed as 'preeminent right' and ‘supreme 

right’ and serves as receptacle from which all the other human rights are derived.290 This 

fundamental entitlement that one enjoys by virtue of being a ‘human’ is protected in the Universal 

Declaration of Human Rights (UDHR) and serves as a fundamental principle in significant 

international human rights agreements, such as the European Convention on Human Rights 

(ECHR), the International Covenant on Civil and Political Rights (ICCPR), the American 

Convention on Human Rights (ACHR), and the African Charter on Human and Peoples' Rights 

(AfCHPR).291’292’293’294 Due to its incontestable significance this right is considered of customary 

international law and is regarded as a fundamental rule that cannot be violated or disregarded, 

known as jus cogens.295 

The concept of the right to life is often declared in grandiose and eloquent language by 

numerous treaty provisions and intellectuals.296 The right in question is considered to be 

fundamental, as the absence of this right renders other rights insignificant.297 The intrinsic essence 

of the right to life, as demonstrated in the UDHR, emphasizes its strong basis in both customary 
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and non-statutory law. 298 The right to life is distinguished by its utmost significance, which 

validates its status as an inalienable right. This implies that no exemption is allowed, even under 

extraordinary circumstances like armed conflicts or public emergencies.299 The ban is clearly 

stated by the ECHR, ICCPR, and ACHR, and indirectly by the AfCHPR.300’301’302 The justification 

for this restriction is rooted in the crucial importance of the right to life for both individuals and 

society as a collective entity. 

Furthermore, the right to life is commonly regarded as inherently unconditional. Some 

legal interpretations propose that the right to life is not unconditional because there are certain 

conditions under which it can be legitimately taken away.303 However, other individuals 

contend regarding the unequivocal nature of right to life, indicating that human life can only be 

legally terminated under exceedingly restricted conditions that are in accordance with the right 

itself.304 This analysis underscores the importance of carefully examining exceptions to the 

fundamental entitlement to life. The right to life encompass the sine qua non obligation of states 

to refrain from proscribed actions that arbitrarily take away someone's life on one hand and actively 

ensure that all individuals can enjoy their lives, these are negative and positive duties 

respectively.305 The positive obligations encompassed within the broader duty to "ensure" the 

rights outlined in a treaty serve to fully and effectively satisfy the fundamental duty of abstaining 
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from causing death.306 These affirmative or positive duties acts encompass the obligation to 

safeguard life and the responsibility to carry out inquiries following a loss of life. 

Having clarified the right to life and its indispensable nature, attention may be directed 

towards the utilization of force. States have multifarious obligations to adhere compliance to when 

using lethal force against individuals, may it be domestic or international law enforcement 

situations.307 These responsibilities include refraining from taking action unless necessary and 

actively taking steps to protect their obligations. This field, if often referred to as ‘The law of law 

enforcement,' is predominantly governed by international treaty law as interpreted by competent 

oversight agencies, in addition to customary norms and overarching legal concepts.308 The 

concepts mentioned are evident in measures such as 1979 Code of Conduct for Law Enforcement 

Officials and the 1990 Basic concepts on the Use of Force and Firearms by Law Enforcement 

Officials.309’310 While these documents do not have legal force in themselves, they have often been 

cited by monitoring bodies, leading to many of their provisions being customary in character. 

The incorporation of Autonomous Weapon Systems (AWS) into law enforcement and 

military operations presents intricate difficulties regarding the preservation of the right to life. The 

autonomous decision-making capabilities of AWS, which include the ability to use lethal force, 

must be carefully reviewed within existing legal frameworks to guarantee. adherence to the right 
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to life.311 When evaluating the effect of AWS on the right to life, it is essential to consider how 

these systems can adhere to the obligation of preventing unjustifiable loss of life and fulfilling the 

duty to safeguard life by conducting comprehensive investigations into any instances arbitrary 

violation of life.312 The shift to AWS and the introduction of AI in weapons demands that strict 

regulations are applied on the utilization of AWS to prevent any compromise on the essential 

safeguards provided by the right to life as outlined in IHRL. 

This analysis will explore the precise legal obligations and precedents Concerning the right 

to life, exploring the possible integration of AWS into law enforcement and military operations 

while ensuring compliance with this fundamental right. The debate will examine the criteria of 

legality, necessity, and proportionality, and how AWS might be strategically planned and 

implemented to fulfill these infrangible requirements. This study will assess how well Autonomous 

Weapon Systems adhere to international human rights laws, highlighting the need for robust legal 

and regulatory frameworks to safeguard the right to life in the age of advanced autonomous 

technology. 

4.4 Restraints: Legal Constraints on Deprivation of Life 

4.4.1 Principle of Legality 

The fundamental principle supporting a state's obligation to uphold the right to life is 

legality. This principle requires that any deprivation of life must be grounded in law, whether 
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through domestic or international legal frameworks. 313 This requirement is explicitly stated in 

Article 6(1) of the ICCPR, Article 2(1) of the ECHR, and Article 4(1) of the ACHR.314’315’316 

While the African Charter on Human and Peoples' Rights (AfCHPR) does not specifically 

articulate this condition, it is considered as an implicit understanding and an customary law.317 

There is a need for an elaborate regulatory structure to ensure that the application of force is done 

under legal constrains. 

The UN Basic Principles on the Use of Force and Firearms by Law Enforcement Officials 

underscores the need of authorities responsible for enforcing the law to operate under a legal 

structure.318 The framework of law must be comprehensive, should explicitly articulate the exact 

conditions in which certain types of weapons and means of inflicting lethal force are allowed.319 

Regional and universal monitoring bodies have consistently emphasized the empowering of 

providing law enforcement authorities with appropriate operative frameworks. 

In the context of AWS, their deployment can align with the principle of legality as long as 

an appropriate normative framework is established by state authorities.320 This entails establishing 

legal and regulatory structures that explicitly target the implementation and practical utilization of 

AWS.321 These frameworks should guarantee that AWS are utilized in accordance with current 

legislation and global norms, hence preventing any unjustified loss of life. These guidelines should 
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clearly define the conditions for deploying AWS and the exact types of weapons and ammunition 

that are allowed. 

4.4.2 Principle of Necessity 

The principle of necessity regulates the application of force, requiring that lethal force be 

used only when it is strictly necessary to preserve life.322 This principle is articulated in various 

human rights instruments, including Article 2(1) of the ECHR, which interprets necessity in the 

context of a strict and compelling test known as 'absolute necessity’.323’324 Necessity is based on 

two main foundations: the absence of viable less-lethal alternatives and the existence of a 

legitimate purpose for using lethal force.325 Law enforcement officials are required to exhaust all 

peaceful methods, such as negotiation and mediation, before resorting to lethal force.326 If these 

means prove ineffective, less-lethal options should be prioritized. Temporal factors also play a 

crucial role in assessing necessity, particularly in urgent situations where split-second decisions 

are required.327 

Applying this principle to AWS raises questions about whether the absence of human 

decision-making at the moment of using force conflicts with the necessity requirement. Critics 

argue that AWS lack the capacity to interpret suspects' intentions, which is vital in making 
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decisions about using force.328 However, if AWS are developed with advanced capabilities to 

assess intentions and comply with necessity standards, they could meet this requirement. This 

contention brings us to the previously discussed concepts of ‘absolute infallibility’329 and 

‘technological objection’330, which aver that is technology is sophisticated enough to take into 

consideration the principle of necessity, then AWS can be absolutely comply with the principle of 

necessity. However, the research does not take AWS as faultless systems and this contention does 

not answer all the questions pertinent to criminal liability in cases of violation of law.  

A relevant analogy can be drawn from the issue of surrender amidst armed conflict. If the 

goal of a law enforcement operation is maintaining public order and security, preventing and 

detecting crime, and providing assistance, and if resorting to lethal force is an ultimate ratio choice, 

negotiation plays a key role as it allows for preventing the commission of a crime without depriving 

the suspect of life.331 The UN Basic Principles stress the importance of having authorities 

responsible for enforcing the law to be properly trained and educated in this sense.332 If AWS are 

to replace human officers in such scenarios, they must be capable of performing these functions, 

including requesting and accepting surrender. 

4.4.3 Principle of Proportionality 

The principle of proportionality mandates that the use of force should be appropriate and 

proportional to the legitimate objective being pursued.333 This principle is intricately connected to 
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necessity, as The use of force is justifiable only when it is absolutely unavoidable.334 

Proportionality necessitates the careful consideration of the force employed in relation to the 

gravity of the offense and the lawful goal pursued. 

Human rights organizations have always asserted that law enforcement authorities should 

carefully assess and adjust their application of force based on the specific circumstances, ensuring 

that it is commensurate with the level of danger presented.335 ECtHR has ruled over several 

instances that pertain to the application of proportionality in law enforcement situations. For 

example, in instances applying deadly force is an only way of getting rid of an imminent danger, 

the Court has assessed whether the force used was essential and commensurate with the level of 

risk presented.336 Following the 2016 Orlando nightclub incident, there was a discussion over the 

applying the principle of proportionality to assess how law enforcement responded to the mass 

shooting.337 This involved examining whether the force used was necessary and appropriate given 

the amount of danger involved. The ECtHR case of McCann and Others v. United Kingdom 

demonstrates a comparable examination of proportionality in law enforcement.338’339 In this case, 

the court assessed whether the British forces' utilization of lethal force against suspected IRA 

members was commensurate with the perceived level of danger.340 
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When applying the notion of proportionality to AWS, it is necessary to evaluate the 

capacity of AWS to make nuanced decisions regarding the suitable amount of force that should be 

employed. The question is on the cognition and the sophistication of AI that is employed in the 

system, the cues they should measure to start an attack must be foolproof should be non-arbitrary 

when it comes to human life.341 Consequently, AWS needs to be programmed to evaluate situations 

in a flexible manner and ascertain the appropriateness of its actions.342 This requires the 

implementation of advanced decision-making algorithms and the ability to dynamically adjust to 

real-time changes. 

Ultimately, the incorporation of AWS into law enforcement and military activities poses 

notable difficulties. However, by upholding the principles of legality, necessity, and 

proportionality, we can guarantee the preservation of the right to life.343 These principles offer a 

strong structure for assessing the use of deadly force and can direct the creation and 

implementation of AWS to prevent unjustifiable loss of life. 

4.5 Responsibilities: Proactive Measures to Protect Life 

4.5.1 Duty to Protect Life 

The state has a duty to safeguard life by implementing thorough steps to prevent 

unjustifiable loss of life. This entails the establishment of unambiguous norms and guidelines for 

law enforcement operations, guaranteeing that officials receive sufficient training, and allocating 
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the appropriate resources to reduce the utilization of fatal force.344 The UN Basic Principles on the 

Use of Force and Firearms by Law Enforcement Authorities stress the significance of providing 

comprehensive training to law enforcement personnel, encompassing not only handgun 

proficiency but also alternative techniques to defuse potentially volatile situations.345 Effective 

training is essential to guarantee that officials are capable of managing diverse situations without 

resorting to needless or excessive force.346 

When contemplating the implementation of AWS, Protecting human life requires the 

development and implementation of these systems with stringent safeguards.347 AWS should be 

programmed to give priority to non-violent methods and less-lethal alternatives and should only 

employ lethal force when it is absolutely essential.348 This entails doing thorough testing and 

validation of AWS capabilities to ensure their ability to make suitable judgments in intricate and 

ever-changing contexts.349 For instance, AWS should possess the ability to differentiate between 

armed dangers and non-threatening individuals, evaluating circumstances with the same level of 

thoroughness and prudence anticipated from human law enforcement officials. 

AWS should be equipped with sophisticated algorithms that can effectively recognize and 

analyze human behavior, including gestures indicating surrender or other non-threatening 
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acts.350’351 This necessitates advanced programming and ongoing software changes to 

accommodate changing standards and situations.352 Moreover, the implementation of AWS should 

be backed by strong supervision measures to assess their efficiency and guarantee adherence to 

international human rights norms.353 Conducting routine audits and evaluations of AWS operations 

can assist in detecting possible deficiencies or prejudices in their decision-making procedures, 

enabling prompt rectifications and enhancements. 

4.5.2 Duty to Investigate Loss of Life 

The state also bears the responsibility of carrying out comprehensive investigations into 

any instances where ends up in unlawful end of life.354 This responsibility entails taking into 

account the justification of the application of force in a particular case and ensuring that those who 

are responsible for any unlawful deprivation of life are held accountable.355 Efficient investigations 

should be conducted promptly, autonomously, and have the ability to ascertain the truth and 

determine the individuals accountable.356 The significance of such investigations is highlighted by 

various international human rights documents and legal precedents, which stress the necessity of 

holding individuals responsible and ensuring fairness.357 
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Within the framework of AWS, guaranteeing accountability necessitates the 

implementation of methods to track and evaluate the acts performed by these systems.358 It is 

necessary for AWS to have capabilities that document and report their decision-making 

procedures, enabling examination after an incident. This level of openness is essential to ascertain 

the justification of the application of force and to rectify any flaws or errors in the system.359 One 

possible design element for AWS is the implementation of a "black box" functionality, much to 

those utilized in aviation, which would record and document all system choices and activities 

performed during an operation.360 Human investigators can subsequently evaluate this data to 

determine the suitability of AWS's activities. 

Furthermore, it is essential that the responsibility to conduct an investigation includes the 

obligation to keep well-organized and easily accessible documentation that may be thoroughly 

examined in the case of an occurrence.361 This entails recording the programming and operational 

specifications of the AWS, together with any subsequent upgrades or alterations made to the 

system.362 Maintaining transparency and accountability requires the regular updating and 

independent evaluation of documents. 

It is essential that AWS can only be held legally responsible for conduct if there is clear 

involvement of a human. Despite their sophistication, autonomous systems operate in accordance 
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with the programming and instructions provided by humans. 363 Therefore, accountability systems 

should prioritize the personnel who are responsible for the design, programming, deployment, and 

supervision of AWS.364 This assigns the primary responsibility for ensuring that AWS functions 

within legal and ethical boundaries to human operators and commanders. The legal system ensures 

that an individual is consistently responsible for the actions of an AWS by ensuring the presence 

of a human factor in criminal responsibility, thereby protecting the values of justice and human 

rights. 

4.5.3 Duty to Educate and Train Law Enforcement Officials 

Safeguarding the right to life is contingent upon the obligation to educate and train law 

enforcement officials. This responsibility necessitates not only initial training but also ongoing 

education regarding the changing standards and practices associated with the use of force.365 The 

UN Basic Principles underscore the necessity of providing individuals who are responsible for law 

enforcement with comprehensive training in human rights, police ethics, and alternative methods 

to the use of force.366 These training programs should be developed to foster a profound 

comprehension of the significance of proportionate and necessary responses in law enforcement 

situations and the value of human life. 

In the context of AWS, this obligation is manifested through the necessity of rigorous 

programming and ongoing updates to guarantee that these systems comply with human rights 
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regulations. Although AWS does not learn in the same manner as humans, they must be equipped 

with the most sophisticated algorithms that adhere to the most recent legal and ethical standards.367 

These systems must be updated and recalibrated on a regular basis to guarantee that they remain 

effective and can adjust to emerging challenges. 

The protection of the right to life can also be substantially improved by providing training 

to the programmers, developers, and coders who are responsible for the development of AWS 

regarding the complexities of human rights and law.368 Although these systems are predominantly 

designed to inflict injury while minimizing harm, they can and should be designed with a emphasis 

on ensuring the dignity of human life and the creation of humane weapons.369 Technologists can 

be more effectively prepared to incorporate these standards into the algorithms and functionalities 

of AWS by mandating courses and ongoing education in human rights law, police ethics, and 

proportionality and necessity.370 This method guarantees that the individuals responsible for the 

design and maintenance of AWS are not only cognizant of but also actively integrating legal and 

ethical considerations into their work. Consequently, technological advancements should align 

with the highest standards of human rights and dignity standards. 
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4.5.4 Duty to Provide Just Administrative Action 

A key element of the state's responsibilities under human rights law is the guarantee of 

equitable administrative action. This obligation requires that individuals who are impacted by 

executive decisions, particularly those that involve the application of force, are treated fairly and 

with due process.371 In the context of AWS, this implies that the decisions made by these systems 

must be subject to evaluation and oversight by human authorities.372 The right to just 

administrative action necessitates that those affected by AWS decisions have access to avenues for 

recourse and that these decisions are made in a transparent and accountable manner. 

4.5.5 Duty to Prevent Discrimination 

The prohibition of discrimination is a fundamental principle of IHRL, as evidenced by both 

customary practice and treaty obligations.373 The risks of discrimination associated with emergent 

technologies, particularly algorithms, have been extensively discussed in legal scholarship.374 It is 

imperative that these systems are designed and implemented in a manner that guarantees there is 

no racial or discriminatory bias when these concerns are applied to AWS.375 In order to guarantee 

that all individuals are treated equally under the law, the programming of AWS must include 

safeguards that prohibit any form of discrimination. 
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4.5.6 Duty to Avoid Inhuman Treatment 

Acts of torture and treatment or punishment that are cruel, inhuman, or degrading are 

explicitly prohibited by Article 7 of the ICCPR.376 Law enforcement uses both lethal and non-

lethal force; this prohibition applies to both. It is imperative that AWS be programmed to prevent 

the use of force that could be deemed inhuman or dehumanizing.377 This entails the strict 

observance of international standards and the implementation of robust ethical guidelines in the 

design and deployment of these systems. 

In summary, the proactive measures necessary to safeguard life encompass a wide variety 

of responsibilities that states must fulfill to guarantee that AWS operate in accordance with 

international human rights law.378 These measures encompass the establishment of exhaustive 

legal frameworks, the provision of rigorous training and oversight, and the maintenance of 

accountability through transparent administrative processes and thorough investigations.379 States 

can mitigate the risks associated with AWS and preserve the fundamental right to life by adhering 

to these proactive measures. 

4.6 Non-Arbitrariness and the Question of Arbitrariness in AWS 

IHRL particularly in relation to the right to life, is predicated on the principle of non-

arbitrariness. The concept of non-arbitrariness necessitates that any deprivation of life be not only 
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lawful, but also just, reasonable, and necessary.380 Arbitrary deprivations of life are those that occur 

without sufficient legal justification, proportionality, or necessity.381 These systems are at an 

increased risk of taking arbitrary decisions by virtue of their autonomous nature. A significant 

concern is that AWS may make life-or-death decisions based on algorithms that might be defective, 

or due to an occurrence of error or glitch in the system.382 

It is imperative that AWS operations incorporate a degree of human control, particularly in 

the context of critical decisions that involve the application of lethal force, to mitigate these risks. 

Human oversight can guarantee that AWS's decisions are consistent with the principles of 

proportionality, necessity, and legality.383 This oversight can be accomplished by employing 

mechanisms such as "human-in-the-loop" or "human-on-the-loop" systems, which allow human 

operators to evaluate and override decisions when necessary or intervene in the decision-making 

process.384 

Human oversight is crucial for the preservation of accountability and transparency in the 

context of just administrative action and investigation. Human administrators can ensure that each 

decision can be reviewed and justified by providing a necessary check on the actions of AWS.385 

This is essential for post-incident investigations, as it is essential to comprehend the rationale 
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behind each action in order to ascertain its legality and appropriateness.386 The legal regimes can 

be maintained by incorporating human oversight, ensuring that AWS operations adhere to 

international human rights standards and that any deviations are promptly addressed and rectified. 

This method maintains the principle of non-arbitrariness and guarantees that the use of force is 

transparent and accountable. 

4.7 Legal Recourse and Human Control 

To mitigate these risks, it is crucial to develop a human oversight mechanism that builds 

upon existing legal frameworks and can be applied to AWS. The idea of meaningful human control 

guarantees that human operators have the ability to supervise, intervene in, and stop AWS actions 

if deemed essential.387 Human oversight is crucial for upholding accountability and ensuring that 

AWS operations adhere to IHRL requirements. 

1. AWS shall comply with the established legal standards as defined by international human 

rights treaties, including the ICCPR, ECHR, ACHR, and AfCHPR. These treaties establish explicit 

principles about the acceptable application of force, highlighting the significance of legality, 

necessity, and proportionality.388 By conforming to these established guidelines, AWS may 

guarantee that their acts are legally justified and in line with international standards. 

2. Training and Protocols: Law enforcement professionals receive training on the use of 

force in accordance with established protocols. It is important to have consistent training and 
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practices for AWS to ensure that these systems are programmed and operated in accordance with 

established standards.389 This entails giving priority to non-lethal methods, resorting to lethal 

action only when all other options have been exhausted, and guaranteeing comprehensive 

recording and reporting of all instances where force is used. 

3. Establish measures to guarantee openness and accountability in AWS operations. This 

encompasses functionalities that capture and document the decision-making procedures of AWS, 

enabling comprehensive analysis after an incident to ascertain the legality of their actions.390 This 

topic has previously been discussed in relation to the constraints of human control, namely in terms 

of epistemic, cognitive, and temporal factors. It is crucial to properly address and mitigate these 

limitations.  

4.8 Absolute Infallibility and Human Oversight in AWS 

The previous chapters of this research have examined the concept of absolute infallibility, 

which suggests that AWS, due to their sophisticated technological capabilities, are commonly seen 

as unable of committing errors.391 This perception is founded on the conviction that the existing 

problems with AWS are mainly attributable to technological deficiencies and that, in the future, 

these computers would attain perfection, fully adhering to the norms of IHL and IHRL.392 

Nevertheless, this notion is inherently erroneous. The unwavering faith in the complete infallibility 

of AWS implies that forthcoming technological progress will eliminate any possible faults and 
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ethical dilemmas.393 This presupposes that Algorithmic Target Control (ATC) systems would be 

flawlessly engineered to strictly adhere to the standards of legality, necessity, and proportionality 

as outlined in IHL and IHRL.394 Although technical advancements can undoubtedly increase the 

performance and dependability of AWS, it is impractical to expect them to attain absolute 

perfection. 

This research contends that AWS are intrinsically susceptible to technical constraints and 

probable inaccuracies, irrespective of their level of advancement. Regardless of their level of 

sophistication, machines are unable to consider all the variables present in dynamic and 

complicated settings.395 Due to the possibility of software defects, hardware failures, and 

unforeseen events, AWS has the ability to commit errors that may result in unlawful 

consequences.396 These errors may include the failure to recognize surrender signals, 

misinterpreting contextual indications, or misidentifying targets.397 The current legal systems are 

significantly challenged by the concept of completely autonomous AWS, which is devoid of 

human supervision, in light of these constraints. A comprehensive restructuring of current legal 

frameworks and the creation of new legislation within the existing framework of law to 

accommodate this change would be necessary if AWS were to operate autonomously. This 

situation would profoundly change the notions of accountability and fair administrative action as 

we currently comprehend them. 
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In order for any system of accountability to operate efficiently, there must be a subject who 

is accountable at the end of the chain. An entirely automated system, devoid of any human 

supervision, hinders the accountability framework by eliminating the essential human element 

required for fair administrative action.398 The existing legal systems depend on the capacity to hold 

individuals responsible for their acts, and eliminating human decision-makers from the process 

weakens this principle. The absence of human supervision renders it virtually impossible to ensure 

that the actions of AWS can be thoroughly analyzed, evaluated, and held accountable by a specific 

entity.399 This research contends that it is imperative to ensure a certain level of human oversight 

over the deployment and operation of AWS to guarantee adherence to IHL and IHRL. This may 

entail human supervision either in the backend or the frontend of AWS operations. Human 

operators have the responsibility of configuring operating parameters, evaluating crucial decisions, 

and intervening in circumstances where AWS may fail to make accurate judgments. This hybrid 

model guarantees that while AWS can operate independently to a certain degree, there is 

consistently a human element present to supervise, verify, and rectify their actions as needed. 

4.9 Concluding Remarks 

This chapter has examined the integration of Autonomous Weapon Systems (AWS) within 

the framework of IHRL, underscoring the critical necessity of regulatory supervision to guarantee 

that these systems operate within legal and ethical frameworks. Safeguarding the right to life is 

contingent upon the application of fundamental principles, including legality, necessity, and 

proportionality. The analysis underscores that the notion of AWS's absolute infallibility is 
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profoundly flawed, despite the fact that technological advancements can improve their capabilities. 

Robust legal and regulatory frameworks are required to mitigate risks and uphold human rights, 

as AWS are inherently subject to technical limitations and potential errors. 

The ICCPR, ECHR, ACHR, and AfCHPR are among the international legal frameworks 

that currently exist and serve as a strong foundation for the regulation of AWS. These frameworks 

underscore the significance of proportionality, necessity, and legality in the application of force, 

thereby guaranteeing that AWS operations are transparent and accountable. The complete 

autonomy of AWS presents substantial obstacles to accountability and equitable administrative 

action. In order to guarantee that AWS decisions are scrutinized, reviewed, and held accountable, 

human oversight is indispensable. Mechanisms such as "human-in-the-loop" or "human-on-the-

loop" systems can be employed to accomplish this oversight. 

States are responsible for creating clear protocols, allocating necessary resources, and 

training law enforcement officials to minimize the use of lethal force. AWS must be programmed 

with rigorous safeguards, prioritizing non-violent methods and less-lethal alternatives, and 

equipped with features that facilitate exhaustive decision-making and post-incident analysis. 

AWS's absolute infallibility is an unrealistic assumption. AWS will perpetually be susceptible to 

technical constraints and potential errors. Consequently, the legal frameworks must be modified 

to incorporate rigorous regulations and human supervision in order to guarantee adherence to IHRL 

and IHL. It is imperative to establish explicit accountability frameworks that ensure that 

developers, programmers, and operators of AWS are held accountable for their activities. It is 

imperative to maintain accountability and uphold human rights standards through exhaustive 

documentation and transparent decision-making processes. Ultimately, while it may be impractical 

to completely ban the utilization of AWS, it is imperative to impose stringent regulations on their 
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implementation in alignment with the existing frameworks of IHL and IHRL. In order to guarantee 

the incorporation of AWS into law enforcement and military activities while upholding 

fundamental human rights, it is crucial to establish proactive procedures that protect life, comply 

with legal standards, and retain human supervision. 
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Chapter 5 

 PENAL RESPONSIBILITY IN IHL AND IHRL VIOLATIONS VIA AWS 

UNDER INTERNATIONAL CRIMINAL LAW  

5.1 Introduction  

International Criminal Law (ICL) is a subset of public international law that seeks to 

protect all the law regimes by establishing legal responsibility for individuals who violate 

international norms severely.400 The onset of this legal regime is rooted in the Nuremberg and 

Tokyo Tribunals, which were established following the ravages of World War II.401 These tribunals 

were tasked with prosecuting major war criminals for their roles in crimes against peace, war 

crimes, and crimes against humanity. These tribunals set forth key principles of individual 

accountability and the prohibition of specific inhumane actions, thereby establishing the 

foundation for contemporary international criminal justice.402 

ICL's origins are multifaceted, encompassing academic literature, court rulings, universally 

acknowledged legal principles, customary international law, and treaties. The International 

Criminal Court (ICC) was established as the world's first permanent international criminal tribunal 

by the Rome Statute, a significant treaty.403 ICC is authorized to prosecute individuals for the most 

severe international crimes.404 Customary international law, which is established through extensive 
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401 Dr Joshua N. Aston, “Genesis of International Criminal Law,” SSRN Scholarly Paper (Rochester, NY, August 10, 
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and consistent practice that is acknowledged as legally binding, has a substantial impact on ICL.405 

ICL has experienced significant growth in the past few decades as a result of the establishment of 

specialized tribunals like ICTY and ICTR.406 These tribunals have a fundamental role in 

contributing towards the advancement of ICL, particularly in the context of individual criminal 

responsibility and the diverse methods by which an individual may be held accountable for their 

actions. 

International Criminal Law (ICL) is inextricably linked with IHL and IHRL.407 The 

principles IHL regulate the behavior during armed conflicts, safeguarding the well-being of 

individuals who are not actively involved in the fighting. On the other hand, IHRL is designed to 

safeguard the basic rights and freedoms of individuals at all times, as previously explained in the 

preceding chapters. ICL serves as a protective measure for both IHL and IHRL by establishing 

mechanisms to ensure that persons are held responsible for the most severe breaches of these legal 

frameworks.408 Examples of serious breached of IHL, such as intentional killing, torture, or cruel 

treatment of prisoners of war, are legally pursued as war crimes ICL.409 Additionally, ICL 

incorporates severe violations of IHRL, such as genocide and crimes against humanity. 410 The 

implementation of ICL by means of international courts and tribunals, such as the International 
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Criminal Court (ICC), the International Criminal Tribunal for the former Yugoslavia (ICTY), and 

the International Criminal Tribunal for Rwanda (ICTR), has played a significant role in ensuring 

that victims of severe human rights violations are not deprived of the chance to receive justice and 

in preventing impunity. 

The Rome Statute's implementation resulted in the establishment of the International 

Criminal Court (ICC), which was a significant advancement in the field of international justice.411 

It created an enduring framework for the legal pursuit and penalty of individuals who are 

accountable for genocide, war crimes, and crimes against humanity. ICC is empowered to 

investigate and prosecute offenses that occur when national legal systems are either unwilling or 

unable to do so.412 This reinforces the standards of IHL and IHRL. The interaction between 

different legal systems highlights the extensive structure created to safeguard human dignity and 

uphold global peace and security.  

The emergence of AWS operated by Artificial Intelligence (AI) has posed significant 

obstacles to the subject of International Criminal Law (ICL) in recent times. Autonomous Weapon 

Systems (AWS) have the capability to identify and engage targets without human intervention, 

which raises important concerns regarding responsibility and the implementation of ICL in relation 

to their deployment.413 The use of artificial intelligence (AI) into battle has the capacity to 

revolutionize military activities, however it also presents significant legal and ethical quandaries. 

An essential consideration is whether the current legal frameworks are sufficient to handle the 

intricacies brought about by AWS. The ideas of traditional ICL are founded on human agency, 

                                                 
411 “Rome Statute of the International Criminal Court.” 
412 Gioia Greco, “Victims’ Rights Overview under the ICC Legal Framework: A Jurisprudential Analysis,” January 1, 
2007, https://doi.org/10.1163/156753607X204301. 
413 Stuart Casey-Maslen, “Chapter 8 Autonomous Weapons Systems and International Criminal Law” (Brill, 2018), 8, 
https://doi.org/10.1163/9789004363267_010. 



120 

 

intent, and accountability, which may not be directly relevant to autonomous systems.414 The 

implementation of AWS requires a reevaluation of fundamental principles in ICL, such as personal 

criminal liability and the assignment of criminal actions.415 Due of AWS's high level of autonomy, 

choosing the appropriate party to hold accountable for their acts becomes intricate. Possible 

scenarios encompass the potential for holding the human operators, commanders, or even the 

designers and producers of AWS responsible. Alternatively, there is the option of creating new 

legal frameworks to tackle the distinct issues presented by these systems, which might be 

practically impossible or may not be viable and applicable currently as the developments in 

autonomous technology are taking place at a breakneck pace.  

Given the clear link between ICL and human action and intent, it may be necessary to make 

certain modifications in this situation. This chapter will assess the necessity of improving particular 

aspects of the legal system through several methods, such as establishing new agreements, 

superseding traditional traditions, or judicially interpreting current regulations in response to 

emerging technology advancements. This method would mirror the historical 'incremental' 

evolution of ICL, which has continuously adjusted to incorporate new improvements in 

weapons.416 In order to keep up with the advancements in technology, it is necessary to update and 

improve international criminal law (ICL) to face the unique issues presented by autonomous 

weapons systems (AWS), just as legal frameworks have been adapted in the past to deal with 
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chemical weapons, nuclear weaponry, and drones.417’418 The legal system must adapt to 

incorporate these emerging advancements, guaranteeing that responsibility and fairness persist in 

light of swiftly progressing military technologies. 

5.1.1   Theoretical Underpinning of Natural Law 

The application of natural law theory is essential for the interpretation of ICL in relation to 

AWS in this particular situation. The theory asserts, as previously mentioned, that specific ethical 

principles and rights are innate and universally applicable to all individuals, forming the 

foundation for legal norms that surpass particular legal systems and jurisdictions.419 When applied 

to AWS, natural law theory underscores the importance of harmonizing the utilization of these 

sophisticated technologies with core human principles, including justice, morality, and the 

safeguarding of human dignity.420 Despite the technological sophistication and autonomy of AWS, 

it is essential for these systems to work within ethical and legal limitations defined by human 

society. This viewpoint emphasizes the significance of guaranteeing that the design, 

implementation, and functioning of AWS are directed by principles that protect human rights and 

adhere to international law, hence upholding responsibility and preventing misuse. From this 

perspective, natural law theory strengthens the need for strong legal standards and oversight 

systems to regulate AWS, guaranteeing that they make a beneficial contribution to human well-

being and global justice. 
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5.2 Mens Rea Requirements for Crimes Involving Autonomous Weapons Systems (AWS) 

The primary point of contention with respect to AWS is the extent to which the mens rea 

requirements for each offense are met under international criminal law. The mental conditions that 

are required for criminal responsibility are delineated in Article 30 of the Rome Statute. A person 

is criminally responsible and subject to punishment for a crime only if the material elements are 

executed with intent and awareness, unless otherwise specified, as per Article 30(1).421 

A person has intent regarding their conduct when they aim to carry out the action, as 

specified in Article 30(2)(a). Article 30(2)(b) extends this to consequences, stating that a person 

has intent when they intend to bring about a specific consequence or recognize that it will likely 

occur in the normal course of events.422 This "means to cause" clause can generally be equivalent 

with direct intent, or dolus directus in the first degree. Awareness that a consequence will result in 

the normal course of events is generally regarded as oblique intent, or dolus directus in the second 

degree.423 Knowledge is defined in Article 30(3) as "awareness that a circumstance exists or a 

consequence will occur in the ordinary course of events."424 In the Katanga case, the ICC Trial 

Chamber ruled that the second alternative of Article 30(3) mandates "virtual certainty" – the person 

must know that their actions will inevitably lead to the consequence in question, unless interrupted 

by unforeseen interventions.425 
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Article 30 of the Rome Statute excludes negligence from being considered under criminal 

responsibility.426 Recklessness or dolus eventualis is also insufficient for establishing individual 

criminal responsibility for pertinent war crimes as defined by the Rome Statute, although it was 

sufficient under the jurisprudence of the ICTY and the ICTR.427 Exceptions to the mens rea 

requirements set by Article 30 are those crimes that establish a distinct threshold for liability. 

However, such crimes, such as the war crime of using, conscripting, or enlisting children, are 

generally irrelevant in the context of AWS. 

The Rome Statute does not explicitly provide definitions for the terms "conduct" and 

"consequence.", Nor does the statute outline how these terms should be classified. The Elements 

of Crimes document specifies a mens rea for some crimes that reflects an application of Article 30 

rather than a special form of intent.428 In recent case law is pertinent to Palestine issue, the 

application of mens rea has been scrutinized in the context of assaults on civilian populations. For 

example, ICC has assessed whether the accused intentionally targeted civilian populations, 

intended for civilians to be the target of the attacks, were cognizant of the the civilian status of the 

population, and were aware of the factual circumstances that indicate the presence of an armed 

conflict when evaluating potential war crimes committed during the Gaza conflicts.429 
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ICC has established that the perpetrator must have intentionally murdered one or more 

individuals in order to be charged with the war crime of murder. This intent can be demonstrated 

if the individual either acted knowingly with deliberate intent or failed to act in a manner that 

would lead to death, with the knowledge that such an outcome would occur in the normal course 

of events.430 The perpetrator must have also been cognizant of the factual circumstances that 

determined the victims' status as protected persons under international law.431 The Rome Statute's 

mens rea requirements pose substantial obstacles to the prosecution of individuals for offenses 

involving AWS. The complexity of attributing criminal responsibility in cases where autonomous 

systems operate with minimal human intervention is underscored by the necessity of proving intent 

and knowledge, as defined by the statute. This necessitates a potential reevaluation and refinement 

of ICL to address the distinctive challenges presented by the emerging military or the retention of 

human intent and human agency in lethal decision making.  

5.3 Product Liability and Legal Challenges for AWS 

Implementing product liability for AWS could be a vital means of ensuring accountability 

and improving the safety and dependability of these systems. By imposing liability on 

technologists, such as developers, roboticists, programmers, engineers, and manufacturers, for 

flaws and carelessness, there would be a powerful motivation to uphold rigorous standards in the 

design, manufacturing, and implementation of AWS.432 This has the potential to enhance testing, 
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improve quality control, and conduct comprehensive risk assessments, ultimately leading to a safer 

AWS. 

In nations such as the United States and Germany, customers possess the legal entitlement 

to initiate civil litigation against businesses for any injury resulting from products they have 

produced or sold. Product liability lawsuits generally arise from many types of carelessness, such 

as manufacturing faults, design flaws, failure to exercise sufficient care or prevent foreseeable 

dangers, and failing to offer adequate warnings or instructions.433 Expanding this paradigm to AWS 

would entail imposing strict requirements on technologists, guaranteeing that all aspects of the 

AWS platform are thoroughly examined for potential risks and hazards, from the initial design to 

the final deployment. 

Enforcing product responsibility for AWS may incentivize technologists to embrace 

rigorous safety measures and conduct thorough testing to minimize any risks linked to the 

autonomous features of these systems.434 One example is to implement stringent quality control 

procedures to identify and correct any flaws prior to deploying the AWS in the field. In addition, 

it may be necessary to enforce comprehensive risk assessments, which would oblige technologists 

to anticipate and mitigate potential situations of misuse, therefore diminishing the probability of 

inadvertent or deliberate harm.435 

Moreover, product liability may result in the creation of enhanced training programs for 

individuals responsible for operating and maintaining AWS. This would ensure that they possess 

comprehensive awareness of the systems' capabilities and limitations. Enhanced awareness and 
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education can further reduce the likelihood of misuse or malfunction.436 Nevertheless, in reality, 

private weapon makers are not held accountable for the actions of individuals or governments who 

use their weapons. This is especially true if manufacturers provide customers with a clear 

explanation of any potential defects or risks.437 Deterring companies from manufacturing and 

selling inherently dangerous weapons would be facilitated by the application of product liability 

to AWS, as they would be cognizant of the potential legal repercussions of any violation of IHL 

and IHRL or other relevant laws. The possibility of facing significant legal responsibility has the 

potential to hinder progress and growth in the AWS industry. 

Victims of product liability can initiate suitable legal proceedings in civil courts. However, 

it is equally   impractical to anticipate that civilian casualties of war would be able to initiate legal 

proceedings against a foreign producer, even if the legal regulations permit them to obtain 

monetary compensation. This is especially accurate because the civilian casualties of war are 

frequently destitute and geographically displaced.438 Moreover, the task of maneuvering through 

unfamiliar legal systems in foreign countries and the expenses linked to international legal 

proceedings present substantial obstacles to achieving justice for these victims. 

Despite providing comprehensive risk disclosures, the intricate and frequently 

unforeseeable characteristics of AWS pose challenges for manufacturers to anticipate all possible 

instances of misuse or malfunction.439 The intricacy of the situation undermines the concept of 

holding manufacturers responsible under conventional product liability frameworks, which depend 
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on simpler cause-and-effect connections.440 AWS is a highly advanced and intricate system created 

by numerous teams of technologists from various firms. These systems comprise several 

subsystems built by extensive networks that involve military and political entities, domestic and 

international enterprises, multinational corporations, and academic institutions.441 Assigning 

individual accountability to the technicians involved in a fault in the AWS, whether intentional or 

unintentional, would probably be highly challenging. Pinpointing the primary culprit behind the 

actions that contribute to war crimes can sometimes present difficulties.442 

The scope of product liability is necessarily restricted when considering the utilization of 

AWS. The main concern arises from the fact that the maker is not the actual perpetrator, but rather 

the individual or entity responsible for deploying the weapon.443 Victims of injuries caused by 

AWS are unlikely to file a lawsuit against the private maker. Instead, it is more typical to hold 

responsible the leaders or officials in the command and control structure who authorized the use 

of the weapon.444 By implementing product responsibility procedures, there is a chance that those 

accountable for war crimes could evade being held accountable. This is because the attention 

would be redirected onto the manufacturers rather than those who made the strategic and 

operational choices. 

An illustrative instance is the recent application for the release of arrest warrants of 

Benjamin Netanyahu and Yoav Gallant. Based on the gathered and analyzed evidence, the Office 
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of the Prosecutor has sufficient justification to believe that Benjamin Netanyahu, the Prime 

Minister of Israel, and Yoav Gallant, the Minister of Defense of Israel, are criminally accountable 

for war crimes and crimes against humanity committed in the State of Palestine (specifically in the 

Gaza strip) starting from October 8, 2023.445 This case illustrates the responsibility of top-ranking 

officials, rather than weapon manufacturers, for the deployment and utilization of weapons that 

lead to these violations. The international legal system ensures that the individuals responsible for 

using AWS and making strategic decisions are held accountable for their actions and brought to 

justice.446 If product liability were the main means of addressing suffering caused by AWS, it might 

enable individuals such as Netanyahu and Gallant to avoid accountability, thereby undercutting 

the quest for justice for victims of war crimes. 

5.4 Forms of Participation for Individual Criminal Responsibility in the Context of 

Autonomous Weapons Systems (AWS) 

The Rome Statute's Article 25 distinguishes between a variety of modes of participation 

that may amount to an individual’s criminal liability.447 It is essential for the Court to comprehend 

these documents in order to determine the most suitable sentences. These distinctions are 

particularly relevant in the context of AWS, as they aid in the determination of the appropriate 

level of responsibility for situations in which autonomous systems are involved in the perpetration 

of crimes.448 
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The tangible or material criminal acts are the immediate responsibility of a direct 

perpetrator. In the context of AWS, the direct perpetrator is the an individual who actively 

participates in the commission of a crime by programming, deploying, or operating the 

autonomous system. For example, a programmer could be directly responsible for the war crimes 

that occur when deliberately programming an AWS to specifically target civilians.449 The 

individual's direct involvement indicates that they had the intention and understanding to carry out 

the unlawful conduct using the AWS, as outlined in Article 30 of the Rome Statute. 450 

A co-perpetrator is an individual who collaboratively engages in criminal activity with 

another person, thereby sharing equal authority over the offense. In situations involving AWS, co-

perpetration may occur when military commanders and engineers work together to create and use 

AWS for illegal activities.451 The coordinated actions of the parties can be used to infer the 

presence of a shared plan or agreement to use AWS for criminal purposes.452 Leaders and 

organizers who do not physically commit the criminal acts but contribute essential duties may also 

be considered co-perpetrators. This encompasses individuals who are aware that the AWS systems 

will be employed to commit international offenses and who plan, coordinate, and supervise the 

deployment of the systems.453 

Indirect perpetration is the act of utilizing another individual to perpetrate a crime, even if 

that individual is not criminally responsible. In the context of AWS, this could occur if a 
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commander instructs the use of an AWS with the knowledge that it will act in an unlawful 

manner.454 The mens rea requirements outlined in Article 30 of the Rome Statute must be satisfied 

by the principal, who must also exercise control over the crime.455 This form of liability is essential 

in situations where AWS operate autonomously, but their deployment and utilization are regulated 

by human commanders.456 This implies that commanders who indirectly supervise AWS 

operations through automated systems or subordinates may be held accountable if they were aware 

of or should have been aware of the unlawful use of these systems. 

Support is provided by an aider or abettor to facilitate the commission of a crime with the 

intention of enabling it. This could entail technicians or developers who maintain and enhance the 

systems with knowledge of their intended illegal use for AWS.457 The aider and abettor's conduct 

necessitate the demonstration of specific intent to facilitate the crime, whereas the principal crime 

necessitates only general intent.458 This emphasizes the necessity of identifying and prosecuting 

individuals who provide technical or logistical support for AWS that is utilized in the commission 

of crimes, thereby ensuring that the entire chain of command and support is held accountable. 

Individuals who collude in the commission of a crime by a group with a common goal are 

subject to this form of liability. This could encompass a team of military personnel and developers 
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collaborating to deploy AWS in violation of international laws in the context of AWS.459 In order 

for the contribution to be considered valid, it must be significant and made with full awareness of 

the group's purpose to carry out the illegal act. This type of engagement highlights the shared 

responsibility of groups that organize and carry out operations utilizing AWS, emphasizing the 

need for thorough legal frameworks that define the obligations of all parties involved.460 

Military and civilian superiors are held accountable for the offenses committed by 

subordinates under their control through the concept of command responsibility.461 For AWS, this 

implies that military commanders who authorized or failed to avert the unlawful utilization of 

autonomous systems may be held accountable. To prevent or suppress the commission of offenses 

by AWS, commanders must maintain viable control over their subordinates and take all necessary 

measures.462 This encompasses the timely resolution and rectification of any misuse of AWS in 

compliance with IHL Now, different actors in the AWS command and control will be evaluated 

according to the principles of ICL. 

5.4.1 Responsibility of Technologist for Proscribed Acts Committed by AWS 

This thesis will use the term technologist to encompass developers, roboticists, 

programmers, engineers, and manufacturers. These individuals define the behavior of an 

Autonomous Weapon System (AWS), including the general profile of the target. However, they do 

not activate the AWS on the battlefield. According to this definition, technologists cannot be 
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considered direct perpetrators, as they do not physically carry out the crime themselves.463 Their 

role is limited to the preparation of a proscribed physical act. A significant challenge is the high 

level of sophistication and complexity of AWS, which are frequently developed by numerous 

teams of technologists from various organizations.464 Currently, sophisticated weapon systems are 

composed of hundreds or thousands of subsystems that are assembled by extensive networks that 

include academic institutions, domestic, foreign, and multinational corporations, as well as 

military and governmental entities.465 It would be exceedingly challenging to assign individual 

culpability to the participating technologists for a flaw in the AWS, regardless of whether it was 

intentional or unintentional. Furthermore, it can be exceedingly difficult to identify the individual 

who is most accountable for the behaviors that result in war crimes.466 It is nearly impossible for 

the technologist to restrict the potential uses or harms that AWS may cause due to the environment 

in which they are deployed and the context in which they are used. Identifying the individual most 

responsible for behaviors that lead to war crimes is also challenging, especially considering the 

unpredictable environment and context in which AWS operate. Discussed below are different 

ways, a technologist responsibility can be contextualized in AWS  

Manufacturers/technologist may be held accountable under domestic law if they produce 

AWS that are intended to contravene IHRL, IHL, or other pertinent laws.467 For example, a 
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manufacturer may be held accountable if they intentionally create an AWS that is unable to 

differentiate in civilians and combatants or causes unnecessarily severe suffering.468 However, 

most AWS components have dual-use applications, making it challenging to mandate that states 

impose stringent regulations on their design. AWS are not currently illegal by treaty law or 

customary international law. Even if they become illegal in the future, manufacturers would only 

be criminally accountable if penal sanctions accompany the ban.469 Manufacturers are not typically 

punished for how their products are used, especially if they disclose potential risks upfront.470 

Applying product liability to AWS would likely deter companies from producing such inherently 

dangerous weapons. When international treaties prohibit the sale and transfer of certain weapons, 

states must ensure compliance by natural and legal persons.471 Manufacturers acting inconsistently 

with international obligations, such as arms embargos, could face domestic sanctions, including 

criminal liability, reparations, termination of operation licenses, or company deregistration.472 For 

example, Turkey's deployment of STM Kargu-2 lethal autonomous weapon systems to Libya 

violated UN Security Council Resolution 1970 (2011), highlighting potential sanctions against the 

manufacturer.473 

In the event that manufacturers intentionally, program AWS to perpetrate crimes, they may 

be regarded as indirect perpetrators. Nevertheless, substantiating this assertion is a difficult task 
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due to the autonomous nature of AWS, which may not behave as intended in every situation.474 

For a manufacturer to be held accountable as an indirect perpetrator, they must have control over 

the offense through another individual, such as the deployer. Nevertheless, the attribution of 

responsibility is frequently complicated by the deployer's limited control over AWS actions once 

they are activated.475 

AWS manufacturers/technologist are unable to foresee the specific outcomes of AWS 

deployments, which is a challenge to satisfy the knowledge element required by Article 30 of the 

Rome Statute (virtual certainty that actions will bring about the consequence). 476 Consequently, it 

is unconvincing to hold manufacturers accountable as indirect perpetrators for the offenses 

committed by AWS. 

Manufacturers/technologist must also be considered as aiders and abettors if they facilitate 

the commission of a crime with the intention of enabling it. This necessitates the knowledge and 

intent that their support would likely result in illicit activity.477 Nevertheless, the autonomous 

decision-making capabilities of AWS present a challenge in substantiating this connection.  

Manufacturers typically do not have the necessary awareness of the specific criminal outcomes 

that might result from their programming.478 Manufacturers could be liable if they contribute to a 

group with a common criminal purpose, such as deploying AWS to commit war crimes.479 
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Nevertheless, this necessitates a substantial contribution to the offense and an understanding of the 

group's intentions. Proving this liability is challenging because of the self-operating nature of AWS 

and the absence of a direct connection between programming and specific actions. 

Military and civilian superiors who neglect to prevent or penalize crimes committed by 

their subordinates are subject to the concept of command responsibility as defined in Article 28 of 

the Rome Statute.480 For AWS, this means that commanders authorizing or failing to prevent the 

unlawful use of autonomous systems could be held responsible.481 Nevertheless, programmers and 

manufacturers generally lack the material ability or power to prevent or repress AWS offenses, nor 

do they have effective control over AWS operations due to temporal and cognitive limitations. It 

is difficult to hold manufacturers, developers, roboticists, and programmers criminally liable under 

current ICL frameworks due to the complex chain of responsibility involved in the development 

and deployment of AWS and the autonomous character of the platform. This complexity requires 

a reassessment of the current legal principles or placement of responsibility on state or on the 

decision-making individual in the leadership or command and control, although any kind of legal 

liability is contingent upon the viability of tangible human control and human agency in these 

systems.  

5.4.2 Deployer/Operator Responsibility in the Use of AWS 

Although other authors may employ the term "operator," which is equivalent to "deployer" 

in the context of AWS, the term "deployer" will be employed in this research. The AWS is activated 

on the battlefield by the deployer, but they might not be under their control. Once the AWS is 
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activated, it is impossible for a human to override the AWS actions, as the actions of the AWS are 

unforeseen to the deployer.482 

The physical or material illicit acts are immediately the responsibility of the direct 

perpetrators. Consequently, the AWS deployer cannot be considered a primary perpetrator. It may 

be challenging, if not impossible, to establish the mens rea (mental state) of the deployer, as the 

deployer is either unaware that the consequence will occur or does not intend to cause it in the 

normal course of events, or under an obligation by the higher authorities to carry out a certain 

operation.483 The deployer is also unaware of the existence of a circumstance or the likelihood of 

a consequence occurring under typical circumstances, as mandated by Article 30(2)(b) and Article 

30(3) of the Rome Statute.484 

The deployer cannot be perceived as an indirect perpetrator either. According to the Rome 

Statute, indirect perpetration necessitates the commission of a crime "through another person." 

AWS cannot be regarded as an individual. Consequently, the deployer does not perpetrate the crime 

through another individual if the AWS commits a crime.485 Current law does not permit an 

analogous application of alternative 3 of Article 25(3)(a). It is also difficult to establish the material 

elements for war crimes, such as intentionally directing an attack against civilians, because the 

deployer only activates the system and does not have control over it. The deployer lacks the 
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requisite awareness or intent to be held culpable as an indirect perpetrator.486 The case of Sergey 

Viktorovich Dubinsky, who was charged by Dutch prosecutors for his role in the downing of 

Malaysia Airlines Flight MH17, illustrates the complexities and challenges of attributing indirect 

perpetration or command responsibility in situations involving sophisticated technology. 

Dubinsky, although not physically present at the launch site, was accused of coordinating the 

transport and deployment of the Buk missile system that shot down the civilian airliner, resulting 

in the deaths of all 298 passengers and crew on board. This case is pertinent because it highlights 

the prosecution's focus on Dubinsky's active participation and significant control over the 

deployment and operation of the missile system.487 In contrast, the deployer of AWS might lack 

the necessary direct control and intent to be similarly held accountable under current legal 

frameworks such as the Rome Statute, where the deployer merely activates the system without 

exercising control over its operations. This distinction underscores the difficulty in establishing 

the material elements required for war crimes, such as intent and direct control, when dealing with 

autonomous systems. 

Under Article 25(3)(c) of the Rome Statute, the deployer can also be regarded as an aider 

and abettor. An aider and abettor must act with the intention of facilitating the crime, be aware that 

they are carrying out their actions, and have knowledge of their actions.488’489 The deployer must 

also know that the crime will happen under normal circumstances or "mean to cause" the 

commission of the crime. The deployer of an AWS is incognizant of the fundamental elements of 
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the offense as a result due to the disconnect between the programming or command data and the 

specific actions performed by the AWS. As a result, it is unlikely that the deployer can be held 

responsible as an accomplice. 

If there is evidence of a shared illegal objective between the manufacturer and the deployer, 

deployers may be considered contributors to a group acting with a common purpose. The 

deployer's substantial contribution would be the activation of the AWS, which subsequently selects 

and engages targets. This contribution has an impact on the crime's occurrence and/or the manner 

in which it was committed.490 Nevertheless, a substantial issue exists: in order for this form of 

liability to be justified, there should be explicit evidence of the illicit intent of the deployer, which 

is hard to establish in the case of Autonomous weapons, because their complex operations give 

significant room to perpetrators to plead non-guilty. The self-operating nature of these systems can 

obscure the chain of command and decision-making processes, making it difficult to attribute clear 

intent and culpability to the deployer. 

Marauhn posits that the deployer is on the brink of achieving "effective command and 

control" and, as a result, should be held accountable under Article 28 of the Rome Statute.491 

Nevertheless, the deployer lacks the practical capacity or authority to prevent and address the 

commission of offenses. The AWS is activated by the deployer solely in accordance with the 

instructions of a commander or superior regarding the location and time of deployment.492 The 

deployer is not obligated to halt ongoing criminal activities or to penalize forces after they have 
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committed crimes. Additionally, they lack the authority to refer matters to the appropriate 

authorities. Consequently, the deployer is unlikely to be held accountable under Article 28 as a 

result of the absence of effective command and control.493 

In summary, the deployer of AWS is critical in the activation of these systems; however, 

their liability under International Criminal Law is restricted. It is challenging to hold deployers 

accountable as direct or indirect perpetrators, aiders and abettors, or contributors to a group with a 

common purpose due to the inability to control the AWS once it is activated and the challenges in 

proving intent and knowledge. Instead, accountability mechanisms that are effective must 

concentrate on the individuals who are responsible for designing, programming, and deploying 

AWS. 

5.4.3 Command/Superior Responsibility in the Use of AWS 

Commanders who take imprudent decisions regarding the use of AWS can also be held 

accountable under international criminal law. The deployer is instructed by commanders to activate 

the AWS, which includes the location and time of deployment. The hierarchical command 

structures and the degree of control that military leaders have over AWS are called into question 

by this responsibility.494 Identification of the forces or subordinates under the commander's 

supervision who committed the war crimes is a critical aspect of command responsibility. The 

crimes may be perceived as being committed by AWS's subordinates; however, AWS is not subject 

to criminal penalties.495 A treaty should be interpreted in good faith, considering the ordinary 

meaning of its terms within their context and in light of its object and purpose, as stated in Article 
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31(1) of the Vienna Convention on the Law of Treaties (VCLT).496 'Force' according to the 

Cambridge Dictionary is defined as a military group that is organized and trained in a military 

context.497 Article 28 of the Rome Statute characterizes subordinates as natural persons, despite 

the fact that AWS may be a component of a structured and trained military unit.498 Consequently, 

AWS do not classify as forces that are under the commander’s effective command, control, or 

authority as per the Article 28(a) of the Rome Statute. 

The principle of rigorous interpretation, as outlined in Article 22(2) of the Rome Statute, 

which prohibits the extension of definitions by analogy, may not be upheld if an analogy is used 

to include AWS under the term "forces" in Article 28(a). Consequently, AWS are not considered 

forces under Article 28(a) nor are they entitled to be subordinates under Article 28(b), which also 

pertains to natural persons.499 

A significant obstacle in holding commanders liable for the actions of AWS lies in 

determining their awareness of potential or ongoing war crimes as stipulated by Article 28(a)(i) 

and (b)(i) of the Rome Statute.500 Despite the independent functioning of AWS, which reacts to 

stimuli through pre-programmed sensors, commanders can still be held responsible if they are 

found negligent in their oversight duties. Commanders must possess constructive knowledge, 

meaning they should have known about their subordinates' illicit behavior or potential for such 

behavior. This includes general information that should prompt further inquiry or investigation. To 

meet this criterion, it must be demonstrated that commanders were aware of past illicit actions or 
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the potential for such actions by AWS of the same make, model, or programming. The complexity 

and unpredictability of AWS actions do not absolve commanders from responsibility; instead, 

these factors underscore the necessity for rigorous oversight and preventive measures.501 

According to Article 28(a)(ii) and (b)(iii) of the Rome Statute, commanders are obligated 

to implement all reasonable and necessary steps within their capability to prevent offenses, manage 

their occurrence, or forward cases to appropriate authorities for investigation and prosecution. This 

includes thorough testing of AWS before deployment, verifying the system's ability to distinguish 

between military targets and civilian objects, and ensuring commitment to the principles of 

proportionality and distinction. 

It is also necessary for commanders to assess the conditions under which the AWS will be 

deployed to ensure that the system functions properly. Commanders are obligated to prevent the 

continuation of criminal activities and, in theory, to penalize AWS following the incident.502 

Nevertheless, AWS cannot be penalized in the same way as natural persons, and the destruction of 

AWS does not serve the essential functions of retribution and general deterrence that are essential 

for international crimes. Consequently, commanders are limited to the prevention of ongoing 

criminal activities and are unable to penalize AWS in the conventional sense. 

In the context of AWS, effective control encompasses the practical capacity or authority to 

prevent and address offenses, which involves the ability to stop or suppress crimes or refer the 

matter to competent authorities. Commanders likely possess the material capacity to prevent 

offenses by either refraining from utilizing AWS or ensuring that the capabilities of AWS are 
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thoroughly tested and reviewed. In spite of possessing theoretical authority over AWS, the non-

human nature of AWS restricts the practical application of punishment and accountability.503 

The conviction of Jean-Pierre Bemba by ICC is a germane case that illustrates command 

responsibility. Bemba, a military commander, was held accountable for the crimes committed by 

his soldiers in the Central African Republic. He was found guilty on the grounds that he was aware 

of the offenses, or should have been aware of them, and did not take the requisite and appropriate 

steps to prevent or suppress them, or to report the matter to the appropriate authorities.504 This case 

highlights the importance of leadership responsibility in ensuring that war crimes are accounted 

for, even if the crimes were carried out by subordinates under the commander's control. To 

summarize, command responsibility for AWS deployment entails complex deliberations regarding 

control, awareness, and precautionary measures. To prevent AWS from engaging in war crimes 

and to assure its compliance with international legal standards, commanders must establish and 

enforce strict oversight, testing, and accountability processes. 

5.5 Legal Elements of AWS under International Criminal Law (ICL) 

5.5.1 The First Premise: Human Accountability and intent is fundamental to 

accountability in ICL   

According to the prevailing viewpoint among international attorneys, it is widely believed 

that only individuals, in their capacity as human beings, may be legally accountable for any actions 

that qualify as international crimes involving AWS and AI.505 This position is evident in the 
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Principles established by the Group of Governmental Experts on Emerging Technologies in the 

Field of Lethal Autonomous Weapons Systems, which were officially endorsed in 2019.506 the 

importance of a responsible hierarchy of human command and control is emphasized by the fourth 

principle.507 Also, evidenced in the force and subordinates argument in the previous topic. This 

notion implies that AWS should be considered instruments rather than independent entities with 

legal liability for criminal activities.508 Consequently, discussions concerning criminal liability are 

centered on the individuals who develop, implement, and deploy AWS, which are analogous to 

other weapons or even animals that are employed for military purposes. 

Philosophical discussions of moral responsibility emphasize that individuals can be held 

responsible by virtue of their capacity to comprehend and regulate their behavior, in accordance 

with prevailing moral norms in society.509 In criminal law, persons are held responsible for their 

intentions (mens rea) and actions (actus reus) that are under their control, emphasizing the need 

for human agency in causing events.510 Nevertheless, AWS, with its capacity for independent 

decision-making, presents distinctive obstacles to this paradigm. 

The level of unpredictability inherent in AWS is markedly distinct from the unpredictability 

typically caused by external variables or weapon malfunctions. AWS, or autonomous systems, are 

specifically engineered to independently accomplish objectives established by humans. Intricate 
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and incomprehensible principles are frequently incorporated into their decision-making 

procedures. Accountability for the outcomes of AWS actions is challenging to enforce on 

individuals due to the inherent unpredictability of these interactions, as the repercussions of these 

interactions are frequently beyond human comprehension.511 Furthermore, the task of identifying 

individuals for criminal prosecution is complicated by the dispersion of decision-making power 

among the numerous individuals involved in the designing, programming, and use of AWS.512 

The involvement of a multitude of individuals in the creation and implementation of AWS 

complicates the assignment of criminal responsibility to any individual for a specific decision. The 

system autonomously takes judgments based on loosely coded parameters set by humans, resulting 

in difficulties in comprehending and forecasting any mal-behavior by AWS. The inherent 

uncertainty of AWS's behavior complicates the determination of mens rea, making it challenging 

to show the defendant's intention or awareness of the possible harm produced by AWS. 

ICL superior responsibility typically involves a link between two individuals. For the 

superior to be held accountable, the subordinate must either have already committed a crime or be 

on the verge of doing so.513 However, this method is significantly impeded when the subordinate 

is an AWS. The inherent volatility of AWS in the execution of tasks presents obstacles in the 

establishment of a commander's knowledge or awareness of criminal activities conducted by the 

AWS. The capacity to designate responsibility to commanders for specific damages is less viable 

and significantly impeded by the lack of predictability in the actions of AWS, particularly when 
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there is no continuous pattern of behavior, the kind of pattern or behaviors that is inherent to human 

subordinates. 

While the current legal framework may not be adequate to address the challenges posed by 

AI and AWS, there are potential modifications that should be taken into account within the existing 

framework of law. One approach is to adjust the existing intention standards to account for the 

inherent unpredictability of artificial intelligence. For instance, the implementation of a "wilful 

blindness" criterion or the authorization of dolus eventualis could be a viable solution to the unique 

obstacles presented by AWS, this can also debate the temporal, epistemic and cognitive limits to 

human control discussed in the introduction.514 One possible approach would be to establish a 

distinct set of rules and regulations for artificial intelligence (AI) in context of armed conflict and 

law enforcement. This might be achieved by interpreting Rome Statute in cases where subordinates 

are not humans and integrating certain regulations which should attain the status of customary law. 

An alternative course of action would be for the United Nations Security Council to 

officially approve a legally binding resolution, in accordance with Chapter VII of the United 

Nations Charter. This resolution would specifically designate the employment of AWS without 

human oversight as a menace to global peace and security. This resolution can aim to establish 

principles and regulations for assigning culpability in cases when AWS are implemented in 

contravention of these established criteria. Implementing such measures would guarantee that 

those responsible for the implementation of AWS are held liable within an adapted International 

Criminal Law (ICL) framework that takes into account the distinct attributes of Artificial 

Intelligence (AI) and AWS. 
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Implementing these modifications presents substantial problems, such as the need to 

achieve consensus among governments and incorporate new norms into preexisting legal 

structures. Advancements in legal principles could be utilized to interpret current regulations in 

order to tackle difficulties associated to artificial intelligence, while revisions to global agreements 

such as the Rome Statute could offer a more organized method. The ultimate objective is to ensure 

that the legal framework can efficiently remedy the damage caused by AWS, while upholding 

accountability and protecting the interests safeguarded by ICL. 

To summarize, the integration of AWS and AI poses intricate obstacles to the existing legal 

framework of ICL. However, there are significant opportunities for adjustment and modification. 

These actions encompass altering intention standards, establishing distinct frameworks for AI, and 

implementing enforceable global resolutions to guarantee responsibility for the damage created by 

AWS. This perspective contends that successful application of ICL to AWS is contingent upon 

human activity. It underscores the necessity of establishing rigorous legal standards and 

accountability mechanisms to oversee their utilization. This approach fortifies the fundamental 

principles of natural law theory by ensuring the preservation of justice and the protection of human 

dignity. 

5.5.2 The Second Premise: Autonomous Weapon Systems (AWS) as 'Persons' Subject to 

Individual Criminal Responsibility 

To address the accountability gap in the use of AWS, one radical approach is to contemplate 

the establishment of criminal or criminal-like responsibility for these AI-endowed entities 

themselves.515 This method proposes that the behavior of autonomous systems be explicitly 
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attributed to the systems themselves, rather than solely to the humans who deploy or use them.516 

Proponents contend that AWS should be considered to possess a form of legal personhood similar 

to humans who perform the same operations if they accomplish a certain degree of autonomy and 

perform complex tasks related to their deployment.517 

The absence of a legal foundation is a persistent criticism of attributing criminal 

responsibility to AWS. Legal persons, which are generally understood to be human beings or 

entities explicitly conferred legal status by law, such as corporations, are subject to current laws. 

There is no precedent in international law for the recognition of machines or AI systems as legal 

entities.518 The definition and treatment of legal personality in domestic legal systems are subject 

to variation; however, the fundamental principle is that legal personality is reserved for entities 

that are capable of assuming rights and responsibilities.519 

Criminal responsibility is traditionally reserved for entities that are capable of self-

reflection, learning from errors, and comprehending their actions within a societal context from a 

philosophical perspective.520 These human attributes are not possessed by AI systems, including 

AWS. A fundamental principle of moral and legal accountability is challenged by the notion of 

holding AI criminally culpable. Despite the fact that AI systems are capable of simulating human 
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decision-making processes, they are devoid of the consciousness and moral awareness that are the 

foundation of human criminal responsibility.521 

The enforcement of criminal sanctions against a machine is a practical challenge, even if 

the law were to be amended to grant legal personhood to AWS. Non-sentient entities are not subject 

to the conventional objectives of punishment, including rehabilitation, retribution, and 

deterrence.522 The concept of reprogramming a machine as a form of rehabilitation is devoid of 

the moral and corrective dimensions that are inherent in human punishment, as machines are 

unable to experience punishment in the same manner as humans. 

The individuals who design, deploy, and supervise these systems should bear the primary 

responsibility for the actions of AWS.523 AWS's complexity and unpredictability do not relieve 

human operators and commanders of their responsibility to guarantee adherence to ICL and IHL. 

The necessity for rigorous supervision and control mechanisms to prevent unlawful actions by 

AWS is further emphasized by the imposition of accountability on humans. 

Although there have been historical changes in the recognition of legal personhood, such 

as the transition from viewing slaves as property to recognizing their human rights, these changes 

were based on the recognition of intrinsic human qualities. The extension of legal personhood to 

AI systems results in the confluence of human moral and ethical considerations with artificial 

operational capabilities.524 In contrast to corporations, which are composed of human stakeholders 
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and decision-makers, AWS operates on the basis of programmed algorithms that lack the ability to 

make moral judgments.525 

A critical distinction is overlooked by the suggestion that AI systems could be held 

criminally responsible, similar to how Facebook was scrutinized for its role in disseminating hate 

speech in Myanmar.526 The misuse of the platform was ultimately the responsibility of human 

executives and decision-makers in the Facebook case. In the same vein, the human developers, 

administrators, and commanders who manage and deploy these systems should be accountable for 

AWS. 

Despite the potential for an innovative solution to the accountability gap by attributing 

criminal responsibility to AWS as legal persons, this concept is beset by legal, philosophical, and 

practical obstacles. The main goal should be to ensure that individuals are accounted for the 

planning, implementation, and supervision of AWS, thus guaranteeing strict adherence to the 

principles of ICL and IHL. The intricacies of artificial intelligence (AI) and AWS require the 

development of legal frameworks and processes to ensure responsibility. Nevertheless, ascribing 

humanity and criminal liability to robots is both impractical and futile. 

5.6 Concluding remarks  

This chapter examined the intricacies of penal responsibility in the context of AWS and 

their intersection with ICL, IHL and IHRL. The primary discoveries underscore numerous 
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obstacles and essential modifications.The emergence of AWS requires a reevaluation of extant 

principles, despite the fact that the evolving framework of ICL has established robust mechanisms 

for individual accountability. The autonomous nature of AWS presents substantial challenges in 

the context of traditional mens rea requirements for determining criminal responsibility. The 

application of the Rome Statute to AWS presents complexities in terms of direct and indirect 

perpetration, aiding and abetting, and command responsibility, necessitating a nuanced 

comprehension of the responsibilities of developers, operators, and commanders. In order to 

prevent war crimes, commanders must guarantee that AWS undergoes rigorous supervision and 

testing. The autonomy of AWS makes it difficult to establish effective control and knowledge of 

their actions, necessitating the implementation of more robust accountability mechanisms. 

Product liability for AWS has the potential to improve safety, but its application is 

restricted. The complexity and unpredictability of AWS present substantial challenges in the 

context of holding technologists accountable. The concept of assigning criminal liability to AWS 

as legal entities is beset by philosophical, legal, and practical complications. The current legal 

framework does not acknowledge machines as legal entities, and the primary objective should be 

to ensure that humans are held accountable. 

It is imperative to modify legal frameworks to accommodate the obstacles posed by AWS. 

This encompasses the potential amendment and re-interpretation of the Rome Statute, the creation 

of specific AI regimes, and the modification of mens rea standards. In order to prevent AWS from 

engaging in unlawful activities, it is imperative to establish robust oversight and accountability 

mechanisms, which include rigorous testing and adherence to IHL and IHRL principles. 

Technologists must receive comprehensive training on the legal and ethical implications of their 

work to ensure the responsible developing and deploying AWS. International collaboration is 
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essential for the development and implementation of effective legal frameworks for AWS. This 

necessitates states to collaborate in order to share best practices and ensure a unified approach to 

AWS regulation. 

In summary, the regulation of AWS under International Criminal Law is a difficult task; 

however, it should be pursued through an incremental approach within the current legal 

frameworks. Some actors may be granted impunity by waiting for the formulation of new laws. 

New regulations should be incorporated into the robust legal framework that has been established 

over the years to resolve the intricacies of AWS. Nevertheless, it is imperative to assure the 

presence of human agency in order to maintain the efficacy of these frameworks and close the 

responsibility divide. This method will facilitate the adaptation to technological advancements 

while maintaining accountability and justice. 

 

 

 

 

 

 

 

 

 



152 

 

Chapter 6 

 MEANINGFUL HUMAN CONTROL AND RESPONSIBILITY IN AWS: A 

WAY FORWARD 

6.1 Introducing and Deconstructing the Term MHC 

Due to its increasing autonomy, the proliferation of Artificial Intelligence (AI) has led to 

profound and revolutionary advancements in a variety of fields, as well as the emergence of ethical 

dilemmas. Autonomous Weapon Systems (AWS) are a critical area in which machine autonomy 

has raised significant ethical and practical concerns.527 The concept of Meaningful Human Control 

(MHC) has become a vital framework in the field of AI ethics. Its purpose is to guarantee that 

human supervision remains essential in the functioning of AI-powered systems, especially those 

that possess lethal potential.528 Meaningful Human Control (MHC) is a complex notion that 

necessitates analyzing its three fundamental elements: 'meaningful', 'human', and 'control'. Every 

component has a crucial function in comprehending the extent and implementation of MHC in 

AWS and wider AI environments. 

The term 'meaningful' conveys the idea that not all types of control or involvement hold 

the same value or significance. The statement implies that the control that is exercised should be 

substantial and meaningful, ensuring that human engagement is not merely symbolic but has a 

substantial impact. This distinction is of the uttermost importance in situations where the ethical 

and practical implications of artificial intelligence (AI) determinations are substantial, particularly 
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when the use of deadly force is involved.529 The term 'meaningful' might also be dependent on the 

context in which it is used. In the context of medical AI, meaningful control refers to the 

requirement that AI diagnoses and interventions are exclusively supervised by experts with 

medical training.530 Meaningful control in autonomous vehicles could be achieved by guaranteeing 

that drivers have the ability to override AI judgments during crucial circumstances. The situational 

aspect of significance emphasizes the necessity for customized strategies in delivering MHC in 

various fields.531 

In the context of MHC, the term 'human' acts as a modifier to indicate that the control 

should be specifically human or resembling human control. This prompts inquiries into the ability 

of machines to demonstrate control that closely resembles human decision-making processes, 

especially in ethical and moral situations.532 The term 'human' can also encompass the individuals 

who are in charge of overseeing and managing AI systems. These individuals may be creators, 

operators, or subjects who are impacted by judgments made by artificial intelligence.533 Each of 

these roles carries distinct responsibilities and consequences for sustaining significant authority. 
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For example, designers control the initial parameters and capabilities of AI systems, while 

operators are responsible for their deployment and real-time decision-making. 

Control, in the context of AI, typically pertains to the capacity to effectively govern and 

exert influence over the outcomes produced by AI systems. Direct control refers to the immediate 

intervention and decision-making in a situation, while indirect control involves creating strong 

frameworks and norms that regulate the functioning of AI systems.534 Both sorts of regulation are 

necessary for guaranteeing that AI acts conform to human values and ethical standards. In addition 

to direct intervention, control can also involve the governance and integration of AI systems into 

society.535 This involves establishing legal and ethical limitations for AI applications, guaranteeing 

that they function within acceptable constraints and do not compromise human autonomy or 

societal standards. Governments and regulatory agencies have a vital role in this wider 

understanding of control. 

The concept of Meaningful Human Control is a fundamental principle in the ethical 

implementation of AI systems, particularly in critical domains such as AWS. To comprehend and 

apply MHC, one must thoroughly examine its fundamental elements, namely 'meaningful', 

'human', and 'control', and their ramifications in different situations. This introduction establishes 

the foundation for further investigation into how MHC (Machine Human Collaboration) might 

address the lack of accountability and expand the reach of current legal frameworks, thereby 

preventing AI progress from compromising human supervision and ethical norms. 
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6.2 Normative and Philosophical Framework of Meaningful Human Control  

MHC is a concept that extends beyond the operational and technical components of 

autonomous weapon systems (AWS). It encompasses ethical, legal, and moral dimensions that are 

founded on IHL, IHRL and ICL. This comprehensive strategy highlights the crucial importance of 

human discernment and responsibility in the implementation and utilization of AI-powered 

harmful technology.536 The justification for using a normative framework is closely connected to 

the values and principles of the study, as well as the fundamental research questions and theoretical 

frameworks. This research primarily investigates the legal, moral, and ethical aspects of AWS. It 

aims to develop a full understanding of the suggested solution to the problem of responsibility gap, 

known as MHC. 

The core of the normative framework is the ethical obligation to uphold human dignity and 

moral autonomy. Scholars such as Sharkey emphasize that the use of deadly force should not be 

entirely delegated to machines when making critical decisions, as MHC elucidates.537 In order to 

comply with ethical principles, it is essential for human beings to possess substantial authority, 

which guarantees that decisions regarding the use of force and targeting are made with deliberate 

moral consideration. This control requires direct and engaged human involvement, the use of 

specialized judgment based on the situation, and the capability to intervene with effectiveness.538 

In ethical terms, this implies that human operators must possess the ability to assess the 
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appropriateness, essentiality, and differentiation of every operation, while adhering to the norms 

of just war theory and ethical behavior in conflict. 

IHL puts strict obligations on the behavior in armed conflicts, and specifically concentrates 

on safeguarding civilians and the imperative to differentiate between individuals engaged in 

fighting and those who are not.539 According to the MHC normative framework, human control is 

necessary to guarantee adherence to fundamental principles of IHL, and should have a ‘Meaningful 

Human Command’.540 Human operators are required to make immediate decisions regarding the 

legality of attacks, evaluate the possibility of unintended harm, and ensure that their activities 

comply with mandates set by IHL. The inclusion of meaningful human interaction is necessary to 

prevent illegal actions that may occur when autonomous systems operate without sufficient 

supervision. 

IHRL emphasizes the significance of Meaningful Human Control by safeguarding persons' 

fundamental rights in times of war and peacetime activities. According to the normative 

understanding of MHC, it is necessary for human agents to supervise AI systems in order to avoid 

infringements on rights such as the right to life, liberty, and security.541 This segment of this 

research emphasizes the importance of human control in ensuring that the deployment of AWS 

does not result in arbitrary or disproportionate applications of force. Human operators can ensure 

that any use of force is justified and assessed by maintaining effective oversight and upholding the 

criteria of necessity and proportionality. 
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ICL contributes a crucial element to the normative framework of Meaningful Human 

Control by specifically addressing the responsibility of individuals who use and manage 

Autonomous Weapon Systems (AWS). According to ICL, people, such as military leaders and 

operators, can face criminal liability for committing war crimes, crimes against humanity, and 

other grave breaches of international law.542 According to the normative concept of MHC, it is 

necessary for human agents to take responsibility for the decisions made by AI systems. This is 

supported by the findings of the previous chapter. This entails maintaining the capacity to manage 

and stop acts carried out by self-governing systems, guaranteeing that any violations of 

International Criminal Law (ICL) can be ascribed to particular individuals who may be held 

accountable (Chengeta, 2016). 

The normative framework of Meaningful Human Control incorporates ethical mandates, 

legal responsibilities, and methods for accountability to guarantee that the utilization of 

autonomous weapon systems complies with the most stringent requirements for human 

supervision. This framework seeks to ensure the preservation of human dignity, the safeguarding 

of fundamental rights, and the upholding of international legal norms by incorporating MHC into 

the principles of IHL, IHRL, and ICL.543 This complete approach emphasizes the crucial 

significance of human participation in the implementation of AI-powered deadly technologies, 

guaranteeing that choices related to life and death stay firmly under human control. 

An exploration of theories of moral responsibility, namely compatibilism, can enhance the 

philosophical foundations of MHC. Incompatibilists contend that moral responsibility hinges on 
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individuals possessing a distinct ability to make decisions that are independent of any causal 

circumstances.544’545 Nevertheless, when it comes to AWS, this perspective has difficulties since 

it rejects the potential for harmonizing causality and moral accountability. However, individuals 

who are skeptical about free will reject the idea of unique human autonomy and perceive behaviors 

as indistinguishable from natural occurrences. 

Compatibilists, including Frankfurt (1971), Fischer and Ravizza (1998), present a more 

nuanced perspective. They contend that moral responsibility is not contingent on evading causal 

forces, but rather depends on rational agency and the capacity to act according to internal 

motivations without external compulsion.546’547 The notion of "guidance control" proposed by 

Fischer and Ravizza in 1998 is highly influential. It posits that moral responsibility relies on the 

ability to exert control over acts through rational reflection. 

A viable paradigm for understanding MHC in AWS is provided by the current form of 

compatibilism, which prioritizes rational control. Compatibilists are distinguished from 

incompatibilist libertarians in that they do not establish moral responsibility on a supernatural 

force, thereby allowing humans to exert substantial control over autonomous systems. This method 

acknowledges that human agents must be able to intervene rationally and be held responsible for 

their actions, despite the fact that machines can assist in decision-making. 'Rational control' and 

present-day compatibilism will be further developed through the research. 
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6.3 Varying Interpretations of Meaningful Human Control  

It is challenging to establish a universally agreed-upon definition of MHC within the realm 

of AWS due to the broad range of interpretations that have been sparked by the concept. Although 

the diversity in interpretation fosters widespread consensus, it presents challenges when examining 

MHC from a normative perspective. MHC's greatest asset is its adaptability; however, it also 

presents a vulnerability, particularly in the context of legal and ethical evaluations.548 The different 

interpretations of MHC can be categorized into two primary categories: 'narrow' and 'wide' 

understandings. The distinction between these categories typically depends on the level of human 

reasoning necessary for each specific use of force. 

6.3.1 Viewing MHC from Narrow lens; Deep Human Involvement 

The concept of MHC, was initially introduced by Article36, a non-governmental 

organization based in the United Kingdom. This occurred in a 2013 report that discussed UK policy 

in relation to AWS, or Autonomous Weapons Systems.549 During the 2014 Meeting of Experts 

(MoE), Article36 highlighted the significance of safeguarding "deliberative moral reasoning, 

conducted by human beings, in relation to individual attack decisions."550 The strict interpretation 

of MHC necessitates human commanders to assess the legality of each strike individually, 

guaranteeing that human engagement is dynamic, context-dependent, and centered on specific 

decisions pertinent to the application of force. According to this perspective, MHC implies that 
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human intervention cannot be only symbolic; it must be significant and prompt, giving human 

operators enough time to intervene effectively in the process. 

Human Rights Watch (HRW) has expressed agreement with this limited interpretation, 

arguing that there must always be meaningful human control (MHC) in making decisions about 

targeting and killing in every specific attack on humanity.551 This position restricts the use of MHC 

to only target human entities, hence barring situations where the targets are military objects. In the 

same vein, the Campaign to Stop Killer Robots (CSKR) underscores the significance of 

maintaining MHC in the context of attack and targeting decisions.552 ICRC underscores the 

significance of preserving humanitarian control over the fundamental functions of armament, 

despite its less stringent approach to regulating individual attacks.553 

Distinguished academics and specialists, such as computer scientist Noel Sharkey, endorse 

a focused MHC strategy. According to Sharkey, it is essential for human agents to possess 

comprehensive contextual and situational awareness regarding specific attacks.554 They should be 

able to detect unforeseen changes in conditions, retain the ability to halt or cancel attacks, and have 

sufficient time for thoughtful consideration of the importance of targets. He proposes that despite 

a computer program offering a list of targets, human operators must carefully consider each target 

before commencing an attack. The necessity of real-time human assessment and approval for every 
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instance of using force sets a higher standard for MHC, guaranteeing that human oversight is 

substantial rather than just procedural. 

6.3.2 Viewing MHC from a Boarder Lens; Adaptable Human Oversight 

On the other hand, a more expansive understanding of MHC permits a more adaptable 

approach to human participation in the application of force. An example of this is the US 

Department of Defense's Directive 3000.09, which mandates the employment of "appropriate 

levels of human judgment" when employing force.555’556 This action allows for a more extensive 

application of human control, potentially obviating the need for human judgement in every 

instance of lethal force application. As an alternative, human governance can be established by 

prioritizing the design, programming, and operational dependability and predictability of AI 

systems. The mere existence of humans overseeing the weapon system, without directly 

intervening in individual assaults, is sufficient to satisfy the criteria of MHC from a broader 

perspective. 

Arguments that underscore the potential for human fallibility serve to reinforce the 

expansive interpretation. Some experts contend that a limited comprehension of MHC neglects to 

recognize that humans, including purported specialists, are susceptible to diverse errors.557 This 

viewpoint implies that depending too much on human operators can result in less than ideal results, 

such as mistakenly targeting the wrong individuals. Therefore, powerful consequentialist 
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arguments support larger MHC conceptions that stress efficiency and effectiveness above strict 

and micro-level human involvement.558 

The wide range of understandings of MHC illustrates the intricate moral and practical 

difficulties presented by progressively independent technology. Although there is a widespread 

agreement regarding the significance of preserving MHC, the absence of a universally 

acknowledged definition adds complexity to the discussion and legislative initiatives.559 The 

limited interpretation underscores the imperative of direct, immediate human engagement in every 

instance of employing force, whereas the broad view permits the use of more adaptable control 

systems based on design, coding and programming. 

The difference in interpretation has important consequences for global discourse and 

regulatory structures. The current debate in forums like the Convention on Certain Conventional 

Weapons (CCW) underscores the challenge of harmonizing these differing viewpoints.560 One 

benefit of focusing on MHC is that it promotes extensive consensus and cooperation among many 

stakeholders, such as governments, intergovernmental organizations, researchers, and policy 

actors. However, the absence of clear definition and agreement on the definition of MHC can 

impede the establishment of specific normative guidelines and efficient regulatory actions. 

Meaningful Human Control is a crucial idea in discussions about autonomous weapon 

systems, representing the ethical obligation to provide human supervision and responsibility in the 

use of AI-powered technologies. The argument between the narrow and broad meanings of MHC 
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highlights the conflict between guaranteeing effective human involvement and adapting to the 

practical constraints of technological progress. As the conversation progresses, it is essential to 

pursue a fair and equitable approach that upholds ethical principles while also acknowledging the 

potential advantages of AI. To achieve this equilibrium, continuous communication, thorough 

examination, and flexible regulatory structures are necessary to effectively tackle the ever-

changing environment of AI and autonomous systems. 

6.4  Meaningful Human Control as a Mechanism for Extending Legal Accountability in 

Autonomous Weapon Systems 

It is legitimate to argue that the success of a concept like Meaningful Human Control 

(MHC) lies in its ability to navigate and mitigate conceptual and political challenges through its 

strategic ambiguity.561 In the ongoing debate on AWS, MHC is often employed by opponents to 

argue against autonomous killing and has played a crucial role in advocating for a ban on such 

systems.562 In the same vein, the Campaign to Stop Killer Robots (CSKR) underscores the 

significance of maintaining MHC in the context of attack and targeting decisions.563 ICRC 

underscores the significance of preserving humanitarian control (MHC) over the fundamental 

functions of armament, despite its less stringent approach to regulating individual attacks.564 

Therefore, it is fundamental to establish a clear framework for assigning responsibility should 

AWS result in the violation of pertinent norms. The ethical and legal rationale is clear: if the nature 

of a weapon makes it impossible to assign responsibility for its outcomes, its use should be 
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considered unethical and unlawful hence establishment of responsibility is fundamental to regulate 

AWS and to establish responsibility, the presence of human agency is fundamental.  

This research will analyze two forms of responsibilities; individual responsibility and state 

responsibility While corporate responsibility involves attributing accountability to organizations, 

such as defense contractors or tech companies that develop and deploy AWS, this thesis does not 

delve deeply into this aspect of accountability within the legal framework. The likelihood of 

victims successfully suing defense contractors is reduced due to the intricacies of international law 

and the protection afforded to such entities by state actors.565 Rather, the operators or commanders 

who actively supervise the utilization of these systems bear the primary responsibility for 

guaranteeing adherence to international legal standards.566 Consequently, this thesis highlights the 

obligation of both individuals and governmental bodies, contending that they are better suited to 

be held liable for the acts and decisions pertaining to the implementation and functioning of AWS. 

To gurantee accountability in the implementation of Meaningful Human Control, the most 

effective approach is to have human agents directly oversee and intervene in the employment of 

AWS. This emphasis aligns with this strategy. 

6.4.1 Individual Criminal Responsibility and MHC 

The notion of individual accountability is well established in the realm of international law. 

Both IHL and IHRL, which are fundamental aspects of ICL, require the investigation of infractions 

and the prosecution of those responsible, when deemed appropriate.567  The nature of this 

responsibility changes depending on the particular details of the infraction: The International 
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Human Rights Law (IHRL) requires investigations particularly for severe abuses that qualify as 

crimes under international law, whereas less significant offenses may not impose the same duty. 

In the same vein, the criteria for investigating crimes during war under IHL are generally less 

stringent than those under IHRL and are distinct from those applied in law enforcement 

operations.568 It is crucial to establish preliminary explanations before addressing the issue of 

individual responsibility for offenses committed through AWS. 

Primarily, the focus of responsibility in this context is primarily criminal, as the conduct 

involved usually pertain to breaches of fundamental human rights, such as bodily autonomy. 

Furthermore, the idea that every individual involved must act independently requires us to 

differentiate between the many individuals responsible for violations carried out using AWS, 

specifically producers, operators, and commanders.569 The culpability of these agents will be 

evaluated according to their contributions and mental involvement. 

Assigning individual accountability can occasionally be uncomplicated. For instance, if 

Autonomous Weapon Systems (AWS) are programmed to engage targets without discrimination, 

such as having "shoot on sight" capabilities, and are deployed in situations where they cause 

multiple fatalities, criminal law, at the national and international level, can be applicable to all 

individuals involved in the process, including manufacturers, producers, military commanders, or 

public officials responsible for the deployment. When dealing with such situations, the typical 

conditions for holding someone criminally responsible, including the connection between cause 
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and effect, the physical act committed, and the mental state of the individual, must be satisfied.570 

The intentional action criterion usually includes both explicit intent and irresponsibility. Here, 

MHC guarantees that human agents maintain control over individual attacks, ensuring obvious 

responsibility that is comparable to targeted executions carried out by drone strikes. 

Nevertheless, more expansive understandings of MHC can yield comparable outcomes. If 

a human agent possesses knowledge that utilizing AWS in a specific situation is very likely to lead 

to breaches of international law and demonstrates apathy towards these consequences, both the 

causal connection and the mental state (mens rea) can still be proven.571 These scenarios are 

classified here as "easy cases," meaning that the absence of direct human supervision over a 

specific interaction does not excuse those responsible for the deployment and operation of AWS 

from their obligations. 

"Harder cases" are those in which a violation of IHL or IHRL occurs unintentionally or 

without any reckless conduct from human actors, such as creators or operators.572 In these 

instances, there was no explicit intention or expectation that AWS would engage in illicit activities; 

however, the offenses occurred. Two primary strategies have been proposed to address these 

instances and potential deficiencies in accountability. 

First and foremost, there is a contention that domestic law still applies to cases where 

careless behavior leads to wrongful deaths.573 Although ICL generally does not acknowledge 
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criminal negligence, it is unrealistic to argue that no accountability can be attributed in such 

instances. However, it is more efficient to determine whether negligent behavior is pertinent in 

instances where AWS performs unexpected actions, particularly when employing self-learning 

algorithms.574 The application of strict liability to human operators without a demonstration of 

their guilt is inconsistent with the fundamental character of modern criminal law and the concept 

of personal accountability. 

Additionally, certain academicians suggest that the notion of "command responsibility" be 

reevaluated and implemented in these circumstances.575 The following conditions must be satisfied 

for command responsibility, a widely recognized form of indirect liability in international criminal 

law, to be applicable:  

a) The direct perpetrator (the subordinate) and the indirect perpetrator (the superior) 

are in a hierarchical relationship. 

b) The superior possessed knowledge or had reasonable grounds to believe about the 

offense that was committed or about to be committed. 

c) The superior neglected to implement adequate measures to prevent the crime or to 

discipline the subordinate. 

The topic of extending command responsibility to include the connection between a human 

agent deploying Autonomous Weapon Systems (AWS) (referred to as the "superior") and the AWS 

itself (referred to as the "subordinate") is a highly debated matter. Critics contend that this 
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extension is fundamentally problematic because AWS lacks the ability to intentionally perform 

punishable actions and the crucial mental state and legal personhood aspect required for command 

responsibility.576 Since AWS is not capable of consciousness, it lacks the intention or 

understanding that is usually necessary for criminal responsibility.577 The inherent lack of 

cognitive state and ethical capacity challenges the direct implementation of conventional command 

responsibility frameworks. 

Nevertheless, several researchers argue that human individuals can still be held responsible 

according to a revised understanding of command responsibility if they neglect to provide what is 

referred to as "dynamic diligence" over AWS.578 This notion entails the establishment of ongoing 

engagement with the system, making regular assessments of its operations, and retaining the 

capability to intervene or override the decisions made by the AWS. "Dynamic diligence" 

necessitates a proactive and continuous dedication from human supervisors to oversee and direct 

the AWS, so integrating human supervision into the operating structure of these autonomous 

systems. 

Overall, although there is a tendency to promote limited interpretations of Meaningful 

Human Control (MHC) as crucial for establishing personal accountability, relying exclusively on 

this method may unduly broaden the reach of criminal legislation. The strict demands of Narrow 

MHC, which necessitate direct human oversight of every step, may not be feasible or adequate for 

all situations utilizing AWS. Alternatively, more comprehensive interpretations of MHC, which 

encompass negligence criteria and a redefined version of command responsibility, may provide 

more sophisticated and efficient means for holding individuals accountable. These expanded 

                                                 
576 Margulies, “Chapter 13.” 
577 Gordon, “Artificial Moral and Legal Personhood.” 
578 Margulies, “Chapter 13.” 



169 

 

frameworks not only enforce strict regulations but also promote a more comprehensive system of 

supervision, guaranteeing that human operators stay actively engaged and accountable for the self-

governing systems they implement. 

It is crucial to adopt these broader interpretations of MHC in order to ensure that all the 

actors in the design, development, command and deployment can be held liable in International 

Law, which can in turn mandate a more cautious approach towards the use of AWS. This method 

guarantees that the operation of AWS is consistent with the well-established principles of IHL, 

IHRL and ICL. Consequently, it fosters accountability, protects human rights, and averts potential 

abuses. The deployment of AWS is balanced in its integration of technological innovation with 

legal and ethical criteria, thereby guaranteeing compliance with international regulations and 

effectiveness. 

6.4.2 State Responsibility 

Some commentators have shifted their focus to state responsibility due to the inadequacy 

of individual responsibility in complex cases and the necessity of avoiding strict liability. This 

accountability aspect is the least investigated but potentially the most promising approach to 

addressing the legal and ethical challenges presented by AWS. State responsibility has several 

benefits: it is not exclusive and can coexist with other forms of responsibility; it may provide 

victims with a greater opportunity for adequate redress, as states typically have more resources; 

and it is well-suited to various forms of responsibility.579 Furthermore, ensuring that states are held 
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accountable ensures that they are incentivized to comply with IHL, IHRL and ICL, as states are 

the primary users of AWS.580 

Attributing a violation of IHRL/IHL to a state that has deployed AWS does not appear to 

be a problem, as the deployment will logically be ordered by a human agent, such as a police 

officer or military commander, who is considered an organ of the state for the purposes of 

international responsibility.581 The actions of government institutions are considered to be actions 

of the state, as per Article 4 of the Articles on Responsibility of States for Internationally Wrongful 

Acts (ARS).582 Nevertheless, a potential issue may arise if AWS is able to identify and execute its 

objectives without human intervention, as it lacks the ability to govern individual attacks through 

Meaningful Human Control (MHC). In such instances, it is imperative to differentiate between the 

deployment of AWS, which is directly attributable to the state, and the selection and engagement 

of unlawful targets, which may not be directly attributable. It is essential to ensure MHC in order 

to maintain state culpability for the actions of AWS. The fact that AWS execute actions 

autonomously does not absolve states of responsibility; ARS attribute conduct to states in a variety 

of scenarios where state organs are not directly involved, thereby establishing that the actions of 

any state organ is deemed an act of the state.583 In the Nicaragua v. United States case, the 

International Court of Justice (ICJ) emphasized this principle by concluding that the United States' 

substantial control and support of the Contras, a rebel organization in Nicaragua, could be 
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attributed to the United States.584 Although the Contras were not state organs, the United States' 

level of control provided a foundation for attribution. 

By applying this principle to AWS, the actions of AWS can be ascribed to the state in the 

same way as the deployment and operational decisions made by state entities (e.g., military 

commanders or defense officials).585 Despite the fact that AWS operates autonomously, the initial 

deployment decision and governance responsibilities are the responsibility of state agents, which 

in turn links the actions of AWS back to the state. Furthermore, the state is responsible for the 

actions of the AWS, even if the state organ was unaware of them. States are accountable for the 

actions of entities under their control under the ARS, even if specific outcomes were not 

anticipated. The ICJ's decision in the Bosnian Genocide case, which held Serbia accountable for 

failing to prevent genocide despite not directly perpetrating the acts, further strengthens this 

contention.586 

Within the framework of AWS, guaranteeing MHC requires nations to establish strong 

oversight procedures to proactively foresee and address potential breaches of international law. If 

an AWS engages in an illegal behavior, the state can still be held accountable because it has a duty 

to ensure proper management and oversight of its deployed systems.587 MHC ensures continuous 

human oversight and the capacity to intervene in the operations of AWS, thereby bridging potential 

breaches in accountability. This supervision is essential because it establishes a direct connection 
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between the autonomous actions of AWS and the state's obligation to regulate and control them. 

States can assure compliance with international legal standards and prevent AWS from acting 

unpredictably by mandating that human agents maintain control over critical functions. 

Victims who are unable to pursue recourse through individual responsibility due to the 

intricacies of explicitly attributing actions to human agents have the option to sue states. This is 

particularly critical in situations where the actions of AWS cannot be explicitly attributed to a 

specific individual's intent or negligence. States are generally more resourceful and capable of 

providing adequate compensation and justice to victims, which is why state responsibility under 

the ARS provides a viable path for redress. 

State culpability is also contingent upon the state's conduct constituting a violation of an 

international obligation. This pertains to AWS's obligations under IHL and IHRL. Nevertheless, 

the application of circumstances that preclude wrongfulness, such as force majeure, is a critical 

area of concern. Force majeure is defined as an irresistible force or unforeseeable event that is 

beyond the state's control and renders it materially impossible to fulfill the obligation, as per Article 

23 of ARS.588 Three positive requirements must be satisfied for force majeure to be applicable: 1) 

The event must be unexpected 2) The event must be beyond the state's control. 3) The event must 

render compliance materially untenable.589 The deployment of AWS without a narrow MHC poses 

a risk of unanticipated behavior, particularly when self-learning algorithms are involved. It may 

be challenging for states to assert that such events were wholly unexpected when corporations that 

develop AWS notify governments of potential malfunctions. This issue can be mitigated by 
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assuring MHC over individual attacks, even if AWS behavior is beyond the state's control, by 

providing a framework for human intervention. 

In the context of AWS, force majeure is only invoked when it is materially impossible to 

comply with an international obligation, which is exceedingly unlikely. The defense would not be 

applicable if a human agent had the ability to prevent the malfunction but chose not to do so due 

to environmental constraints. Furthermore, the plea of force majeure is prohibited by two negative 

requirements. 1) The state's conduct must not have caused the circumstance, and 2) The state must 

not have assumed the risk of the situation occurring. The deployment of AWS inherently entails 

certain risks, particularly in terms of their behavior and potential malfunctions. Consequently, 

states are unable to utilize force majeure as a defense when they have elected to implement AWS. 

States implicitly embrace the risks associated with the deployment of these autonomous systems 

by choosing to employ them, which include potential malfunctions and violations of international 

obligations. 

It is imperative to guarantee MHC over AWS to prevent states from abdicating their 

obligations under the pretext of force majeure. States are obligated to establish comprehensive 

oversight mechanisms that enable human intervention and control in order to mitigate the 

probability of unforeseeable and uncontrollable events. This is achieved by maintaining MHC. 

This oversight guarantees that states are unable to absolve themselves of liability by asserting that 

AWS acted outside of their control, as the MHC requires ongoing human involvement in the 

decision-making process of these systems. 
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6.4.2.1 War Torts as a Recourse 

In light of the inadequacy of force majeure as a defense for AWS malfunctions, 

commentators have suggested a model of strict liability for wrongdoings committed through AWS, 

which they have dubbed "war torts."590 By establishing explicit and binding responsibilities for 

states using AWS, this model aims to address the accountability gaps, ensuring accountability 

regardless of fault. Proof of culpability (intent or negligence) is not necessary for this model.591 

Rather, it holds states rigorously liable for any harm caused by AWS, ensuring that victims receive 

compensation and justice regardless of the circumstances that led to the wrongful act. The 

establishment of a stringent liability framework would clearly define the responsibilities of states 

in the deployment and operation of AWS, preventing them from evading accountability through 

intricate legal defenses such as force majeure. The war torts model guarantees that victims have a 

straightforward route to pursue redress. States would be required to compensate victims for the 

harm caused by AWS, thereby establishing a more dependable and uncomplicated method of 

accountability. 

MHC is essential for the viability of the war torts paradigm. MHC mitigates the risk of 

unanticipated and uncontrollable behavior by guaranteeing that human agents maintain control and 

supervision over AWS. This oversight framework necessitates that states implement robust 

monitoring, periodic evaluations, and the capacity to intervene in AWS operations. The right to 

remedy is applicable to violations that arise from the use of AWS and to the guarantee that MHC 

can improve transparency and accountability.592 Nevertheless, the remedy system's existing 
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deficiencies are the primary obstacles, not the absence of limited MHC. The obligation to provide 

victims with access to information and justice can be fulfilled by ensuring that AWS operations 

are understandable and reviewable post facto. 

6.4.2.2 Reparations as a Recourse  

Lastly, reparations must be evaluated in relation to Meaningful Human Control (MHC). It 

is imperative to assign responsibility in order to facilitate reparations, which encompass access to 

justice, compensation, and information. The right to remedy is applicable to violations that arise 

from the use of AWS, and the reparations procedure can be significantly improved by ensuring 

MHC.593 

It is essential to ensure that MHC has control over AWS operations in order to maintain 

transparency and accountability, which directly affects the ability of victims to pursue justice. 

Victims of violations have the right to pursue judicial remedies when AWS are employed in 

military or law enforcement operations. MHC guarantees that there is a transparent chain of 

command and accountability, which facilitates the identification of the individuals accountable for 

AWS's actions.594 This preciseness is essential for legal proceedings, as it enables courts to 

determine the parties responsible and offers victims a means of pursuing justice. 

Compensation for the damage inflicted upon victims is also included in reparations. Under 

international law, states are obligated to provide adequate compensation for harm resulting from 

internationally wrongful acts.595 MHC guarantees that states are held accountable for the actions 
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of AWS by maintaining human supervision and control. This supervision serves to prevent the 

transfer of responsibility to machines and guarantees that states are unable to circumvent liability 

by attributing it to autonomous systems. States can effectively assess and provide compensation 

for victims by instituting MHC. 

The victims' right to information is a critical component of reparations. Victims are entitled 

to be informed of the circumstances that led to the violations they experienced.596 The 

accumulation and preservation of data related to AWS operations is facilitated by MHC, which 

enables the review and comprehension of the decisions made by these systems post-factum. By 

guaranteeing that AWS operations are transparent and comprehensible, it is possible to conduct 

comprehensive investigations. This, in turn, assists in fulfilling the responsibility to ensure that 

victims have access to comprehensive and accurate information regarding the incidents in 

question.597 The remedy system's extant deficiencies frequently serve as the primary obstacles to 

the reparations process. Nevertheless, the absence of a limited MHC exacerbates these challenges 

by introducing accountability gaps. The direct human control over specific decisions made by 

AWS, known as narrow MHC, guarantees that every action taken by these systems is monitored 

and can be intervened upon by human operators. In order to guarantee that any unlawful actions 

can be traced back to responsible human agents and to maintain transparency in AWS operations, 

this level of control is essential. 
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6.5 MHC as a Safeguard for Ethical Deliberation in the Use of Lethal Force 

As discussed earlier, the accountability-based approach to MHC is not the exclusive 

perspective in the discussion on assisted withdrawal services (AWS). Another important 

interpretation of MHC is the need for human oversight, not only to avoid gaps in responsibility, 

but also for core deontological grounds. This viewpoint asserts that the practice of autonomous 

killing, in which humans are not involved in deciding when to use lethal force, is fundamentally 

inconsistent with the fundamental principles of IHL and IHRL, particularly the principles of 

humanity and human dignity.598 

This ethical argument concerns the inherent characteristics of AWS and argues that MHC 

should be used whenever a non-human entity has the potential to cause harm to a human life. This 

applies regardless of whether the precise act of killing is legal under applicable laws. Ensuring that 

a person is present throughout every instance of using deadly force against an individual is not 

only justified for the purpose of accountability, but also as an ethical imperative.599 Put simply, it 

is regarded as a necessary condition that is known or determined beforehand, rather than being 

based on observations or experiences. 

The Holy See has been particularly vocal in its support of this position, despite the fact that 

there are numerous states. The Holy See argues that human attributes, such as compassion and 

discernment, are innately required when making decisions regarding life and death.600 From both 

ethical and legal perspectives, the absence or concealment of the human agent in such decisions is 

problematic. It is impossible for a machine to become a truly ethically responsible entity, regardless 
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of its complexity. Human beings are merely data to a machine, one set of values among many 

others. The Holy See's stance is predicated on distinct moral principles: only a human being is 

capable of ethically engaging with another human being, acknowledging them as an equal. 

AWS introduces a unique and unprecedented form of asymmetry in human affairs by 

effectively divorcing the application of force from individual human decision-making. This 

viewpoint implies that the restricted understanding of MHC is crucial in order to prevent this result. 

Advocates of this perspective frequently cite the notion of human dignity, contending that non-

human decision-makers, such as AWS, lack comprehension of the value of life and the 

consequences of ending it.601 The focus here lies not on accountability, but rather on the ability to 

fully grasp the seriousness of a decision that entails the use of deadly force. 

Conversely, some contend that the deontological interpretation of MHC is contradicted by 

the notion that "humanity" and "human dignity" do not inherently require humans to use weapons. 

On the contrary, they argue that what is important is the actor's compliance with IHL and IHRL, 

regardless of whether the actor is a human or a non-human entity.602 The essence of this perspective 

is that the crucial factor is the efficacy in minimizing the risk of encountering deadly force. As a 

result, a restricted (MHC) is typically perceived as a strict necessity that could potentially weaken 

the effective defense of humans. 

The unavoidable consequence of the ethical viewpoint on MHC is that autonomous killing, 

carried out via AWS, fundamentally contradicts it. This is a primary reason why proponents of 

prohibiting AWS place much weight on MHC in its most stringent interpretation. However, the 
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primary concern is the extent to which this understanding of MHC can be established as a legally 

recognized criterion. 

In the final analysis, the MHC is essential for the ethical decision-making process in the 

context of lethal force employed by AWS. It guarantees the preservation of the fundamental values 

of human nature and respect for human worth, so preventing the devaluation that may arise when 

decisions on life and death are taken by entities that are not human. Although there are varying 

opinions regarding the importance and understanding of MHC, its contribution to maintaining 

ethical debate is crucial. It is imperative to maintain human oversight over technology in order to 

guarantee that laws remain relevant to new and changing circumstances, despite the inexorable 

advancement of technology. By maintaining human oversight and involvement in the use of lethal 

force, it is guaranteed that it adheres to legal and moral standards, thereby serving as a critical 

control on the autonomous powers of AWS. 

6.6 Incorporating Meaningful Human Control (MHC) into Legal Regimes 

As maintained MHC over AWS is increasingly recognized as essential for maintaining 

ethical and legal standards in the deployment of such systems. The debate centers on whether MHC 

should be incorporated into treaty law or customary international law. This section argues for the 

latter, highlighting the historical precedence of human agency and intent in legal frameworks and 

citing relevant scholarly perspectives to support this position. 

6.5.1 Premise 1: Treaty Law: Formalizing MHC 

Treaty law involves formal agreements between states that codify specific obligations and 

rules. Treaties such as the Geneva Conventions and various arms control agreements provide a 

structured and binding framework for state behavior. Incorporating MHC into treaty law could 
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offer clear and specific guidelines on the deployment and operation of AWS, ensuring that states 

are legally bound to maintain human oversight. 

For instance, a new treaty or an amendment to existing treaties could explicitly mandate 

the inclusion of MHC in the development and use of AWS. Such a treaty could define the 

parameters of MHC, specify the roles and responsibilities of human operators, and establish 

mechanisms for accountability and enforcement. This approach could provide a robust legal 

foundation for MHC, backed by the formalities and procedural safeguards inherent in treaty law. 

However, the process of negotiating and ratifying a new treaty or amending existing ones 

can be lengthy and politically challenging. Achieving consensus among states with diverse 

interests and capabilities might be difficult, potentially delaying the implementation of MHC. 

6.5.2 Premise 2: Customary International Law: A Historical and Practical 

Approach 

Customary international law, in contrast, develops from the consistent and widespread 

practice of states, accompanied by a belief in a legal obligation (opinio juris). Unlike treaty law, 

customary law does not require formal agreements but emerges organically from state behavior 

and practice. Since antiquity, human agency and intent have been central to legal systems. From 

the earliest codifications of law, such as the Code of Hammurabi and Roman law, to modern legal 

frameworks, the role of human actors has been paramount. The principle of holding individuals 

accountable for their actions is deeply rooted in both domestic and international law. 

Several scholars have emphasized the importance of human agency in law. For example, 

Michael N. Schmitt argues that "the essence of international humanitarian law lies in its regulation 

of human conduct during armed conflict." He posits that the principles of distinction, 
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proportionality, and necessity, which form the core of IHL, inherently require human judgment 

and decision-making.603 Similarly, Rebecca Crootof highlights the ethical implications of 

delegating lethal decisions to machines. She argues that "machines lack the moral and ethical 

reasoning capabilities that humans possess," making human oversight indispensable for 

maintaining the ethical foundations of international law.604 

Customary international law has long held individuals accountable for actions taken during 

armed conflict. The International Criminal Court (ICC) and ad hoc tribunals like the International 

Criminal Tribunal for the former Yugoslavia (ICTY) have consistently focused on human intent 

and agency in prosecuting war crimes and crimes against humanity.605 Incorporating MHC into 

customary law aligns with this tradition by ensuring that human oversight remains a cornerstone 

of accountability.  

Customary law offers a degree of flexibility and adaptability that treaty law may lack. As 

technology evolves and new ethical and legal challenges emerge, customary law can adapt more 

readily to changing circumstances. This flexibility is crucial in addressing the dynamic nature of 

AWS and ensuring that legal standards keep pace with technological advancements.606 Customary 

international law emerges from the broad consensus of the international community. By reflecting 

the general practice of states and their legal obligations, customary law carries a sense of 

legitimacy and acceptance that may be harder to achieve through formal treaties.607 The growing 
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recognition of MHC in state practice indicates a movement towards its acceptance as a customary 

norm. 

While incorporating MHC into customary international law offers several advantages, it is 

not without challenges. Ensuring consistent state practice and opinio juris can be difficult, 

especially given the varying capabilities and policies of different states. Moreover, customary law's 

organic development may lead to ambiguities and inconsistencies in its application. In conclusion, 

incorporating MHC into customary international law offers a practical and historically grounded 

approach to ensuring human oversight in the deployment and use of AWS. By building on the 

long-standing principles of human agency and intent in legal frameworks, customary law can 

provide the necessary flexibility and adaptability to address the evolving challenges posed by 

autonomous systems. While formalizing MHC through treaty law remains a valuable pursuit, the 

organic and widely accepted nature of customary law makes it a robust foundation for upholding 

ethical and legal standards in the age of emerging technologies. 

6.7 Concluding Remarks 

The preservation of ethical and legal standards in the deployment and utilization of AWS 

is contingent upon the concept of MHC. This chapter has considered the importance of integrating 

MHC into legal frameworks, emphasizing its importance in the preservation of human supervision, 

as a practical solution to the ongoing debate regarding the expansion of autonomy. The analysis 

has shown that, although both treaty law and customary international law provide viable pathways 

for the incorporation of MHC, the latter offers a more practical and historically consistent 

approach. 
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The chapter commenced by deconstructing the term MHC, emphasizing the importance of 

its three fundamental components—'meaningful', 'human', and 'control'. Each component 

emphasizes the importance of significant human involvement in the supervision of AI-powered 

systems, particularly those that are capable of performing lethal actions. Collectively, the dual 

aspects of direct and indirect control, the situational context of ‘meaningful' control, and the critical 

role of human agents establish the foundation for the understanding and application of MHC in a 

variety of domains. 

MHC's congruence with the principles of IHL, IHRL and ICL was demonstrated through 

an examination of its normative and philosophical frameworks. The ethical responsibility to 

preserve human dignity and moral autonomy, as well as the legal mandates that necessitate human 

supervision to guarantee adherence to international standards, were emphasized during the 

discussion. This comprehensive approach underscored the importance of MHC in maintaining the 

fundamental values of human rights and humanism, as well as in preventing accountability gaps. 

Delineating the limited and broad understandings of the concept, the varying 

interpretations of MHC were examined. The broader interpretation, which is more adaptable, 

enables human oversight through robust system design and operational frameworks, whereas the 

narrow interpretation emphasizes profound human involvement in each instance of force 

application. The ongoing debate on MHC is exemplified by the contributions of both perspectives, 

which underscore the necessity of a balanced approach that reconciles ethical considerations with 

practical constraints. 

The chapter then examined the methods for expanding legal responsibility through MHC, 

with a specific focus on the obligation of both persons and states. The conversation highlighted 

the importance of having human oversight to address gaps in accountability, focusing on the 
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difficulties and resolutions related to assigning personal criminal liability for offenses involving 

AWS. The critical role of MHC in ensuring that states remain accountable for the deployment and 

actions of AWS, even in scenarios involving force majeure or unforeseen malfunctions, was also 

demonstrated by the analysis of state responsibility. 

The feasibility of integrating MHC into legal frameworks was assessed, particularly with 

respect to International Customary Law. This approach aligns with the established historical 

practice of human action and purpose in legal systems, offering the opportunity to adjust, 

accommodate various circumstances, and gain widespread approval. The natural progression of 

customary law establishes a strong basis for maintaining ethical and legal principles in response 

to changing technological breakthroughs, while treaty law continues to be a worthwhile endeavor. 

In summary, the incorporation of MHC into customary international law is crucial for the 

preservation of accountability and the guarantee that AWS operates within the confines of 

established legal and ethical frameworks. This method not only has implicit adherence to the 

fundamental principles of human supervision and responsibility but also accommodates the 

dynamic nature of emerging technologies. The integration of MHC into customary law is a 

pragmatic and historically consistent approach to protect human values and maintain the rule of 

law in the era of AI, as the international community continues to address the implications of 

autonomous systems. 
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Chapter 7 

 CONCLUSION RESEARCH FINDINGS AND RECOMMENDATIONS  

This chapter serves as the culmination of the dissertation, bringing together the thorough 

analysis carried out on the implementation and consequences of AWS. As AWS become more 

involved in military and law enforcement activities, they present unique difficulties for established 

systems of legal responsibility, ethical supervision, and human authority. This chapter tackles these 

challenges by combining findings related to the main research questions, assessing the degree to 

which existing legal norms can adapt to the rise of autonomous technologies, and suggesting 

practical methods for ensuring that AWS (autonomous technologies) function within established 

ethical and legal limits. In addition, this chapter will take into account the research findings, 

constraints, and offer suggestions for future research.  

7.1 Answers to the Research Questions  

The primary research concerns that underpin this dissertation are comprehensively 

addressed in this section. It investigates the intricacies associated with the deployment of AWS 

through the integration of historical analysis, theoretical and legal frameworks. The answers that 

are provided will synthesize the findings from previous chapters, providing a comprehensive 

comprehension of the complex balance between technological advancement and regulatory 

supervision that is required to manage the implications of AWS in both military and law 

enforcement contexts. 
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7.1.1 How can the development and deployment of Autonomous Weapon Systems (AWS), 

characterized by varying levels of autonomy, AI, and remoteness, be reconciled with the 

requirements of human control, legal accountability, and moral responsibility? 

Over the course of history, war's concept of remoteness took great strides, from primitive 

levels of hand-to-hand fighting to the deployment of advanced technological systems. Combat 

effectiveness and the desire to increase it have always driven this evolution, while attempts were 

made to minimize risks to combatants.608 AWS development is simply the most recent surge in this 

continuum—with large amounts of autonomy and advanced AI capabilities. Understanding this 

historical context supports a continuous drive towards balancing effectiveness with safety in the 

integration of AWS into modern operations within ethical and legal standards. The historical 

development of remote warfare underlines the necessity of maintaining a balance between combat 

effectiveness and safety and ethical considerations in the deployment of AWS. 

Autonomy in AWS is the capacity to operate autonomously without human intervention. 

This autonomy is essential for their efficiency; however, it poses substantial obstacles to ensuring 

ethical and legal compliance. The need for human oversight at various levels of decision-making 

is underscored by the OODA Loop and Sheridan's 10-level scale, which provide frameworks for 

understanding and measuring the autonomy of AWS.609’610 It is evident that AWS must be designed 

to incorporate human control mechanisms to ensure that it operates within legal and ethical 

boundaries by defining and measuring autonomy.  

The decision-making processes of AWS can be obscured by the complexity and opacity of 

AI algorithms, which can make it challenging for human operators to completely comprehend or 
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predict AWS behavior. Automation bias may result in ethical oversights and errors if human 

operators rely excessively on automated systems. AWS has the ability to process information and 

act at a faster pace than human decision-making processes, resulting in a temporal disparity that 

hinders the effectiveness of human intervention.611 In order to overcome these constraints, it is 

imperative to preserve substantial human oversight of AWS operations. This can be accomplished 

by employing mechanisms such as "human-in-the-loop" or "human-on-the-loop" systems, which 

allow human operators to intervene, supervise, and override AWS decisions as needed. 

Sophisticated algorithms are employed in the collection, processing, and analysis of data 

for the purpose of target selection in Algorithmic Target Construction (ATC). Although this 

diminishes the necessity for human supervision, it also generates substantial ethical and legal 

concerns. Maintaining compliance with IHL and IHRL necessitates transparency and 

accountability in ATC processes. AWS can be monitored to ensure that their decision-making 

processes are in accordance with ethical and legal standards by instituting robust oversight 

mechanisms. Robust oversight mechanisms are essential for upholding compliance with 

international laws by ensuring transparency and accountability in ATC. 

Maintaining human supervision at critical decision points is essential for the effective 

reconciliation of AWS with human control and accountability. Human operators must possess the 

capacity to establish operational parameters, evaluate critical decisions, and intervene when 

required. This hybrid approach guarantees that, despite the fact that AWS is capable of operating 

autonomously to a certain extent, a human element is always present to supervise, validate, and 

rectify their actions. By maintaining human supervision at critical decision points, AWS operations 
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are validated and corrected as necessary, resulting in a hybrid approach that integrates human 

accountability with autonomy. 

7.1.2 To what extent the core principles of International Humanitarian Law (IHL) regulate the 

development and deployment of Autonomous Weapon Systems (AWS) and how does it 

debate accountability and responsibility in autonomous military decision-making? 

IHL is a legal framework that is intended to alleviate the atrocities of war. Its primary 

objective is to restrict the means and methods of warfare while simultaneously safeguarding non-

combatants. IHL is presented with new challenges by AWS, which are capable of autonomously 

selecting and engaging targets. Consequently, a comprehensive evaluation of their adherence to 

IHL principles, including necessity, proportionality, and distinction, is required. The necessity of 

adapting legal frameworks to emerging technologies such as AWS, ensuring that they adhere to 

humanitarian principles and minimize superfluous suffering, is underscored by the historical 

evolution of IHL, from the St. Petersburg Declaration to the Geneva Conventions.612 AWS are 

regulated by the fundamental principles of IHL, which mandate the observance of necessity, 

proportionality, and distinction. This ensures that these systems are consistent with legal standards 

and humanitarian values. 

The objective of weapons law is to regulate the use of weaponry in order to reduce their 

humanitarian impact. The legality of AWS under weapons law is contingent upon their intended 

use and design. AWS must adhere to the principles outlined in the St. Petersburg Declaration and 

subsequent treaties to avoid causing indiscriminate damage or superfluous suffering.613 The 

comprehensive examination of AWS for compliance with IHL from development through 
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deployment is guaranteed by the legal review procedure, which is mandated by Article 36 of 

Additional Protocol I.614 AWS are regulated by weapons law to prevent the infliction of 

indiscriminate injury or unnecessary suffering. Rigorous legal evaluations are conducted to ensure 

that AWS comply with IHL principles throughout their lifecycle. 

A fundamental principle of IHL is that AWS must not inflict superfluous suffering or 

excessive damage. A comprehensive evaluation of AWS is necessary to guarantee that their 

autonomous nature does not inherently result in excessive damage, as this principle is based on the 

concept of proportionality. The legality of AWS is contingent upon their programming and their 

capacity to conduct context-specific assessments, which guarantees that they do not cause 

unnecessary harm. AWS must be programmed to prevent the infliction of superfluous suffering or 

excessive damage, thereby guaranteeing their adherence to the proportionality principle of IHL 

through rigorous assessments. In order to prevent indiscriminate effects, AWS must possess the 

ability to implement precise targeting. In order to distinguish between military and civilian targets, 

AWS must possess sophisticated algorithms and robust technological capabilities. The principle 

of absolute infallibility is essential, as any faults or errors could render AWS into indiscriminate 

weapons. Advanced technological capabilities and algorithms that prevent indiscriminate effects 

are necessary to ensure precision and control in AWS, in accordance with IHL's prohibition of 

indiscriminate weapons. 

AWS is required to consistently differentiate between combatants and non-combatants. 

This capability presents a challenge for machines because it necessitates rapid, context-specific 

judgment. In order to guarantee adherence to the principle of distinction, AWS must be endowed 
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with sophisticated sensors and algorithms that enable it to make precise distinctions. In order to 

guarantee adherence to the principle of distinction in IHL, AWS must have sophisticated 

technological capabilities that enable it to accurately differentiate between combatants and non-

combatants. 

In order to balance potential civilian damage against military advantages, AWS is required 

to conduct proportionality assessments. Traditionally, humans have been responsible for making 

complex, context-dependent decisions. In order for AWS to conduct proportionality assessments 

that adhere to IHL standards, it is imperative that advancements in AI and machine learning be 

implemented. In order to effectively balance military advantages against potential civilian damage, 

AWS must be able to conduct proportionality assessments, which necessitates advancements in AI 

and machine learning. In accordance with the principle of precautions in attack, AWS is required 

to implement all practicable measures to mitigate civilian harm. This necessitates the use of 

sophisticated algorithms and sensors to facilitate real-time data processing and decision-making. 

In order to guarantee that AWS operations are consistent with IHL, it is essential to have human 

oversight. Advanced technological capabilities and human oversight are necessary to ensure that 

AWS complies with IHL and takes all feasible precautions to minimize civilian harm. 

The Martens Clause underscores the significance of public moral awareness and 

humanitarian principles in warfare.615 In order to guarantee that their actions are morally and 

ethically sound, it is imperative that AWS be developed and deployed in a manner that is consistent 

with these principles. This necessitates the integration of ethical frameworks into the design of 

AWS and the preservation of transparency and public engagement. AWS must ensure that its 
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operations are morally sound by integrating ethical frameworks into their design and maintaining 

transparency, in accordance with the principles of public conscience and humanism. The 

development and deployment of AWS are regulated by the core principles of IHL, which mandate 

the observance of necessity, proportionality, and distinction. These principles guarantee that AWS 

operations minimize superfluous suffering and prevent indiscriminate damage. It is imperative to 

maintain human governance and incorporate ethical frameworks into the design of AWS to ensure 

adherence to IHL and uphold the fundamental values of ethical warfare and human dignity. Human 

oversight and ethical frameworks are necessary to maintain human dignity and ethical warfare, as 

the fundamental principles of IHL regulate AWS by ensuring conformance with necessity, 

proportionality, and distinction. 

7.1.3 How the development and deployment of Autonomous Weapons Systems is regulated in 

law enforcement, in context of International Human Rights Law, how is responsibility 

associated in autonomous decision making? 

The deployment of AWS in law enforcement presents substantial challenges and requires 

a robust regulatory framework to guarantee adherence to International Human Rights Law (IHRL). 

These systems, which were initially designed for military purposes, are now being increasingly 

adapted for a variety of law enforcement functions, including border security, surveillance, and 

crowd control. The autonomous nature of AWS, particularly their ability to make independent 

decisions, raises critical issues related to human rights, particularly the right to life, privacy, and 

protection from inhuman treatment, despite their operational advantages. Consequently, in order 

to mitigate the risk of human rights violations, the deployment of AWS in law enforcement must 

be meticulously regulated under IHRL. 
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A comprehensive framework for regulating AWS in law enforcement is provided by IHRL, 

which is bolstered by the principles of natural law. Natural law theory advocates for the 

preservation of human dignity and the right to life by emphasizing the ethical standards and 

intrinsic rights that are inherent in human nature. These principles necessitate that AWS operations 

comply with a framework that prioritizes justice and respects human rights. Therefore, AWS is 

required to operate within a legal framework that is founded on the principles of natural law and 

prioritizes human rights and justice. 

The regulation of AWS under International Human Rights Law (IHRL) is primarily guided 

by the criteria of legality, need, and proportionality.616 To ensure the legality and justification of 

AWS's activities, it is imperative that any use of force by the firm be grounded in precise legal 

frameworks.  AWS only use violent or less-lethal force as a final option to accomplish legitimate 

goals, as determined by need. The magnitude of force used should be commensurate with the level 

of threat, ensuring a proportional and balanced reaction. Consequently, in order to guarantee that 

their actions are justified and in accordance with IHRL, AWS must adhere to the principles of 

legality, necessity, and proportionality. 

Establishing accountability frameworks is a critical component of integrating AWS into 

law enforcement. Ensure accountability and transparency in AWS operations by allowing human 

operators to assess and intervene in AWS decisions through human oversight mechanisms, such as 

"human-in-the-loop" or "human-on-the-loop" systems.617 In order to maintain these standards, it 

is imperative that developers, programmers, and administrators have explicit roles and 
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responsibilities. Consequently, it is imperative to ensure that AWS operations are accountable and 

transparent through the implementation of robust human oversight. 

It is imperative to integrate human control into critical decision-making processes in order 

to prevent AWS from taking arbitrary actions. The application of force by AWS must be justified, 

necessary, and proportionate, and it must adhere to rigorous protocols that are consistent with 

international human rights standards. Regular audits and evaluations of AWS can assist in the 

identification and correction of potential biases or errors in their decision-making algorithms. 

Consequently, it is imperative to implement rigorous protocols and conduct routine audits to 

guarantee that AWS decisions are both legitimate and impartial. 

Another substantial concern regarding the deployment of AWS in law enforcement is the 

right to privacy. Individuals are safeguarded from illicit interference with their privacy by IHRL, 

particularly Article 17 of ICCPR.618 In order to prevent excessive monitoring and data collection, 

the use of AWS for surveillance must be regulated to ensure that any surveillance measure is both 

necessary and proportionate. Consequently, it is imperative to establish stringent regulations to 

safeguard privacy rights in AWS surveillance operations. 

AWS must also protect the right of individuals to security and freedom from inhuman 

treatment. Torture and cruel, inhuman, or degrading treatment are prohibited by Article 7 of the 

ICCPR.619 AWS should be programmed to prevent the arbitrary or disproportionate use of force, 

thereby ensuring that this prohibition is adhered to. In order to ascertain the necessity and propriety 

of their actions to prevent human rights violations, AWS must have real-time assessment 

capabilities. Consequently, it is imperative that AWS be programmed to prevent the use of 
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excessive force and inhumane treatment, thereby guaranteeing adherence to human rights 

standards. 

States are obligated to safeguard life and conduct comprehensive investigations into any 

illicit deprivation of life by AWS. This encompasses the establishment of explicit guidelines for 

the use of AWS, the provision of sufficient training to law enforcement personnel, and the oversight 

of AWS operations to ensure transparency and accountability. Documentation and reporting 

mechanisms for AWS decisions are indispensable for post-incident investigations. As a result, in 

order to preserve the right to life, states must guarantee transparency, accountability, and 

comprehensive investigations of AWS operations. The principle of just administrative action 

necessitates that AWS's decisions be subject to human review and oversight. Legal recourse must 

be available to individuals who are impacted by AWS decisions, guaranteeing that their rights are 

safeguarded and that they are treated fairly. Thus, human review and supervision are indispensable 

for guaranteeing equitable administrative action and safeguarding individual rights in AWS 

operations. 

In conclusion, the preservation of human rights and accountability in autonomous decision-

making are essential components of the integration of AWS into law enforcement, necessitating 

rigorous regulation under IHRL. AWS deployment can be in line with international human rights 

standards by adhering to the principles of legality, necessity, and proportionality and implementing 

robust human oversight mechanisms. In order to guarantee that any violations are promptly 

addressed, it is imperative that the responsibility for AWS actions be explicitly assigned to human 

operators. Consequently, the preservation of human rights in law enforcement and AWS 

compliance with IHRL necessitate stringent regulation and human oversight. 
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7.1.4 What are the criteria for attributing penal responsibility to individuals and entities in 

cases of gross violations of International Humanitarian Law (IHL) and International 

Human Rights Law (IHRL) via Autonomous Weapon Systems in the context of 

International Criminal Law, and how can such responsibility be effectively attributed and 

prosecuted? 

International Criminal Law (ICL) holds individuals accountable for serious breaches of 

international norms, drawing inspiration from past instances like the Nuremberg and Tokyo 

Tribunals.620 These tribunals established key principles for prosecuting war crimes, crimes against 

humanity, and other grave offenses, with an emphasis on ensuring individual responsibility. The 

emergence of AWS poses additional problems to these well-established concepts, as AWS has the 

ability to function independently, making it more difficult to assign responsibilities. Therefore, it 

is necessary to modify ICL in order to properly tackle the distinct issues presented by AWS. 

ICL is intricately connected to IHL and IHRL, which regulate conduct during armed 

conflict and protect individual rights at all times, respectively.621 ICL enhances the effectiveness 

of these laws by implementing mechanisms to bring legal action against severe transgressions, 

such as war crimes and crimes against humanity. The incorporation of AWS into military and law 

enforcement operations necessitates a reassessment of these structures to guarantee that they 

effectively tackle the intricacies brought about by autonomous systems. Hence, it is crucial to 

guarantee that ICL effectively harmonizes with IHL, IHRL within the framework of AWS. 

One major difficulty in pursuing crimes utilizing AWS under ICL is the establishment of 

mens rea, which refers to the mental state necessary for criminal liability. According to Article 30 
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of the Rome Statute, criminal responsibility requires the presence of purpose and knowledge. 

Nevertheless, the independent functioning of AWS makes it challenging to demonstrate that the 

persons responsible for its implementation have the necessary intention and awareness to carry out 

illegal activities. Therefore, it may be necessary to reinterpret or modify the current mens rea 

standards in order to effectively handle crimes related to Artificial Intelligence and Autonomous 

Weapon Systems (AWS). 

By applying product responsibility to AWS, it would be possible to establish accountability 

by making technologists, such as developers, programmers, and manufacturers, liable for any 

errors or carelessness. This has the potential to improve safety protocols and evaluations of 

potential risks. Nevertheless, there are practical constraints, such as the challenge of assigning 

blame in intricate development networks and the absence of established legal cases that hold 

manufacturers liable for the exploitation of their products by third parties. Therefore, whereas 

product liability is a possible avenue for holding someone accountable, it has notable constraints 

when applied to AWS. 

The Rome Statute delineates many forms of involvement that might lead to personal 

criminal culpability, such as direct and indirect perpetration, aiding and abetting, and command 

responsibility.622 It is necessary to apply these notions with caution to AWS in order to ascertain 

the proper degrees of accountability. Developers and operators can be categorized as either direct 

or indirect culprits based on their level of participation in programming and implementing AWS. 

Hence, a comprehensive comprehension of involvement modalities is essential for assigning 

accountability in crimes linked to AWS. 
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Technologists, such as developers and manufacturers, have a crucial influence in 

determining the behavior of AWS. Although they may not commit crimes directly, their 

accountability can be evaluated in terms of indirect perpetration or assisting and encouraging. 

Nevertheless, the intricate and uncertain nature of AWS poses difficulties in determining the 

requisite intention and knowledge for criminal culpability. Therefore, it is crucial to provide a clear 

delineation of the responsibilities of technologists within the legal framework in order to guarantee 

accountability. 

Deployers or operators of AWS initiate the functioning of these systems but do not have 

direct control over their independent activities, making it difficult to assign direct accountability. 

Determining the mental state of individuals who deploy AWS activities is difficult because they 

may not anticipate the precise consequences. Thus, their responsibility may be more accurately 

described as helping and abetting, depending on their level of knowledge and intention. Therefore, 

it is necessary for the legal framework to clearly define the obligations of those who deploy in 

order to guarantee that there is a proper system of accountability in place. Commanders who 

provide permission for the deployment of AWS may be held responsible under the principle of 

command responsibility if they do not take action to prevent or punish crimes perpetrated by these 

systems. To establish this, it is necessary to prove that commanders had operational authority and 

were cognizant of, or should have been cognizant of, the possibility for AWS to engage in illegal 

activities. Therefore, it is imperative to rigorously enforce command responsibility in order to hold 

military commanders accountable for the acts of AWS. 

The present ICL paradigm places a high importance on human responsibility, recognizing 

only individuals as legally responsible for committing offenses. This poses challenges for AWS, 

as they operate autonomously and lack the capacity for self-reflection or moral evaluations. 
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Modifying the current legal framework is essential to align it with the unique attributes of AWS. 

This may be done by making amendments to the Rome Statute or by adopting new treaties. These 

modifications are necessary to guarantee accountability. Hence, it is imperative to implement 

legislative modifications in order to efficiently govern AWS and uphold human responsibility. An 

innovative strategy for closing the accountability gap is to treat AWS as legal entities that may be 

held criminally responsible. This would require bestowing upon them a type of legal personality. 

Nevertheless, the adoption of this technique is hindered by philosophical, legal, and practical 

obstacles, as artificial intelligence systems lack consciousness and moral awareness. Therefore, 

granting AWS legal personality is not a feasible option; instead, it is more appropriate to hold 

human operators and commanders responsible. 

The incorporation of AWS into military and law enforcement activities requires 

modifications to current legal frameworks. In order to guarantee accountability, it is imperative to 

enact legal modifications, establish robust oversight mechanisms, and clearly delineate the 

responsibilities of developers, operators, and commanders. Effectively attributing and prosecuting 

violations of IHL and IHRL using Artificial Intelligence (AI) systems like AWS, within the context 

of International Criminal Law (ICL), necessitates significant legal modifications and rigorous 

accountability measures that prioritize human oversight and authority. 

7.1.5 How can the integration of Meaningful Human Control (MHC) in AWS be achieved to 

establish clear lines of accountability and attribute responsibility to human operators, 

thereby addressing the accountability gap in the development and deployment of 

autonomous weapon systems? 

The advent of AI has presented significant ethical dilemmas, particularly in the context of 

AWS. MHC is a fundamental concept that ensures human supervision in AI systems, particularly 
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those that are endowed with lethal capabilities. Three fundamental components comprise the MHC 

concept: "control," "human," and "meaningful."623 Every component has a vital function in 

comprehending and executing MHC in diverse situations, guaranteeing that human participation 

is substantial and influential. Therefore, MHC plays an eminent role in ensuring significant human 

involvement in AI decision-making, especially in life-threatening situations. 

MHC incorporates ethical, legal, and moral aspects based on IHL, IHRL and ICL. This 

comprehensive paradigm highlights the significance of human judgment and accountability in the 

deployment of deadly technology. Military Humanitarian Conduct (MHC) is morally necessary to 

guarantee that choices about the use of force are made with careful moral deliberation, following 

the principles of just war and ethical conduct in times of conflict. Thus, MHC plays a vital role in 

upholding human judgment and responsibility in the utilization of AWS, in accordance with the 

norms of IHL, IHRL and ICL. 

MHC can be interpreted in two main ways: narrow and wide. The narrow perspective 

necessitates extensive human engagement in all decisions pertaining to the use of force, 

guaranteeing that human supervision is substantial and prompt. This viewpoint argues that it is 

crucial for people to possess a thorough understanding of the issue at hand and the capability to 

intervene in a competent manner. A wider perspective enables greater flexibility in human 

supervision, with a focus on the robustness of AI systems in terms of their design, programming, 

and operational dependability. Therefore, whereas the tight perspective guarantees direct human 

authority over every action, the broad perspective promotes flexible supervision, underscoring the 

necessity for a well-balanced approach to MHC. 

                                                 
623 “Killer Robots and the Concept of Meaningful Human Control | Human Rights Watch.” 
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The MHC is essential in the expansion of the legal obligation in AWS, as it encompasses 

both the liability of individuals and the duty of states. A critical component of maintaining 

individual accountability under IHL and IHRL is the investigation of abuses and the retribution of 

the perpetrators. The MHC system guarantees that human agents retain authority over individual 

assaults, ensuring unambiguous responsibility and accountability. When dealing with complicated 

situations, adopting more expansive interpretations of MHC, which include considerations of 

negligence and command responsibility, might offer more efficient methods for ensuring 

individual accountability. Thus, MHC plays a crucial role in establishing unambiguous individual 

responsibility and guaranteeing compliance with international legal norms in the implementation 

of AWS. 

State responsibility is a vital component of holding AWS accountable during deployment. 

If the actions of AWS can be ascribed to them, states can be held liable for violations of IHL and 

IHRL. MHC guarantees ongoing human supervision and the ability to intervene, connecting the 

operations of AWS to the governing authority. This omission is crucial for upholding governmental 

accountability and guaranteeing adherence to international legal norms. Therefore, MHC is 

essential for maintaining governmental responsibility, establishing a structure for human 

involvement, and guaranteeing accountability for acts taken by AWS. 

The incorporation of MHC into legal systems can be achieved by utilizing either treaty law 

or customary international law. Although treaty law provides explicit and precise directives, the 

process of negotiating and ratifying treaties may be protracted and politically arduous. Customary 

international law arises from the consistent behavior of nations and offers flexibility and adaptation 

to changing conditions. This approach is consistent with the established historical practice of 

human action and purpose in legal systems. Thus, integrating MHC (Meaningful Human Control) 
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into customary international law provides a pragmatic and historically coherent method to 

guarantee human supervision in the deployment of AWS. 

Integrating MHC into AWS is crucial for upholding ethical and legal norms, guaranteeing 

holistic human involvement, and expanding responsibility. Both narrow and wide interpretations 

of MHC emphasize the significance of human supervision, with the former emphasizing direct 

authority and the latter flexible supervision. The MHC plays a vital role in holding individuals and 

states accountable for their actions and ensuring compliance with international law norms. 

Customary international law provides a pragmatic approach for integrating MHC, in accordance 

with established legal standards. Therefore, it is crucial to include MHC (Meaningful Human 

Control) into AWS (Autonomous Weapon Systems) by means of customary international law. This 

is necessary in order to create unambiguous lines of responsibility and ensure human supervision 

in the process of developing and deploying autonomous weapon systems. 

7.2 Research Findings  

7.2.1 The Historical Evolution and Ethical Integration of AWS in Warfare 

The research emphasizes the historical development of remote warfare, which has 

progressed from primitive combat to sophisticated technological systems like Autonomous 

Weapon Systems (AWS). This trajectory is indicative of a consistent endeavor to strike a balance 

between combat effectiveness and safety. This equilibrium must be preserved in the deployment 

of AWS to guarantee compliance with ethical and legal standards. The incorporation of meaningful 

human control (MHC) is necessary to ensure ethical and legal compliance in AWS, which is 

distinguished by its advanced AI capabilities and variable levels of autonomy. In order to operate 

within legal and ethical boundaries, the study emphasizes that AWS must be designed to include 
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human oversight mechanisms. It also emphasizes the importance of MHC in ensuring substantial 

human intervention in AI decision-making, particularly in lethal scenarios. 

7.2.2 Human Control and Autonomy in AWS Operations 

The opacity and intricacy of AI algorithms in AWS pose substantial obstacles to ensuring 

ethical and legal compliance. The research indicates that the autonomous operation of AWS has 

the potential to obfuscate decision-making processes, resulting in potential ethical oversights and 

errors. It is imperative to maintain MHC through mechanisms such as "human-in-the-loop" or 

"human-on-the-loop" systems in order to resolve these limitations. These systems allow human 

operators to supervise, intervene, and override AWS decisions as needed. This hybrid approach 

guarantees that AWS can operate autonomously to a certain extent while still retaining a human 

element to supervise, validate, and rectify their actions, thereby upholding ethical and legal 

standards. 

7.2.3 International Humanitarian Law (IHL) Regulation of AWS 

The development and deployment of AWS are regulated by IHL through the necessity, 

proportionality, and distinction of fundamental principles. The study underscores the necessity of 

programming AWS to prevent the infliction of superfluous suffering or excessive damage, thereby 

guaranteeing adherence to the proportionality principle of IHL through rigorous assessments. 

Furthermore, AWS must have sophisticated technological capabilities to accurately differentiate 

between combatants and non-combatants, thereby guaranteeing compliance with the principle of 

distinction. The maintenance of human governance and the integration of ethical frameworks into 

AWS design are essential for assuring compliance with IHL and upholding the fundamental values 

of human dignity and ethical warfare. 
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7.2.4 AWS in International Human Rights Law (IHRL) and Law Enforcement 

The implementation of AWS in law enforcement presents substantial obstacles and requires 

the establishment of robust regulatory frameworks to guarantee compliance with IHRL. The 

significance of adhering to principles such as legality, necessity, and proportionality in AWS 

operations is underscored by the study. Maintaining ethical standards necessitates the 

establishment of accountability frameworks, the integration of human control into critical 

decision-making processes, and the promotion of transparency and public engagement. In order to 

guarantee that any violations are promptly addressed, it is imperative that the responsibility for 

AWS actions be explicitly assigned to human operators. The research emphasizes the importance 

of human supervision and stringent regulation in order to guarantee that AWS complies with IHRL 

and the preservation of human rights in law enforcement. 

7.2.5 Penal Responsibility for AWS-Related Violations 

The necessity of modifying existing legal frameworks to address the distinctive challenges 

presented by AWS is underscored by International Criminal Law (ICL), which holds individuals 

accountable for grievous breaches of international norms. In the context of autonomous systems, 

the study identifies the challenge of establishing mens rea, or the mental state necessary for 

criminal responsibility. It suggests the necessity of legal modifications, including the 

reinterpretation of mens rea requirements and the incorporation of broader interpretations of 

command responsibility. The research also investigates the feasibility of extending product 

liability to AWS developers and operators, despite the practical constraints of this approach. The 

effective attribution and prosecution of responsibility for IHL and IHRL violations via AWS under 

ICL are contingent upon comprehensive legal reforms and stringent accountability measures that 

preserve human oversight and control. 
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7.2.6 Implementing Meaningful Human Control (MHC) in AWS 

The notion of MHC, or Human Oversight in AWS, is crucial for safeguarding ethical and 

legal considerations that are based on IHL, IHRL and ICL. The study highlights the importance of 

significant human intervention in managing AWS operations, whether through tight or flexible 

interpretations of MHC, in order to retain control. Integrating MHC into legal systems may be 

accomplished through either treaty law or customary international law, with the latter offering a 

more pragmatic and historically coherent method. The research asserts that incorporating MHC 

into customary international law is crucial for establishing clear lines of responsibility and ensuring 

human oversight in the creation and use of AWS. This technique ensures that AWS acts within 

ethical and legal boundaries, therefore upholding human dignity and following to the ideals of 

ethical conduct in times of conflict and just war. 

7.3 Hypothesis Testing  

The first hypothesis "The deployment of Autonomous Weapon Systems (AWS) by military 

forces during armed conflict and law enforcement poses significant challenges to the notion of 

legal accountability." posits that the deployment of Autonomous Weapon Systems (AWS) poses 

significant challenges to the notion of legal accountability. This hypothesis is derived from the 

inherent complexity and unpredictability of AWS, which operate with varying degrees of 

autonomy. Conventional legal frameworks and accountability mechanisms are inherently designed 

for human actors, which is the critical issue at hand. These frameworks are not easily applicable 
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to machines that are capable of making decisions without direct human intervention, as Thurnher 

(2014) and ICRC have emphasized.624’625 

The assignment of responsibility is one of the most significant obstacles. Autonomous 

systems have the potential to make decisions that have significant consequences, such as potential 

violations of IHL and IHRL. However, attributing these actions to a specific human or entity is 

problematic because the decision-making process is distributed across the design, deployment, and 

operational stages of AWS. This decentralization of decision-making complicates the 

establishment of mens rea (intent) and actus reus (action), which are essential elements of criminal 

liability under international law. Additionally, the existing legal frameworks are inadequately 

prepared to manage the intricate and rapid decision-making processes of AWS. A temporal 

disparity is created by these systems, which can process information and act more rapidly than 

human operators, thereby challenging the effectiveness of human intervention and supervision. 

The opacity of AI algorithms also complicates the ability of human operators to completely 

comprehend or anticipate AWS behavior, which may result in ethical oversights and legal 

violations. 

This research has established that the autonomous operation of AWS does, in fact, 

undermine traditional principles of accountability and responsibility. The analysis demonstrates 

that the more autonomously AWS operates, the more difficult it is to hold them accountable for 

their actions. This confirms that the current legal regimes are insufficient to address the 

accountability issues posed by AWS, as the inherent complexities of AI decision-making processes 

and the absence of explicit guidelines exacerbate these challenges. As a result, this hypothesis has 

                                                 
624 Thurnher, “Examining Autonomous Weapon Systems from a Law of Armed Conflict Perspective.” 
625 “Weapons.” 
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been corroborated by the demonstration of the substantial voids and constraints in the current legal 

frameworks that pertain to the autonomous functions of AWS. 

7.4 Limitations of Thesis  

A significant limitation in the current research is the dynamic nature of Autonomous 

Weapon Systems (AWS). AWS technology is growing rapidly with each passing day, and 

improvements are being made constantly in artificial intelligence, machine learning, and robotics. 

Many times, such progress will be faster than the creation and adoption of legal and regulatory 

frameworks. As a result, findings and recommendations given in this dissertation may fast become 

outdated when new technologies and capabilities are introduced. The data and legal analyses must 

be continually monitored and updated to ensure the research remains relevant. In addition, it is 

speculative to predict what future AWS technology may look like and what that could mean; 

therefore, only weak conclusions can be ascertained. 

Legal analysis, even though conducted with great detail in this dissertation, is limited by 

available data and complexity within international legal frameworks. IHL, IHRL and ICL are 

enormous and highly complex bodies of law teeming with copious amounts of case law, treaties, 

and state practices. This study cannot possibly cover all relevant legal precedents, emerging 

doctrines, or the entire spectrum of state practices that would be important to present. Legal 

interpretations may also vary drastically between jurisdictions, and often, the general application 

and enforcement of international law can be influenced by geopolitical factors. Such factors may 

have an impact on the generalizability and applicability of the legal conclusions of this study. 

The discussion of AWS accountability brings Meaningful Human Control into play. 

However, the conceptualization of MHC is comprehensive, with quite several nuances. Diverging 
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views on what constitutes control that is "meaningful" could result in different implementations 

across the board, which would not necessarily consistently meet the ethical and legal issues. The 

feasibility of implementing robust human oversight mechanisms across all operational contexts 

also comprises a considerable challenge. Human oversight may still be ineffective because of 

factors such as the speed of combat decision-making, geographical distance between operators the 

AWS, and the reliability of communication systems. Such are practical limitations of the solution 

through MHC, which must be factored in considerations. 

This resarch primarily rides on adaptations from existing legal frameworks to meet the 

challenges ahead due to AWS. Practical in nature, it does not deal with the novelty that surrounds 

autonomy in a system. The existing legal frameworks were fashioned for human-operated systems 

and may not necessarily adapt to the new complexities of AI and machine learning. Adjusting such 

a framework may risk only being sufficient for regulating and controlling without solving the root 

issues associated with the autonomy of AWS. A more radical reform of the legal regime may be 

necessary, but this thesis is concerned with more incremental changes due to practical and political 

constraints. 

The findings and recommendations of this dissertation, therefore, are based on theoretical 

analysis and specific case studies within defined legal and operational contexts. The 

generalizability of these findings to all types of AWS and diverse geopolitical settings may be 

limited. AWS is embedded in different legal traditions, technological capabilities, and policy 

approaches to regulation. As a result, such differences can significantly influence how AWS is 

deployed, regulated, and held accountable. Consequently, conclusions drawn throughout this 

dissertation have to be adapted contextually in specific national or regional settings. 
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The dissertation relies on such scholarly works and reports of the ICRC and UNIDIR. They 

are credible and authoritative sources, but they may contain some bias in ideas and 

recommendations. Reports from institutions, for example, may highlight some ethical 

considerations or legal interpretations due to their mission and values as an organization. These 

biases may influence the discourse related to AWS regulation and accountability, thus again 

affecting the objectivity of the research findings. This needs effective resolution through a 

balanced analysis. 

Empirical testing of the stated hypotheses and the findings of this research is very 

challenging. Indeed, deploying AWS in real scenarios involves hundreds of variables, ranging from 

operational conditions to the decision-making process and the behavior of autonomous systems in 

different environments. Ethical and logistical constraints make controlled empirical studies 

exceedingly challenging to validate the theoretical conclusions drawn. There will be strong ethical 

implications in trying out AWS in real-life conditions, based on the possibility of causing undue 

harm. Besides, the unpredictability of AWS behavior in different situations, and the empirical 

testing of research findings can be very complicated. This emphasizes the necessity for continuous 

empirical research that should be carried out to reinforce and, at the same time, develop further the 

detailed theoretical framework made by this dissertation. 

While this research has comprehensively identified legal and ethical challenges arising 

from the deployment of AWS and proffered Meaningful Human Control as a solution, it suffers 

the following shortcomings. The limitations are mainly due to the rapid pace of technological 

developments, quickly getting complex legal frameworks, ethical aspects, heavy dependencies on 

the availability and growth of existing legal infrastructures, issues related to generalizability, 

sources bias, and empirical testing. These limitations can only be overcome by sustained scholarly 
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attention, interdisciplinary collaboration, and adaptive legal and policy measures that ensure the 

use of AWS will be responsible and observant of international norms. 

7.5 Recommendations for Future Research  

The rapid development and deployment of AWS have raised significant legal, ethical, and 

operational challenges. This dissertation has tackled these issues, demonstrating the vital need for 

normative guidelines that guarantee accountability and compliance with international norms. Early 

research from Thurnher (2014) stipulated that the big challenge is that of attribution of 

responsibility in autonomous systems, especially as the existing legal frameworks were fashioned 

with human decision-makers in mind. Thurnher's work established the basis for understanding the 

legal dilemmas that AWS create, but it does not put forward specific measures to solve them.626 

Sharkey (2019) also emphasized the risks of a moral and ethical nature which AWS present. 

The paper argues that there should be strict human control in order to avoid these kinds of perils. 

His work emphasizes maintaining human judgment in decisions on killing, but he, too, left the 

door open for much more exploration of practical implementations of this oversight.627 ICRC has 

been similarly strong in arguing for clarity in accounting for the deployment of AWS, as seen in 

its reporting to the United Nations. As they have also stated, challenges lie in compliance with 

international humanitarian law and autonomous technologies' involvement.628 

UNIDIR has addressed the requirement of MHC over autonomous systems to meet 

international legal standards. UNIDIR has set out the case for MHC, and its work provides a 

foundation for discussion about what implementing human oversight in AWS operations might 

                                                 
626 Thurnher, “Examining Autonomous Weapon Systems from a Law of Armed Conflict Perspective.” 
627 Sharkey, “Autonomous Weapons Systems, Killer Robots and Human Dignity.” 
628 “ICRC Position on Autonomous Weapon Systems.” 
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look like. 629 But there is still empirical work to be done, and guidance to be given. So, the thesis 

proceeds further by building on this base: suggesting concrete mechanisms through which MHC 

could be integrated into AWS operations and inquiring into how these mechanisms can further 

legal accountability. It will provide details of recommendations for future studies and possible new 

research questions to fill the gaps. These recommendations were intended to increase the 

understanding and the use of MHC in AWS so that the resultant systems could be ethically and 

legally deployed. 

The primary focus for future research needs to carry out empirical studies for observing 

and analyzing the behavior of AWS under controlled conditions. These might involve the 

simulation of scenarios involving battlefields and policing, among others. Generally, empirical 

data will provide tangible evidence that can be used to refine theoretical models of accountability 

and improve the designs of AWS to ensure they work within the set boundaries of ethics and law. 

Such studies are also supposed to look into the real challenges facing operators in their quest to 

control AWS and the effectiveness of various oversight mechanisms. 

What is acutely needed is interdisciplinary research between ethicists, AI developers, legal 

scholars, and policymakers that lead to co-designed forms for AI systems, which, from the outset, 

are in line with ethical standards and legal norms. Research should center on creating algorithms 

that prioritize human rights and humanitarian principles to make sure AWS can make moral and 

sound decisions even in complex and dynamic environments. For instance, while discussing 

aligning AI goals with human values, Bostrom and Yudkowsky (2014) give one side of the coin 

                                                 
629 Programme, “The Weaponization of Increasingly Autonomous Technologies.” 
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for practical implementations in AWS.630 Still, future works can extend the other side by moving 

to concrete implementations. 

Comparative legal research would also be necessary, given the diversity of the traditions 

and regulatory frameworks under which AWS operates in different countries. Therefore, future 

studies can investigate how various jurisdictions regulate the issues of AWS and accountability by 

finding best practices which can guide the design of any possible harmonized international 

regulation. This may involve a comparison with the experience of countries as different as the 

United States, which has developed specific guidelines in the use of autonomous systems within 

its Department of Defense's Directive 3000.09 and contrasted to what is being done in other parts 

of the world.631 

For decisions to be held accountable, the workings of AI need to be transparent and 

explainable. Further research should be done in developing more sophisticated mechanisms so that 

the processes of AI are understandable and interpretable to the operators. Such mechanisms further 

allow the operators to trace and understand the rationale of how the decisions from AWS were 

achieved so that their level of intervention can also be improved. Works of scholars like Doshi-

Velez and Kim (2017) on interpretable machine learning can become a basis of such mechanisms 

regarding AWS.632 

The study must consider the human factors affecting AWS—cognitive load, decision 

fatigue, and interaction with autonomous systems. This will help make better-designed interfaces 

                                                 
630 Nick Bostrom and Eliezer Yudkowsky, “The Ethics of Artificial Intelligence,” in Artificial Intelligence Safety and 
Security (Chapman and Hall/CRC, 2018), 57–69, 
https://www.taylorfrancis.com/chapters/edit/10.1201/9781351251389-4/ethics-artificial-intelligence-nick-
bostrom-eliezer-yudkowsky. 
631 “DOD DIRECTIVE 3000.09 AUTONOMY IN WEAPON SYSTEMS.” 
632 Finale Doshi-Velez and Been Kim, “Towards A Rigorous Science of Interpretable Machine Learning” (arXiv, March 
2, 2017), http://arxiv.org/abs/1702.08608. 
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and protocols, both necessary to support human operators for effective control over AWS. The 

research of Endsley (1995) on situational awareness in complex systems can serve as a path in 

identifying ways to reduce operator burden in case of difficult decisions under time pressure. 

AWS raises very complicated legal and ethical issues; it requires continuous scholarly 

attention. This dissertation contributed to understanding these issues by proposing Meaningful 

Human Control as a solution. However, this work lays foundational steps for further empirical 

study and interdisciplinary collaboration, comparative legal analysis, and more AI transparency 

and human factors. Addressing those areas will allow for the development of more robust 

frameworks for the accountable and ethical use of AWS in military and law enforcement settings. 

7.6 Closing Remarks  

The complex challenges technology present have been emphasized by the examination of 

Autonomous Weapon Systems (AWS) and their implications for legal accountability. It is 

imperative to address the voids in legal and ethical frameworks as AWS becomes more integrated 

into military and law enforcement operations. These challenges have been emphasized in this 

dissertation, and it has also proposed solutions and established the groundwork for future research 

and policy development. 

The accelerated advancement of AWS technology signifies a paradigm shift in law 

enforcement and warfare. The attribution of responsibility and accountability is complicated by 

the varying degrees of autonomy of AWS. The fundamental principles of IHL, IHRL and ICL were 

established during a period in which human agency was a central focus of law enforcement and 

war. The introduction of autonomous systems has resulted in a substantial strain on these 

frameworks. This thesis has examined the historical development of remote warfare, underscoring 
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the necessity of maintaining a balance between the efficacy of combat and ethical and legal 

considerations. The accountability deficit posed by AWS has been addressed through the 

introduction of the concept of Meaningful Human Control (MHC), which guarantees human 

oversight and intervention at critical decision points. 

The importance of AWS adhering to principles such as necessity, proportionality, and 

distinction has been emphasized in the context of IHL. In order to operate in accordance with these 

principles, AWS must possess sophisticated technological capabilities and effective oversight 

mechanisms. In order to prevent arbitrary actions and guarantee adherence to human rights 

standards, it is essential for IHRL to implement rigorous regulations and human oversight. The 

difficulties associated with prosecuting offenses involving AWS under ICL, particularly the 

establishment of criminal intent, have been examined. To guarantee accountability, potential 

modifications to legal frameworks have been suggested, including the application of product 

liability to AWS developers and the incorporation of broader interpretations of command 

responsibility. Future research recommendations underscore the necessity of empirical studies, 

interdisciplinary collaborations, comparative legal analysis, and advancements in AI transparency 

and human factors. Practical implementations of MHC will be developed and theoretical models 

of accountability will be refined based on these directions. 

In summary, the implementation of AWS requires a reassessment of the current legal and 

ethical frameworks. By suggesting mechanisms to guarantee legal accountability and human 

supervision in AWS operations, this dissertation has enhanced the discourse. It is essential for 

academicians, policymakers, and practitioners to work together to resolve the challenges posed by 

AWS and maintain the principles of human dignity, justice, and accountability as technology 

continues to develop. To ensure AWS fully comply with legal norms, their development must pivot 
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from a focus on inflicting harm to one of protecting life. This shift in perspective underscores the 

ethical imperative for AWS to prioritize safeguarding human dignity and reducing harm, thereby 

enhancing their alignment with international legal standards and moral expectations. This 

approach fosters a paradigm where technological advancements contribute to humanitarian goals 

and legal accountability. Carl von Clausewitz astutely observed, "War is not merely an act of 

policy; it is a genuine political instrument, a continuation of political discourse, that is pursued 

through alternative methods."633 This emphasizes the ongoing necessity of incorporating ethics 

and human judgment into the tools of warfare to prevent technological advancements from 

surpassing our dedication to human values. 

 

 

 

 

 

 

 

 

 

                                                 
633 Carl Von Clausewitz, On War, vol. 1 (Jazzybee Verlag, 1950), 
https://books.google.com/books?hl=en&lr=&id=ceI6DwAAQBAJ&oi=fnd&pg=PA1&dq=Carl+von+Clausewitz+&ots=
DIA8NC7k1W&sig=ZtlhJ10zCjcDIsOe1-5RWhyvUFk. 
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