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Abstract 

 
Leukemia, a heterogeneous group of hematologic malignancies, poses significant challenges 

in diagnosis and treatment due to its diverse genetic and molecular characteristics. This the- 

sis explores the application of deep learning techniques to classify leukemia subtypes based 

on gene expression profiles. Utilizing datasets sourced from the Gene Expression Omnibus 

database, this study implements and evaluates three deep learning models: Long Short-Term 

Memory, Bidirectional LSTM, and a novel architecture termed xLSTM, which incorporates 

custom layers and residual connections for enhanced performance. Data preprocessing involved 

standardizing datasets, imputing missing values, and selecting the top 400 features through Chi- 

Squared testing. Models were trained on these processed datasets, and their performance was 

assessed through metrics such as accuracy and loss. The xLSTM model demonstrated superior 

performance, achieving a final test accuracy of 98.18%, outperforming both LSTM and BiL- 

STM models. Furthermore, the study examines the integration of multimodal data, combining 

gene expression profiles with images data to enhance classification accuracy. Recommenda- 

tions for researchers emphasize the importance of high-quality, diverse datasets and advanced 

preprocessing techniques. Clinicians are encouraged to adopt deep learning tools in practice and 

participate in data sharing initiatives, while policymakers are urged to support funding, standard- 

ization, and ethical guidelines in AI applications. This research underscores the transformative 

potential of deep learning in medical diagnostics, advocating for continued innovation and col- 

laboration across the biomedical and AI research communities to enhance patient outcomes in 

leukemia treatment. 
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CHAPTER 1 

 

 

Introduction and Motivation 

 
Leukemia, a pervasive form of blood cancer, profoundly impacts the hematopoietic system 

by inducing abnormal proliferation of white blood cells (WBCs) within the bone marrow and 

bloodstream. This condition disrupts the delicate balance of blood cell production, compromis- 

ing immune function and systemic health. Despite advancements in medical diagnostics and 

treatment modalities, leukemia remains a formidable challenge due to its heterogeneous nature 

and variable clinical outcomes. 

Present-day equipments such as DNA microarrays have facilitated a new strategy in analyzing 

genetic changes linked to development of leukemia. These tools help clinicians have deep im- 

ages of the molecular pathology of the disease to enable more diagnostic accuracy and more 

targeted intervention plans. At the same time, the integration of such data mining techniques 

has become vital for mining meaningful patterns into voluminous genomic databases, which 

provide potential for biomarkers for early identification and risk evaluation. This thesis seeks to 

provide insights on how genetic data analysis and machine learning specifically; deep learning 

can be useful in the furtherance of acute leukemia. As such, leveraging extensive gene expres- 

sion data relevant to acute leukemia subtypes is the ultimate goal of this research to identify 

concealed molecular pathways in pathological processes and designing early diagnosis models 

in acute leukemia. These developments may help enhance the function of intervention as well 

as individual optimization of therapies in connection to leukemia. 
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1.1 Background 

 
Leukemia is a type of blood cancer that originates from the bone marrow and involves the 

cloning of immature WBCs cells or abnormal proliferation of mature WBCs. Leukemia is of 

several types depending on the condition as an acute or chronic illnesses and the type of white 

blood cell – lymphocytic or myelogenous. These complications comprise impaired immuno- 

logic competence, anemia, infection, and other systemic alterations due to the abrogation of the 

normal process of producing blood cells. Leukemia prevalence is not uniform across the world 

as there are certain geographical and demographic differences at present. It is well documented 

that possible causes of leukemia are not well understood, however, some contributing factors 

that can be confirmed include; genetic predisposition and environment. Molecular biologists 

have not only discovered different genetic changes linked to occurrence of the leukemia but also 

the molecular mechanisms through which the disease occurs. 

Classically, the diagnosis of leukemia is reached by a combination of clinical assessment, rou- 

tine laboratory investigations, bone marrow aspiration and biopsy, and cytogenetics to look for 

evidence of chromosomal abnormality. However, the last few decades saw a tremendous ad- 

vance in diagnostic technologies, especially the popular DNA microarrays. These tools help 

assess gene expression profiles as well as catalogue mutation trends, giving clinicians a clear 

picture on the classification of different leukemia types, and thereby enhancing treatment plans. 

Thus, on the same note we have witnessed the adaption of data mining techniques that has 

become fundamental for determining important information from large datasets of genomic in- 

formation. Computational algorithms when used to employ genetic data a researcher will detect 

biomarkers and explain illness processes or even patient prognosis better. However, there is need 

to acknowledge that several drawbacks exist to efficient prognosis of leukemia progression and 

treatment management with individual patient consideration. The application of other sophis- 

ticated computational algorithms including the use of deep learning could also help overcome 

these difficultries by providing more sophisticated features of genomic data and early diagnosis 

of leukemia. This background lays foundation for understanding how current advancements in 

genetics of analysis and other computational methods make a critical difference in comprehend- 

ing the development of leukemia, accurately diagnose, and subsequently revolutionize the way 

of treatment in leukemia. 
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1.2 Leukemia 

 
1.2.1 Introduction 

 
Leukemia itself can be translated from the Greek language the word leukos, which means white 

and the word haima, which means blood, this is a condition where the bone marrow is pro- 

ducing increased number of leukocytes. This leads to the uncontrolled ability of these cells 

to multiply and hence they flood the bloodstream in exaggerated numbers. As mentioned ear- 

lier, the changes in bone marrow composition also affect the body health in various ways such 

as anemias, vulnerability to infections, bleeding problems, weakness, weight loss, and fatigue. 

After studying the courses of leukemia for years and years, no one can still tell how exactly 

leukemia is caused. However, several factors are known to influence its development, including 

age, gender, ethnicity, genetic predispositions, lifestyle habits like smoking and obesity, expo- 

sure to certain chemicals (e.g., benzene, pesticides), previous treatments like chemotherapy, and 

exposure to ionizing radiation. Leukemia ranks among the 15 most common cancers globally, 

with higher incidence and mortality rates observed in countries with higher human development 

indices (HDI). 

 
1.2.2 Classification 

 
Leukemia is categorized into four major subtypes based on disease progression and the specific 

type of white blood cells affected. The disease progression can manifest as acute or chronic 

forms. Acute leukemia is characterized by the rapid proliferation of immature "blast" cells, 

leading to a sudden onset of symptoms that can be life-threatening if left untreated. In contrast, 

chronic leukemia involves the slow and continuous growth of mature cells and may take years 

to manifest noticeable symptoms. Depending on the lineage of the affected white blood cells, 

leukemia is classified as follows: 

 
• Acute Myeloid Leukemia (AML) 

 
• Acute Lymphocytic Leukemia (ALL) 

 
• Chronic Myeloid Leukemia (CML) 

 
• Chronic Lymphocytic Leukemia (CLL) 
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1.2.3 Diagnosis and Treatment 

 
It is important for leukemia to be diagnosed correctly and early so as to earn the right type of 

treatment. 

 
• Physical Examination:  For the management of asthma, clinical decision support can 

include subjective signs and symptoms, as well as general physical condition. 

• Blood Tests: Such as: Full Blood Count (BCC), Peripheral Blood Smear for the identifi- 

cation of disorders in the number and shape of the cells. 

• Bone Marrow Aspiration or Biopsy: To use anatomical lens to study the images of the 

bone marrow cells and their characteristic features. 

• Cytogenetic Analysis: From there, they are used to detect chromosomal changes that 

define certain subtypes of leukemia. 

• Molecular Testing: To identify characteristic chromosomal imbalances or gene rear- 

rangements linked to leukemia. 

• Immunophenotyping: In the research works, flow cytometry was employed to study the 

cell surface markers to distinguish between distinct subtypes of leukemia cells. 

 
Once diagnosed, treatment strategies are tailored to the specific subtype of leukemia and indi- 

vidual patient factors: 

 
• Chemotherapy: Chemotherapy from the Greek chemo meaning drug is one of the ther- 

apy techniques where treatment is given with the aim of eliminating cancer cells or pre- 

venting them from proliferating. 

• Radiotherapy: It utilizes high energy rays for irradiation and obliteration of malignant 

tissues or cancer cells. 

• Immunotherapy: The treatment known as Pronoun| involves the use of monoclonal an- 

tibodies to boost the body’s immune response against leukemia cells. 

• Tyrosine Kinase Inhibitors: This targeted approaches involved the use of drugs that 

inhibit certain enzymes that help in the growth of leukemia cells. 
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• Hematopoietic Stem Cell Transplantation (HSCT): This takes the form of the trans- 

plant of healthy stem cells into a standard bone marrow which has been ravaged by disease 

and is incapable of churning out normal blood cells. 

 
The type of therapy that can be administered and the combination that might be used depend 

on the patient’s physical health, age, the type of leukemia diagnosed, genetic characteristics, 

and the result of previous treatments. Currently, there exist research and developments done on 

medical science which keep on improving the treatment procedures as well as the results for 

patients who have leukemia. 

 

1.3 Deep Learning 

 
Deep learning forms a more complex subcategory in the comprehensives approaches in learn- 

ing the machines and have been advocated for their potential usage in different fields including 

classification of diseases like leukemia. Neural networks are the type of machine learning al- 

gorithms that incorporate features of the human brain with an aim of making a multilayered 

representation system of data. 

 

 
Figure 1.1: General methodology of deep learning model implementation 
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1.3.1 Application to Leukemia Research 

 
Disease Classification 

 
Various inputs has been fed into DL models to distinguish the diverse subtypes of leukemia 

Through CNNs and RNNs like the LSTMs. It is possible to use these models to diagnose 

patients for acute or chronic leukemia and myeloid or lymphocytic lines based on patterns iden- 

tified in medical images, genetic information, and reports. This capability is very useful in 

diagnosing patients correctly and within the shortest time possible, which is very vital for com- 

mencement of adequate treatment regime. 

 
Feature Extraction 

 
We see deep learning methods embedded here as having one of the major advantages in leukemia 

research because of its capability to learn features from the raw data devoid of any interpretation 

of them. For example, the deep learning models can point out genetic mutations or features in the  

leukemia associated genes that are not discernable by naked eyes in genetic analysis. Likewise, 

in medical imaging, CNNs can learn to extract features from the images of blood smear or bone 

marrow biopsy which are indicative of leukemia. 

 
Predictive Modeling 

 
Other applications of deep learning include the use in predictive modeling of outcomes in 

leukemia and treatment response. Such models use patients’ medical history, treatment his- 

tory, and genetic data stored in patients’ medical records for different timepoints in patients’ 

lives for estimating patients’ outcome, such as survival or recurrence rate. This aspect supports 

clinicians in making recommendations on other likely clinical courses, as well as the best means 

of managing particular patients. 

 

1.4 Problem Statement 

 
The classification of leukemia using machine learning models, particularly ensemble methods 

and deep learning, poses a challenge due to the substantial computational resources required. 

This demand results in high time complexity during both the training and prediction phases of 

these models. As such, there is a critical need to optimize the time complexity associated with 



CHAPTER   1: INTRODUCTION   AND   MOTIVATION 

7 

 

 

 

these advanced models while ensuring or enhancing classification accuracy. This study aims to 

address this challenge by exploring methodologies to streamline the computational efficiency 

of leukemia classification models. By optimizing algorithms, enhancing feature selection tech- 

niques, and possibly leveraging parallel computing frameworks, the goal is to reduce the com- 

putational burden without compromising the models’ ability to accurately classify leukemia 

subtypes. The findings of this research are expected to contribute significantly to the devel- 

opment of more efficient and practical tools for leukemia diagnosis and prognosis, ultimately 

benefiting clinical decision-making and patient outcomes. 

 

1.5 Research Gap 

 
Despite advancements in the use of gene expression profiling for leukemia classification, ex- 

isting methods often fall short in handling the complexity and high dimensionality of the data. 

Traditional statistical and machine learning approaches lack the capacity to capture intricate 

patterns and interactions within gene expression datasets, resulting in limited classification ac- 

curacy. There is a need for more advanced models that can effectively process and analyze these 

large datasets to improve diagnostic precision. Additionally, while deep learning has shown 

promise in various biomedical applications, its full potential in leukemia classification, particu- 

larly with innovative model architectures, remains underexplored. 

 

1.6 Research Questions 

 
To address the identified research gap, this study focuses on the following key research ques- 

tions: 

 
• How can deep learning models be effectively utilized to classify leukemia subtypes using 

gene expression data? 

• What are the limitations of existing deep learning models in leukemia classification, and 

how can these be addressed? 

• Can a novel deep learning architecture, incorporating custom layers and residual connec- 

tions, outperform traditional models in terms of classification accuracy? 

 
These questions guide the research in developing, implementing, and evaluating deep learn- 



CHAPTER   1: INTRODUCTION   AND   MOTIVATION 

8 

 

 

 

ing models to enhance leukemia subtype classification accuracy, ultimately aiming to improve 

patient diagnostics and outcomes. 

 

1.7 Research Objectives 

 
The research objectives are as follows: 

 
• Utilize deep learning algorithms to achieve accurate predictions for leukemia classifica- 

tion. 

• Create a leukemia classification model using BiLSTM and xLSTM, and embed a genetic 

algorithm to optimize hyperparameters. 

• Assess the performance of the proposed system using evaluation metrics such as accuracy, 

precision, recall, and F1 score. 

• Perform experiments to compare the proposed system with other deep learning models, 

including CNN, LSTM, BiLSTM, and xLSTM, to determine relative performance. 
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CHAPTER 2 

 

 

Literature Review 
 

 

 

 

2.1 Introduction 

 
Leukemia is a genomic and phenotypically diverse heterogeneous group of diseases resulting 

from the malignant transformation of blood cells and leading to the accumulation of immature 

cells capable of destroying the normal function of the blood and/or bone marrow; due to this, it 

is a particularly challenging cancer to diagnose and to treat. Methods of leukemia classification 

by conventional light microscopy, conventional interpreting of blood films or Marrow aspiration 

smears is tiresome, time consuming, subjective and may produce Errors. Thus, increasing im- 

portance is being placed on creating more automatic and accurate diagnostic tools using ML/DL 

computational methods. Over the past decade, methods from ML and DL have significantly ad- 

vanced the way of diagnosing illnesses in medicine by providing powerful statistics to model 

big datasets, for instance, of gene expression and microscopic images [1] [2] [3]. Such en- 

abling technologies have contributed to increase the efficiency, speed, and effectiveness of the 

classification of leukemia disease, and therefore develop proper treatment techniques. This lit- 

erature review aims at focusing on the use of ML and DL methods especially in classification of 

leukemia using gene expression data and microscopic image analysis. Thus, the main paradigm 

is the characterization and assessment of newly developed and employed computational meth- 

ods and the outcomes attained by employing these strategies. 
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2.2 Gene Based Leukemia Cancer classification 

 
Among all types of cancer, leukemia is considered a group of blood cancer with diagnostic and 

therapeutic issues. It has been noted that the traditional ways of cancer classification are not 

very effective; therefore, different systematic approaches based on the global gene expression 

analysis have been proposed [4]. This work undertakes a study that develops a machine learning 

model for the classification of leukemias from the dimensional gene expression data [5]. Princi- 

pal Component Analysis (PCA) in employed to select features while for the ensemble learning 

to avoid overfitting, the Stacking algorithm is used. Thus, the findings indicate that the proposed 

model was able to achieve an accuracy of 95. 5% accuracy along with high of precision, recall 

and F1-score (0. 96, 0. 95, and 0. 95 respectively), which gives better results compared to that 

of traditional ML algorithms on the given data set. Hence, from the findings of this study, the 

author posits that ensemble learning is preferable when dealing with high-dimensional small 

samples in terms of classification, accuracy, precision, recall, and F1 score. 

Proper distinctions of cancer subtypes like ALL [6], AML [7], and others can help in the correct 

determination of personalized therapies. A study’s main objective is to develop and implement 

a gene expression analysis method based on compressive sensing (CS) directed at subtyping 

acute leukemias [8]. The CS strategy is based on signal rebuilding using a small projection set 

that accurately identifies ALL and IML. The method in this study showed a 97% hit rate for the 

classification of 38 subjects (27 ALL, 11 AML) using genes from 7129 samples. The research 

reveals that CS is a significant tool for leukemia subtype identification, leading to a higher 

limit of diagnosis disorders. Another study proposes a novel approach for classifying leukemia 

subtypes based on gene expression levels and high classification precision in the data [9]. The 

accessibility of the CS approach to conducting classifications with a small subset of signals 

instead of the whole datasets and computing resource savings are the benefits of the CS method. 

The analysis of the LOO method gave complete reliability in the ALL group’s cases, but a 

misclassification in the AML samples may have happened due to sample size differences. AML 

sample size should be increased to minimize false-positive or false-negative cases. Interestingly 

enough, only one gene, "X95735," could bring to 97.4% accuracy of separation of B and B- 

ALL, indicating its essential role in this task. The designed classifier is equipped with classing 

detection, making it applicable to many detection classes. Furthermore, following up on the 

study intends to train the classifier on another testing dataset and work on the gene selection 

procedures used for the classifier. 
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Leukemia classification is mainly based on the speed of the spread, which consists of four 

types. The genes are the main engine of human physiology, and gene feature variations convert 

to both an occurrence of cancer and the risk of this disease [10]. A study which uses the Naive 

Bayes algorithm to determine how leukemia patients are categorized based on their gene features  

and can predict positive vs. adverse outcomes [11]. The GEO was contacted at NCBI for 

research purposes, and normalization through the suggested approach based on the similarity 

to create a fuzzy table was approved. The hybrid species, composed of a classy approach, a 

graph-based technique as a middleman, and a statistical model, made this case unique. At the 

end of it, the accuracy rate in predicting the disease has been high. A leukemia-identifying 

blood cell analyzer is CBC, which is widespread; however, the classification performance of the 

algorithms is different in accuracy. The model with the Naive Bayes algorithm produced the best  

results, with an accuracy level reaching 95%. As this research uses machine learning and big 

data concepts, increasing the dataset size can increase the model’s accuracy. Short-term work 

focuses on applying AI technology for supervised learning, which can also provide a precise 

and accurate classification for leukemia. 

Tumor growth is known to be associated with gene mutations and abnormal expression. There- 

fore, the genes with differential expression can be the aim of tumor gene therapy [12]. Re- 

searchers introduces a gene differential expression analysis technique for relative risk ratio to 

identify the genes in these links. It is then applied to a leukemia gene expression dataset and 

evaluated using C4.5, Naïve Bayes, and Support Vector Machine (SVM) classifiers [13]. They 

have shown that this method brings better classification accuracy than the SAM. The study in- 

troduces a novel approach for differential expression analysis of genes associated with leukemia 

based on RR. The method shows promising results in improving classification accuracy com- 

pared to existing methods. Differentiation of blood cells helps determine cancer type, particu- 

larly leukemia, which affects bones and the production of blood [11]. Gene expression profiling 

involves a solid and systematic method to classify leukemia objectively and systematically. In 

a study reseachers analyzes gene expression data from the Golub dataset, adopting supervised 

learning algorithms that recognize samples as AML or ALL [14]. Results obtained via Logis- 

tic regression are informative, while the Neural Networks are efficient when large datasets are 

involved. The comprehensive literature review points out the wide use of the classification al- 

gorithm in a myeloid leukemia diagnosis. However, only some of the successful cases did find 

their continuation in the clinics. This study brings new knowledge into leukemia diagnosis by 

conscientiously producing insights into the classifications of gene expression data. 
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The rationale for the molecular classification of leukemia cells into various sub-groups is to pro- 

vide a basis for the proper diagnosis and therapy [15]. An investigation presents a novel multi- 

objective optimization algorithm (MOA) with two benchmark algorithms of particle swarm op- 

timization (PSO) and two-layer PSO (TLPSO) as a comparative algorithm test [16]. As demon- 

strated by the experiment, classifying gene expression profiles has similar performance and 

predominantly accuracy, making MOA a candidate classifier. The MOA exhibits extreme scal- 

ability and truthfulness, especially in low-dimensional datasets. Yet, it cannot still process a 

bigger dataset because its power is limited to classifying in low-dimensional datasets only. Re- 

searchers can use the MOA for more effective performance in handling large datasets and the 

number of genes and for better classification. The MOA algorithm exhibits some advantages in 

classifying high-dimensional datasets as a clustering algorithm, especially when this problem 

concerns lower dimensions. 

The field of disease classification based on gene expression data has many limitations for two 

main reasons: high dimensionality and small sample size [17]. A study aims to develop a unique 

method based on boosting to make a linear combination of weak classifiers with robust accu- 

racy enhancement and a complex feature reduction. Boosting, SVM and K-nearest neighbor are 

three classification techniques used together to improve the prediction model [18]. Using the 

ensembled model as an example on a colon cancer dataset. It outperforms any single classifier, 

and we got better results than any other algorithm. The experiments attest that the Adaboost 

method is efficacious in the feature selection tasks, thus making the classification step more 

time-efficient and accurate in the future. An ensemble learning model that trumps a single clas- 

sifier and combines the strengths of the robust classifiers dilutes the weaknesses of the weaker 

classifiers and is more accurate and reliable. The current approach is well suited to binary data 

classification, so the following research steps will involve multigene data classification and in- 

tragene interactions [19]. 

The gene choice is a pivotal factor and the basis for microarray analysis and classification. Gene 

identification is less about traditional algorithms as they are concerned about identifying due to 

the redundancy of genes [20]. In a study, a new gene selection algorithm has been developed 

that considers the interaction between the genes. Although single genes could be practically 

useless in isolation, their mutual interplay can unravel helpful information for classification pur- 

poses [21]. Our method is validated in four cancer microarray databases and gives satisfactory 

performance outputs surpassing the existing methods on this metric. The IDIS algorithm pro- 

vides better classification results than existing classifiers, distinguishing selected enzymes with 
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high accuracy. It chooses more genes on average and also slows the final classification com- 

pared to fast variants. On the contrary, if AI systems can achieve better performance, then extra 

time for making those calculations corroborates this fact. The outcomes show that one could 

utilize gene interactions in the gene selection for microarray analysis and would place them as 

classifiers. Due to a fast generation of microarray tech, the micro statistics area grew fast, aim- 

ing to develop individual genes [22]. The researcher is interested in introducing a novel mixture 

of feature selection methods in which the newly developed features (Chi-Square Statistic and 

Support Vector Machines with Recursive Feature Elimination) are applied [23]. This method is 

responsible for choosing a set of 10 informative genes from such high-dimensional microarrays, 

and, according to the previous data comparison, the chosen 10 genes showed better classification 

results. 

Calculating gene expression for thousands of genes is too labor-intensive. Hence, only up to 

ten genes leading to a better outcome are selected out of the many genes using a new selection 

method (ChiSVMRFE). The method compares well with others, namely precision and effi- 

ciency, on the high data dimensions. It is clear that the method is superior when the data is 

complex and high-dimensional. ANN+KNN with ChiSVMRFE performed the best and showed 

the best classification accuracy, while the decision tree had the lowest accuracy [24]. Further 

work can investigate the implied method’s applicability to more microarray datasets and the 

inclusion of other evolutionary approaches, like genetic algorithms, to act as wrapper feature 

selection methods [25]. The examination of gene expression data characterizes cancer. It is an 

essential issue for developing effective treatment and drug discovery. Microarray technology 

has enabled us to watch thousands of genes, but the features come in thousands of genes and 

fewer samples, which challenges existing classifying methods. This proposal delivers a brand- 

new technique employing precision levels to forecast genes’ significance and, thus, the samples’ 

classes. The outcomes have revealed that the considered approach can gain high classification 

rates related to the number of small or large genes. Although the prediction is less reliable with 

the increased number of genes, the standalone cause of death is a noteworthy exception. The 

method ranks analogous with kNN and SVM, and the exact number of genes for maximum 

accuracy has not been accessed. 
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2.3 Deep Learning Based Leukemia Cancer Classification 

 
CML (chronic myeloid leukemia), a rare leukemia, is one of the subtypes of leukemia caused 

by genetic abnormalities in early myeloid cell progenitors [26]. As for diagnostic methods like 

blood smear, bone marrow aspiration, and biopsy, which are highly costly and time-consuming 

are the reasons why the innovation in diagnostic techniques is needed [27]. To convenient, low- 

cost, and highly accurate detection of leukemia, new automation methods need to be developed. 

Imaging process including stained blood microscope images, in addition to other technologies, 

is traced by the researchers as one of the most reliable approaches for discovering leukemia [28]. 

The research has been infused with deep learning technologies that can be utilised for precision 

diagnosis of CML by medical professionals. Most of the existing algorithm include image 

segmentation and feature extraction mainly for this purpose and this paper plus the framework 

propose a new BiCNN-CML algorithm to make that happen [29]. The structure entails gathering 

and transforming datatoxception, division of images by means of FOCM and PSO, extraction of 

features with GCLM , and then latter categorisation by means of Bi-LSTM with CNN technolo- 

gies. Experimental data prove that the proposed method is effective. It increases the likelihood 

of identifying the CML accurately and logically. 

Leukemia is a specific sort of blood cancer that can disrupt the usual array of developing blood 

cells with their subsequent role in the immune system and the circulatory system’s ability 

to manufacture essential blood cells. The traditional diagnosis methods often are resource- 

expensive and time-consuming which motivates development of non-manual systems that com- 

bine image processing with machine learning. A study recommends an intelligent machine- 

based system which: 1) distinguishes eventually between acute lymphoblastic leukemia (ALL) 

and its types 2) shows a high classification success for ALL types, and 3) excels present method- 

ologies and illustrates the advantages of machine learning in leukemia diagnostics and treat- 

ment [30]. 

Leukemia, the most common malignant disorder, is afflicting the people of all ages but the Acute 

Lymphoblastic Leukemia (ALL), notorious for its life threatening nature, ranks the worst as far 

as fatality rate is concerned. Manual analysis of addition diseases diagnosed by microscope and 

looking at cell images is time-consuming and inaccurate. It is an editorially approved sentence. 

The author proposed method of diagnostic is the use of deep learning with the YOLOv3 model 

and the computer aid this. The application of a machine learning model to this data resulted in 

a training accuracy of 97.2% and an mAP number of 99.8%, which show the effectiveness of 



CHAPTER   2: LITERATURE   REVIEW 

15 

 

 

 

such an approach in clearly demarcating leukemic cells [31]. The study draws attention to the 

prospects of using deep learning methods in the challenges of the leukemia diagnosis. Early 

and accurate diagnosis of leukemia, the wide class of a disease which affect white blood cells 

(WBCs) within a hematological system, is the important factor of successful treatment plans 

for the disease [32]. It is cost-effective and non-invasive microscopic method for leucocytes 

examination as a tool for the assessment of leukemia. AI acts as such a base and a background 

on which the automated detection methods can rely on for greater precision and speed. This 

editorial submits the findings of a systemic review of recent update of AI tool in detecting ALL. 

Different techniques, like signal processing, image processing, and conventional machine learn- 

ing, as well as those based on deep learning, are scrutinized and categorized [33]. Traditional 

machine learning technologies (e.g. supervised and non-supervised learning) and novel deep 

learning approaches which include Convolutional Neural Networks (CNNs), Recurrent Neural 

Networks (RNNs), and Autoencoders are focal point of this discussion [34]. 

The diagnosis of leukemia has been a manual process involving blood smears examination by 

trained professional that is not only time-consuming but also is prone to human error. To tackle 

these gaps, fully automated methods using artificial intelligence based on machine learning 

and deep learning techniques have been invented. This study informs a novel feature fusion- 

based deep learning methodology for extracting leukemia cells from blood smears. The model 

proves, in effect, an astounding accuracy of 99.3% that shows evident benefits of reducing 

the diagnostic time and improving accuracy of previous ones [35]. Leukemia is a formidable 

group of malignant hematological disorders that is characterized by a complicated process of 

diagnostics and therapy. Traditional methods of organizing plants have certain shortcomings, 

hence, came the novel and comprehensive procedures today based on the investigation of a 

molecular level gene expression. Another study describes applying machine learning techniques 

to classify leukemia using genetic expression data with reduced dimensions. The model uses 

a linear combination of the new features and the Principal Component Analysis (PCA) as a 

selector for feature and the ensemble learning Stacking algorithm [36]. The results presented 

above are clearly impressive: we ended with 95.5% accuracy and showing high precision, recall 

and F1-score; namely, 0.96, 0.95 and 0.95, correspondingly, and this outperforms the classic 

machine learning algorithms working on the same dataset. The work has shown the efficacy of 

the ensemble learning in case of the classification multicast of the blood cancer as the small- 

sample datasets and the high-dimensional are considered. 

Leukemia is an the immunory cause which affects the cell harbored in the bone marrow. This 
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disorder demands urgent diagnosis for timely treatment. Some of these systems, based on ma- 

chine and deep learning technologies have proved themselves effective in reducing the workload 

of medical professionals, bringing a much-improved result for patients. Transfer learning a tech- 

nique used as the classifier in the biomedical field due to limit of annotated data is something 

that can be used for the classification task too. This study bridges the gap between DL and 

microscopic image analysis in leukemia using transfer learning, which is implemented on 1358 

blood smears for disease classification [37]. The work under consideration has optimized the 

VGG16 model, which was trained on the leukemia dataset, by applying a fine-tuning approach 

in order to differentiate between the images of acute leukemia, chronic leukemia and healthy 

samples, thus achieving the accuracy of 93.01%. The results showed helpful models in classi- 

fying cancers with high quality and leading to better services for the patients. 

Leukemia, very dangerous cancer with mortality rate higher than average, mainly occurs in 5-8 

years old kids, but can happen in all ages group. Classification until recently had been very 

much driven by microscope-based manual comparison of blood images to determine whether 

the cells indicated leukemia or normal, yet in this comparison, the cells of leukemia and normal 

ones sometimes look alike. In that respect, an alternative technique depends on the image clas- 

sification algorithms, mainly DL approaches such as CNNs. Machines Harnessing the power of 

Machine Learning (ML) and Deep Learning (DL) models the automated classification of image 

is becoming common practice in the diagnosis of leukemia. This paper is targeted at reviewing 

the literature explaining the application of ML and DL technologies in leukemia’s diagnosis and 

prediction [38]. In addition, it will aim to determine and derive ML and DL-based image clas- 

sification algorithms providing highest level of accuracy for leukemia cancer cells prediction. 

Usually there is a need to classify blood cells into specific subtypes of leukemia to have pre- 

cise diagnostics. Usually, such a study requires a decent size training dataset (which consists of 

people from different races and referring also to the genetic characteristics) which in turn is the 

key to that issue. While the first approach of using imaging flow cytometry requires a smaller 

training dataset for classification, which is advantageous for local variations as well as individ- 

ual and racial differences, the second one excludes such differences. The present study is about 

a technique designed for acute leukemia classifying by means of imaging flow cytometry com- 

bined with morphology [39]. It includes the use of light brightness and cell morphology features 

from flow cytometry imaging and blood smears, respectively, as the coarse step of the method, 

in which blood cells is divided into healthy, Acute Lymphoblastic Leukemia(ALL),and Acute 

Myeloid Leukemia(AML), while in the fine step, through deep learning, they are classified into 
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sub Classifying on samples from the Thai and American populations has shown an improved 

rate compared to conventional techniques. The computer simulations on complete blood image 

prove the robustness of our scheme and the capability to differentiate Acute Leukemia. Imme- 

diately discussed, this system reaches accuracy at 99% which represents 4% percent higher than 

traditional methods. 
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CHAPTER 3 

 

 

Methodology 
 

 

 

 

3.1 Data Collection 

 
Data for this study was sourced from the Gene Expression Omnibus (GEO) database, a public 

repository that archives and freely distributes comprehensive gene expression data sets. The 

datasets utilized for this research included: 

 
• GSE14317 

 
• GSE22529-U133B 

 
• GSE28497 

 
• GSE33615 

 
• GSE63270 

 
• GSE71449 

 
• GSE71935 

 
• GSE9476 

 
These datasets were chosen mainly depending on their coverage to cover all the spectrum of 

normal samples and different types of leukemia and also they have included the normal samples. 

The datasets included both microarray and sequencing data and the use of both forms of data 

made the analysis and validation of the models proposed more effective. 
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Table 3.1: Description of the Datasets 
 

GSE GPL Plateform Number of Samples Number of Genes Number of Classes 

14317 571 25 22278 2 

22529 97 52 22646 2 

28497 96 281 22284 7 

33615 4133 71 33580 2 

63270 17810 101 54676 2 

71449 19197 45 52201 4 

71935 570 46 54676 2 

9476 96 64 22284 5 

 

3.2 Libraries Used 

 
Several Python libraries were utilized throughout the project, each serving specific functions 

in the data processing and model development pipeline:Several Python libraries were utilized 

throughout the project, each serving specific functions in the data processing and model devel- 

opment pipeline: 

• NumPy: Essential for performing arithmetic and offering servings for big and multi- 

indexed arrays and matrices, also comprising a set of mathematical functions servicable 

for arrays. 

• Pandas: Crucial in the process of handling data as well as computations to be done on 

such data. Pandas contains all the data structures and functions essential for operating on 

structure data conveniently. 

• scikit-learn: It is applied for data preprocessing, feature selection, and for applying any 

machine learning algorithm. It contains a number of tools for model fitting, data transfor- 

mation, model selection and evaluation. 

• imblearn: Mainly used for addressing the problems of imbalance dataset, the usual meth- 

ods are over-sampling, under-sampling, and ensemble learning. 

• matplotlib and seaborn: The libraries that were used to make basic static and animated 

diagrams are the ones that help to analyze the distribution of data and the performance of 

the model. 
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• tensorflow. keras: One software that is quite useful in building and training deep learning 

models. Originally, Keras is an API that was developed to be easily understandable by a 

human brain and not a machine. As well as, it supports an easy and convenient way for 

creating neural networks. 

• umap-learn: Used for reducing the dimensionality and visualization of data set in order 

to get better understanding of high dimensionality data. 

 

3.3 Data Preprocessing 

 
Data preprocessing can be a critical process in the evaluation of the data where the data is prepro- 

cessed to enhance its quality, structure for model training. The preprocessing steps undertaken 

were as follows: 

 
3.3.1 Data Loading and Concatenation 

 
The different datasets where imported using the Pandas read functions and combined by using 

the concat function. This consolidation was necessary so as to have a large set with all these 

samples and gene expression profiles that are necessary for the analysis. 

 
3.3.2 Removal of Unwanted Types 

 
Some of the records regarded certain subtypes of leukemia that were unrelated to the research 

goals and objectives, and therefore excluded. This step helped in eliminating bias when analyz- 

ing the data by only concentrating of the core values that are relevant in making the decisions, 

thus helping the model to generalize on the data that is fed to it. 

 
3.3.3 Handling Missing Values 

 
To deal with the situation of missing values in the dataset, the mean strategy was applied. Miss- 

ing values in the dataset were also handled by substituting the missing values for each feature 

by the mean values of that part to have an integrant data set throughout the bi-secant method, 

and no bias or mysterious error is noticed in modelling the data. 
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3.3.4 Feature Selection 

 
Feature selection is always typically done through the Chi-Squared (Chi2) test. This statisti- 

cal method tests the correlation of each analyzed feature with the target variable and makes it  

possible to choose only the most relevant features. The features with the highest Chi2 scores 

were selected and as a result, data dimension was reduced to 400 features improving the model’s 

performance. 

 
3.3.5 Data Splitting 

 
Since the preprocessed data in this analysis was small, it was divided into training and test 

data. This split is pertinent for assessing the model’s robustness in extrapolating data, giving a 

measure of extrapolation. Previously the pattern was 80/20, that’s 80% of the data was assigned 

to training and 20% to testing. 

 

3.4 Proposed Architecture 

 
The proposed architecture diagram (Figure 3.1) outlines a comprehensive machine learning 

pipeline designed to handle both image and gene data, aiming to leverage the strengths of mul- 

timodal data integration for improved predictive performance. The process begins with load- 

ing the necessary libraries, establishing the foundation for subsequent tasks. In the Data Pre- 

processing phase, the pipeline loads and concatenates data from various sources, encompassing 

both image and gene datasets. Following this, unwanted data types are removed to stream- 

line the dataset, and any missing values are addressed through appropriate imputation methods. 

Feature selection is then performed to reduce dimensionality and enhance model efficiency. 

The dataset is split into training and testing sets to facilitate unbiased model evaluation. For text 

data that needs to be represented visually, a conversion step transforms text to image format. 

The image data is then loaded and processed using the VGG16 model, a pre-trained convolu- 

tional neural network, to select relevant features. This careful preparation ensures that the most 

informative aspects of the data are retained for model training. 

In the Model Training and Evaluation phase, separate models are trained on the image data and 

gene data respectively, capitalizing on the unique characteristics of each data type. These mod- 

els are then combined through a multimodal fusion process, integrating the strengths of both 
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models to create a more robust predictive model. The final phase involves evaluating the per- 

formance of this fused model, typically by assessing its accuracy or other relevant metrics. This 

detailed architecture emphasizes the importance of rigorous data pre-processing, specialized 

feature selection, and innovative data integration techniques to achieve high-accuracy predic- 

tions in complex multimodal datasets. 

The gene expression data is converted to vizualization in a manner that captures the underlying 

patterns and relationships. This approach involves transforming high-dimensional genomic data 

into a 2D or 3D scatterplot, where each point represents a sample or a gene, colored and posi- 

tioned according to its expression levels and relationships to other data points. A sample of the 

visualization is expressed in Figure 3.2. 

 

3.5 Deep Learning Models 

 
In this study, three different deep learning architectures were implemented and evaluated: LSTM, 

BiLSTM, and a new type of LSTM that is here named xLSTM. Each of the models was intended 

to be convoluted enough for addressing the challenges associated with gene expression data, 

with certain advancements that were made for furthering each model’s performance. 

 
3.5.1 LSTM 

 
LSTM is a class of RNN that is able to learn long-term dependencies used in Natural Language 

Processing. These models find their application in sequential data where the context in the 

previous states plays a vital role in the estimation of future states. In the current work, an attempt 

was made to use LSTMs in the classification of leukemias using gene expression data. The 

specific LSTM architecture was chosen as it is capable of modeling the temporal dependencies 

in the gene expression data due to the structure’s memory characteristic. 

 
3.5.2 BiLSTM 

 
BiLSTM is a type of LSTM that reads the give input sequence both from forward and backward 

directions. This architecture entails the model to capture the contextual information of the past 

and the future states and therefore it avails a more enhanced general understanding in the se- 

quential data. In the meaning of the gene expression data, the BiLSTMs could more describe 

the relationships between genes by using not only forward connections but also backward ones. 
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This bidirectional procedure increases the model’s capacity to learn complex features, which in 

turn leads to higher classification accuracies. 

 
3.5.3 xLSTM 

 
The xLSTM architecture introduced several novel custom layers designed to enhance the model’s  

learning capabilities:The xLSTM architecture introduced several novel custom layers designed 

to enhance the model’s learning capabilities: 

 
• ExpGating Layer: This layer applies exponential gating mechanism in which the values 

of the input layer are raised to a certain power of two. The exponential gating can be 

especially useful for the model due to limiting the dependence on insignificant features 

and possibly enhancing learning from the given data. 

• sLSTM Layer: integrates the exponential gating mechanism with LSTM capacities which 

enables the model to scale the LSTM output at the series of input features. These are to 

complement one another with an intention of improving the LSTM’s capabilities of learn- 

ing and exploiting information from the data. 

• mLSTM Layer: An LSTM layer has been altered in this context by changing the kernel 

weights in a bid to enhance the comprehension of the data element interdependencies. 

They hypothesize that this customization will increase the model’s ability to learn from 

expression data received through genes in the network. 

 
The xLSTM model also involved a residual connection architecture at the same time. The 

so called residual connections are beneficial in preventing the vanishing gradient problem that 

is notorious in deep networks, and make the training of deeper networks feasible. The last 

architectural component was to introduce residual connections to the multiple xLSTM blocks 

where in stacking the blocks the residual connections enhance the learning process from data 

depend on the complexity of data that enhances performance. 

 

3.6 Evaluation 

 
The trained xLSTM model was tested on the test dataset in order to determine the effectiveness 

of the model used. The main performance measure adopted in assessment was accuracy which 
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is the ratio of samples correctly classified to the total number of samples. Low accuracy signi- 

fies the model’s reliability in differentiating various classes of leukemia depending on the gene 

expression. 

The following evaluation parameters were used during the training process in order to assess the 

efficiency of the learning process and the ability of the model to generalize on unseen data; the 

loss and the validation accuracy. The results shown that the xLSTM model, with the proposed 

layers and residual connections, fulfilled high accuracy and was effective in leukemia classi- 

fication tasks. This evaluation further validated the use of the given model in identifying the 

relationships that exist in gene expression data to arrive at pertinent predictions. 
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Figure 3.1: Proposed Architecture 
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Figure 3.2: Data Sample of Text to Image Conversion 
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CHAPTER 4 

 

 

Results 

 
This chapter describes the results achieved in the process of the deep learning model training 

and testing for the classification of leukemia based on gene expression data. The methodologies 

explained in Chapter 3 were employed to respond to the research questions and consequently 

meet the specific aims of this research study. The outcomes include the corresponding metrics 

of the calibration of the model and its performance as well as results from evaluation studies as 

well as comparison understandings in order to gauge the efficacy of the different architectures 

of the models. 

 

4.1 Preliminary Research 

 
This table presents preliminary research results evaluating the accuracy of various machine 

learning models applied to image data processed using different methods. The models are com- 

pared under three different conditions: 

 
1. Vaibhav R. et al., 2022 (Chi2+Adasyn): This column shows the accuracy of the models as 

reported by Vaibhav R. et al. in 2022, where they used the Chi-squared feature selection 

method combined with the ADASYN (Adaptive Synthetic Sampling) technique to handle 

class imbalance. 

2. Chi2+ADASYN (Image Data): This column displays the accuracy of models trained on 

image data processed using the Chi-squared feature selection method and ADASYN for 

balancing the dataset. 

3. Chi2+SMOTE (Image Data): This column presents the accuracy of models trained on 
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image data processed using the Chi-squared feature selection method and SMOTE (Syn- 

thetic Minority Over-sampling Technique) for balancing the dataset. 

 
The machine learning models included in the comparison are: 

 
• RF (Random Forest) 

 
• LR (Logistic Regression) 

 
• SVC (Support Vector Classifier) 

 
• KNN (K-Nearest Neighbors) 

 
• NB (Naive Bayes) 

 
• ETC (Extra Trees Classifier) 

 
• DT (Decision Tree) 

 
• ADA (AdaBoost) 

 
• LV (LVTrees) 

 
 

Model Vaibhav R. et al., 2022 

Chi2+Adasyn 

Chi2+ADASYN 

(Image Data) 

Chi2+SMOTE 

(Image Data) 

RF 0.99 0.88 0.88 

LR 0.97 0.84 0.88 

SVC 0.99 0.86 0.86 

KNN 0.95 0.88 0.88 

NB 0.91 0.84 0.88 

ETC 0.92 0.88 0.88 

DT 0.84 0.84 0.81 

ADA 0.86 0.86 0.88 

LV 1.00 0.86 0.88 

 

Table 4.1: Comparison of model accuracies using different feature selection and data balancing methods 
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4.2 Data Preparation and Preprocessing 

 
The first step was the extraction of information from several datasets retrieved from the GEO 

database on multiple myeloma. Thus, eight datasets (GSE14317, GSE22529-U133B, GSE28497, 

GSE33615, GSE63270, GSE71449, GSE71935, GSE9476) related to leukemia and containing 

various gene expression data were chosen. These datasets were combined into a coherent dataset 

that could be used for building and training and then testing of models. 

 
4.2.1 Data preprocessing steps included 

 
• Data Loading and Concatenation: Loading specific datasets with the help of Pandas 

and their subsequent combining into one using the DataFrame method. 

• Handling Missing Values: Minimum imputation, mean imputation of missing values to 

make all the records complete. 

• Feature Selection: Using Chi-Squared (Chi2) test in order to obtain number of the most 

significant features, concerning the classification of leukemia. 

 
The preprocessed dataset was partitioned into training and test datasets with ratios of 80:20, this 

helped in training of the model and model evaluation. 

 

4.3 Model Architectures 

 
Three deep learning architectures were implemented and evaluated in this study:Three deep 

learning architectures were implemented and evaluated in this study: 

 
4.3.1 LSTM 

 
The first model architectural used was the Long Short-Term Memory (LSTM) network. LSTM 

networks also have the feature of extracting locally ordered structure and long-term dependen- 

cies, which qualified them for the analysis of gene expression profiling at different time points. 
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4.3.2 BiLSTM 

 
The Bidirectional LSTM (BiLSTM) extended the concept of LSTM implicitly where the data 

input sequences were processed in forward as well as in backward approach. This bidirectional 

training improved the model’s temporal analysis of relations in gene expression data. 

 
4.3.3 xLSTM 

 
The xLSTM architecture introduced novel custom layers designed to enhance learning from 

gene expression data: 

 
• ExpGating Layer: Used exponential gating to apply exponential to the input values and 

narrowing the attention of the model to the important features. 

• sLSTM Layer: Developed an integrated exponential gating system with LSTM functions 

in order to scale LSTM results in relation to the input characteristics. 

• mLSTM Layer: Proposed modification was done to LSTM layer with the ability to learn 

custom kernel weights that are to capture the interactions between the input features. 

 
xLSTM model also provided a residual connection architecture to enable training of deeper 

networks as well as enhance learning from complex data structures. 

 
4.3.4 Multi-Modal Integration 

 
This approach combines genomic and imaging data to provide a comprehensive analysis. By 

integrating data from multiple sources, the model can achieve higher classification accuracy. 

The fusion of genomic and imaging data leverages the strengths of both modalities, capturing 

the genetic basis of the disease along with its phenotypic manifestations. 

 

4.4 Training and Evaluation 

 
Models were trained using the Adam optimizer with the learning rate being set to 0. 001 and 

categorical cross-entropy loss function, and on the other side, the number of parameters is much 

lesser as compared to ENAS. Training was performed on 30 epochs with batch size, 32 and 

tracking measures such as loss and accuracy during the training phase. 
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4.4.1 LSTM Training Results 

 
Epochs: LR permitting a final training accuracy of about 100% and a validation accuracy of 90. 

09%. 

Learning Curve: Firstly, the model trained quickly to differentiate between the kinds of leukemia, 

with the assurance percentage increasing gradually with epoch and stagnating afterwards. 

 

 
Figure 4.1: Accuracy Curve of LSTM Model 

 

4.4.2 BiLSTM Training Results 

 
Epochs: The final training accuracy of BiLSTM was 100% while the validation accuracy of 

BiLSTM was 95. 45%. 

Learning Curve: The ability of BiLSTM to operate in both forward and backward directions 

made it superior to LSTM especially regarding convergence rates of gradient descent the al- 

gorithm used for model optimization In other words unlike LSTM that has info flow in one 

direction BiLSTM is able to capture the temporal dependencies from left to right and right to 

left which has a positive impact on the efficiency of the model. 
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Figure 4.2: Loss Curve of LSTM Model 

 

4.4.3 xLSTM Training Results 

 
Epochs: xLSTM gave better results with the final training accuracy of 100 percent and the 

validation accuracy of 99. 09 percent. 

Learning Curve: In the current investigation, structures connected with xLSTM that uses cus- 

tom layers and residual connections produced adequate learning and performed better compared 

to the conventional LSTM or BiLSTM models. 

 

4.5 Model Evaluation on Test Set 

 
Hence, the model has to be evaluated on the test set to know its accuracy level on unseen data 

for further improvements where necessary. The trained xLSTM model was evaluated on the 

held-out test set to assess its generalization ability:The trained xLSTM model was evaluated on 

the held-out test set to assess its generalization ability: 
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Figure 4.3: Accuracy Curve of xLSTM Model 

 
 

Table 4.2: Accuracy and Loss of LSTM Models 
 

Model Accuracy Loss 

LSTM 83.21% 0.8321 

BiLSTM 98.54% 0.0760 

xLSTM 99.09% 0.0562 

Multi-Modal Integration 97.44% 0.0919 

 
Test Accuracy: The developed xLSTM model obtained test accuracy of 98. 18%, which means 

that this algorithm is also useful for classification of further unseen profiles of genes, and deter- 

mination of the type of leukemia. 

 

4.6 Comparative Analysis 

 
A comparative analysis was conducted to benchmark the performance of LSTM, BiLSTM, and 

xLSTM architectures: 

Performance Metrics: From the above results we can observe that our xLSTM model had a 

higher accuracy and faster converge rate compared with LSTM and BiLSTM. 
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Figure 4.4: Loss Curve of xLSTM Model 

 

Complexity and Efficiency: However, in comparison to xLSTM, there was additional complex- 

ity in defining custom layers and the inclusion of residual connections but xLSTM was found 

more efficient in learning from the intricate gene expression patterns. 
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CHAPTER 5 

 

 

Discussion 

 
In this chapter, the author moves to discuss the analysis of the results highlighted in chapter four 

in relation to the study’s consequences, advantages, and drawbacks, as well as proposing pos- 

sible developmental research avenues. Thus, the key organizing framework for the discussion 

comprises the following set of questions: 1) What were the performance and characteristics of 

the deep learning models in the context of the leukemia study, 2) How did the data preprocessing 

stage affect the outcomes of the analysis, and 3) What are the overall implications of the study 

for the leukemia research domain? 

 

5.1 Interpretation of Results 

 
5.1.1 Model Performance 

 
The analysis carried out in Chapter 4 shows the performance of the three deep learning models, 

LSTM, BiLSTM, and xLSTM in classifying leukemia using gene expression data. The proposed 

xLSTM had the improved results of accuracy, which was 100% for training and 99. 09% for the 

validation set, even better than LSTM and BiLSTM. This infers that the new layers and residual 

connections which have been proposed to the xLSTM structure boosted the learning capability 

tremendously. 

The conviction level of the test accuracy is also very high at 98. Thus, the proposed xLSTM 

model’s 18% performance on the test set demonstrates its accuracy and generalization capabil- 

ities for practical use in leukemia diagnosis. Consequently, thanks to bidirectional construction 

of the BiLSTM model, lower number of epochs was required for convergence as well as the 

model’s performance was slightly higher compared to unidirectional LSTM, which matches the- 
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oretical advantages resulting from contextual information from both preceding and subsequent 

states. 

 
5.1.2 Impact of Data Preprocessing 

 
The data preprocessing step was also identified as a powerful solution element of the models. 

The process of loading the data, concatenating the data, handling missing values, and feature 

selection were useful in defining a good quality data set which are useful in training the model. 

Regarding the feature selection procedure, it was determined that using the Chi-Squared (Chi2) 

test helped in selecting the most significant features and eliminating those that have a minimal 

impact on the data dimensionality and the model’s performance. 

The field’s mean imputation approach allowed for the smooth continuation of data population 

and excluded any possible training bias or error. This step of data preprocessing was important 

in favour to keep the data clean and meaningful. 

 

5.2 Strengths and Limitations 

 
5.2.1 Strengths 

 
• Novel Model Architecture: The novelty in the work is the proposal of the xLSTM model 

with its custom layers and residual connections; it exhibit enhancement in performance 

of its classification of gene expression data. 

• Comprehensive Dataset: The experiments involved the application of multiple datasets 

from the GEO database, which offered a variation and expanded array of results that 

improved the model’s scope. 

• Effective Preprocessing: All these data pre-processing steps was a good way to ensure 

that the data was fine and perfect in order to enable a proper training and testing of the 

model. 

 
5.2.2 Limitations 

 
• Computational Resources: The training of deep learning models, particularly the xL- 

STM was a time-consuming process partly due to the requirement of large computational 
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power. This might be a concern for the researchers who do not have the access to compute 

intensive facilities. 

• Generalizability to Other Diseases: Although the models showed good accuracy in the 

classification of leukemia the generalization of these models for other types of cancer or 

diseases is yet to be seen. 

• Imputation Strategy: While mean imputation is a useful method of dealing with missing 

values it is not the optimal method that will suit all the data sets. It is possible that the 

better techniques of imputation could potentially yield higher accuracy in the model. 

 

5.3 Implications for Leukemia Research 

 
The findings of this work will benefit future studies of leukemia and its diagnosis in many ways. 

This high accuracy as affirmed by the deep learning models especially the xLSTM indicates that 

the models could be of help in health diagnosis especially in classifying leukemia. This could 

in turn help in getting better diagnoses and early diagnosis hence a better future for the patients. 

Moreover, the study reveals that through superior deep learning networks it is feasible to decrypt  

intricate cancer biology information for new research directions in the future which could pursue 

the actualization of similar study in different malignant plant and diseases. 
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CHAPTER 6 

 

 

Conclusion and Future Work 

 
This chapter sums up the research results of the study, reinforces the made progresses, and points 

out the research directions for further study. The concentration is on the presentation of the 

results of deep learning models, used for the classification of leukemia cases, their implications, 

improvements and further research recommendations. 

 

6.1 Conclusion 

 
The overall objective of this study was therefore to propose and assess deep learning approaches 

for the identification of Leukemia using gene expression data. Through the use of three model 

architectures, namely LSTM, BiLSTM, and the newly developed xLSTM, this study showcased 

the possibilities of enhanced and detailed analysis of biological datasets with the help of state- 

of-the-art neural network methodologies. 

 
6.1.1 Key Findings 

 
• Model Performance: The xLSTM model which includes custom layers and the residual 

connections outperformed all tested architectures and has a validation accuracy of 99. It 

achieves a train accuracy of 9% and a test accuracy of 98%. This re-emphasizes on the 

capability of the proposed model as a robust and general one. 

• Data Preprocessing: The work focused on the necessity of preprocessing the data before 

employing any statistical test for its analysis and highlighted how missing data should be 

addressed and how the function of feature selection by measures of dependency and the 
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Chi-Squared test should be applied. All these steps were quite useful for establishing a 

hygiene and systematic datasets that were properly suitable for the model training. 

• Comparative Analysis: It was concluded that the bidirectional characteristic of BiL- 

STM provided better result than the unidirectional LSTM, and the creative features of the 

xLSTM model contributed to the booster of learning results. 

 
6.1.2 Implications 

 
The study presented in this paper has numerous practical and theoretical implications for the 

field of leukemia investigation and treatment. It can hence be concluded that the proposed 

xLSTM model is highly accurate and reliable; thus, it can be used in diagnosis to enhance effi- 

ciency in the identification of leukemia to ultimately benefit patients. Moreover, it demonstrates 

that deep learning approaches can be effectively employed in analyzing biomedical data and 

sheds more light on employing the technology in the future with respect to different diseases. 

 

6.2 Future Work 

 
While the results of this study are promising, there are several areas where future research could 

build upon and extend the finding. Finally, there is the aspect of generalization to other diseases; 

the findings of this study can be useful for other diseases or conditions in which there is need to 

determine the best treatment for individual patients. 

 
6.2.1 Broader Application to Other Diseases 

 
Further studies could be aimed to apply the presented xLSTM model and architectures similar 

to it for other types of cancer or diseases. Thus, the cross-contextual validation also enables the 

researchers to understand the generalisability and clinical applicability of the model. 

 
6.2.2 Advanced Data Preprocessing Techniques 

 
Despite the effectiveness of missing values imputation using the mean strategy, there is an op- 

portunity to enhance the results with the help of multiple imputation, the k-nearest neighbors 

imputation or machine learning imputation methods. Also, feature selection/feature engineering 
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could be improved with the use of deep learning or any other higher level statistical technique 

to improve the efficiency of the model. 

 
6.2.3 Integration with Multimodal Data 

 
Combination of gene expression profiling with other classes of clinical data, e. g. , tomographic 

images, demographics, medical record history might expand the concept of disease taxonomy 

and classification. Other future studies could explore the possibility of the use of additional 

types of input data to enhance the diagnostic models’ effectiveness. 

 
6.2.4 Model Interpretability and Explainability 

 
Even though the proposed xLSTM model had a high level of accuracy, the interpretation process 

of deep-learning model’s decision-making process is ambiguous. Further studies could be cen- 

tered on making better these models to be more explainable and interpretable to be applicable 

in clinical decisions more acceptably. 

 
6.2.5 Real-World Deployment and Validation 

 
The way of how one can implement all these models into the clinical practice remains as the big 

question and this requires the creation of friendly tools and interfaces. The latter may include 

future work where the models are tested with healthcare providers as to their effectiveness in 

real-life situations and their application in clinical practice. 
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CHAPTER 7 

 

 

Recommendations 

 
This chapter provides strategic recommendations based on the findings and conclusions of the 

study. These recommendations are aimed at researchers, clinicians, and policymakers to op- 

timize the use of deep learning models in leukemia classification and beyond. The focus is 

on practical steps and considerations that can enhance the effectiveness and adoption of these 

technologies in medical practice and research. 

 

7.1 Recommendations for Researchers 

 
7.1.1 Enhance Data Quality and Diversity 

 
To ensure the robustness and generalizability of deep learning models, researchers should prior- 

itize the collection and utilization of high-quality, diverse datasets. This includes: 

 
• Increasing Sample Size: Collaborate with multiple research institutions to gather larger 

datasets, which can improve model training and validation. 

• Ensuring Data Diversity: Include diverse populations and subtypes of leukemia to en- 

hance the model’s ability to generalize across different patient demographics and disease 

variations. 

• Standardizing Data Collection: Adopt standardized protocols for data collection and 

preprocessing to minimize variability and ensure consistency across studies. 
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7.1.2 Implement Advanced Preprocessing Techniques 

 
Future research should explore and implement more sophisticated data preprocessing tech- 

niques, including: 

 
• Advanced Imputation Methods: Utilize multiple imputation, k-nearest neighbors, or 

machine learning-based methods to handle missing values more effectively. 

• Feature Engineering: Experiment with advanced feature selection and engineering tech- 

niques, such as deep learning-based feature extraction, to identify the most relevant biomark- 

ers for leukemia classification. 

 
7.1.3 Focus on Model Interpretability 

 
Enhancing the interpretability and explainability of deep learning models is crucial for their 

adoption in clinical practice. Researchers should: 

 
• Develop Explainable Models: Incorporate techniques such as attention mechanisms, 

SHAP (SHapley Additive exPlanations), or LIME (Local Interpretable Model-agnostic 

Explanations) to make model predictions more understandable. 

• Visualize Model Insights: Create tools that visualize the decision-making process of 

the model, highlighting which features or genes are most influential in the classification 

process. 

 
7.1.4 Explore Multimodal Approaches 

 
Integrating gene expression data with other types of clinical data can provide a more compre- 

hensive understanding of leukemia. Researchers should: 

 
• Combine Data Types: Explore multimodal approaches that combine gene expression 

data with imaging, clinical history, and other relevant data to improve diagnostic accuracy. 

• Develop Fusion Models: Create models capable of processing and integrating different 

types of data, leveraging the strengths of each modality. 
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7.2 Recommendations for Clinicians 

 
7.2.1 Adopt Deep Learning Tools in Clinical Practice 

 
Clinicians should consider adopting deep learning tools for leukemia diagnosis and classifica- 

tion, which can enhance diagnostic accuracy and efficiency. Recommendations include: 

 
• Validate Tools in Clinical Settings: Conduct real-world validations of deep learning 

models in clinical settings to ensure their reliability and effectiveness. 

• Integrate with Existing Workflows: Develop user-friendly interfaces that integrate seam- 

lessly with existing clinical workflows, minimizing disruption and facilitating adoption. 

 
7.2.2 Participate in Data Sharing Initiatives 

 
Clinicians should actively participate in data sharing initiatives to contribute to larger, more 

diverse datasets. This can: 

 
• Enhance Research Quality: Support the development of more robust and generalizable 

models. 

• Accelerate Innovation: Foster collaboration and innovation within the medical and re- 

search communities. 

 
7.2.3 Stay Informed and Trained on New Technologies 

 
Continuous education and training on the latest advancements in deep learning and its applica- 

tions in medicine are crucial for clinicians. Recommendations include: 

 
• Attend Workshops and Conferences: Participate in relevant workshops, conferences, 

and training sessions to stay updated on new developments and best practices. 

• Collaborate with Researchers: Engage in collaborative research projects to gain first- 

hand experience with new technologies and contribute to their refinement. 
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7.3 Recommendations for Policymakers 

 
7.3.1 Support Funding and Resource Allocation 

 
Policymakers should prioritize funding and resource allocation for research and development in 

the field of deep learning and medical diagnostics. This includes: 

 
• Increase Research Grants: Provide more grants and funding opportunities specifically 

targeted at interdisciplinary research combining machine learning and healthcare. 

• Facilitate Access to Computational Resources: Ensure researchers have access to the 

necessary computational resources, including high-performance computing facilities and 

cloud-based platforms. 

 
7.3.2 Promote Data Standardization and Sharing 

 
Policymakers should advocate for the standardization and sharing of medical data to enhance 

research collaboration and model development. This involves: 

 
• Develop Data Standards: Establish standardized protocols for data collection, annota- 

tion, and sharing to ensure consistency and interoperability. 

• Encourage Data Sharing: Create incentives and frameworks that encourage healthcare 

institutions and researchers to share data while ensuring patient privacy and data security. 

 
7.3.3 Implement Ethical Guidelines and Regulations 

 
Ensuring the ethical use of deep learning in healthcare is paramount. Policymakers should: 

 

• Develop Ethical Guidelines: Establish clear ethical guidelines for the use of AI and 

machine learning in medical diagnostics, focusing on transparency, accountability, and 

patient consent. 

• Monitor Compliance: Implement regulatory frameworks to monitor and enforce com- 

pliance with ethical standards and data protection laws. 
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