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Abstract

The rapid upsurge in network intrusions has driven research into AI techniques for intru-

sion detection systems (IDS). A major challenge is ensuring AI models are understand-

able to security analysts, leading to the adoption of explainable AI (XAI) methods.

This study presents a framework to evaluate black-box XAI methods for IDS, focus-

ing on global and local interpretability, tested on three well-known intrusion datasets

and AI methods. This research enhances IDS using XAI techniques, specifically LIME

and SHAP, applied to datasets UNSW-NB15, NSL-KDD, CICIDS2019, and a merged

dataset. Preprocessing steps like normalization and feature alignment were used to stan-

dardize the data. The findings show that integrating XAI improves IDS interpretability

and trustworthiness, aiding analysts in understanding system decisions. This research

advances more interpretable and resilient IDS, capable of countering evolving cyber

threats, and provides a foundational XAI evaluation tool for the network security com-

munity.

xiii



Chapter 1

Introduction

1.1 Overview

Due to the constant growth of cybersecurity threats, it is necessary to continuously

improve Intrusion Detection Systems (IDS) in order to accurately detect and reduce

potential dangers [1, 2]. Machine Learning (ML) is a strong tool that can greatly enhance

the performance of Intrusion Detection Systems (IDS). By integrating ML techniques,

IDS can transcend traditional static rule-based approaches, becoming more adaptive,

accurate, and capable of discerning subtle patterns indicative of intrusions [3].

1.1.1 Types of Intrusion Detection

In order to detect malicious activity, signature-based intrusion detection systems com-

pare incoming network traffic with predetermined patterns or signatures of known as-

saults. There is a low false-positive rate and it is effective against known threats, but

it is susceptible to zero-day attacks and has difficulties keeping its signature database

updated [4].

Anomaly-Based Intrusion Detection: Anomaly-based Intrusion Detection Systems (IDS)

create a reference point for typical behaviour and identify any divergence as a possible

intrusion. It focuses on identifying unusual patterns that may indicate an attack. While

effective in detecting novel threats, it may face challenges in defining a clear baseline

and adaptability to changing network dynamics [5].

Behavior-Based Intrusion Detection: Behavior-based IDS monitors user and system

1



Chapter 1: Introduction

behavior, identifying deviations from expected patterns. Integrating anomaly detection,

it recognizes both known and unknown attack patterns, providing a comprehensive

approach. Challenges include defining normal behavior and potential for false positives

[6].

1.1.2 Improving IDS Performance Using ML

Ensemble Learning: Combining multiple ML models into an ensemble can enhance

overall accuracy and robustness. Ensemble learning mitigates the weaknesses of individ-

ual models, leading to a more effective IDS with improved detection rates and resilience

against diverse attack strategies [7].

Deep Learning: By utilising deep learning techniques like neural networks, IDS is able

to autonomously acquire complex features from data. This enhances the system's ability

to identify complex patterns associated with cyber threats, providing increased accuracy,

adaptability to evolving threats, and the capability to handle large and complex datasets

[2, 8].

Transfer Learning: Through the process of transfer learning, IDS is able to enhance its

performance in one domain by applying what it has learned in another. This is particu-

larly useful in enhancing detection capabilities for zero-day attacks, leading to improved

detection of novel threats and reduced dependence on extensive labeled datasets.

Explainable AI Techniques: Integrating explainable AI methodologies, such as LIME

and SHAP, enhances the interpretability of IDS decisions. This contributes to increased

transparency, aiding in the analysis and validation of detected intrusions. Cybersecurity

analysts can better understand and trust the system's alerts.

Dynamic Learning Parameters: Implementing dynamic learning parameters allows

the IDS to adapt in real-time to changing network conditions and emerging threats.

This ensures agility and responsiveness, leading to improved real-time adaptability and

increased efficiency in detecting evolving attack patterns.

The integration of ML techniques holds significant promise in advancing the capabilities

of IDS, improving detection accuracy, reducing false positives, and enhancing overall

performance in the face of evolving cyber threats.

This Table 3.1 presents a comparative analysis of machine learning methods used to

2



Chapter 1: Introduction

enhance Intrusion Detection Systems (IDS). The analysis focuses on important factors

including detection accuracy, resilience, effectiveness against new threats, computational

requirements, interpretability, real-time adaptability, ability to handle large datasets,

and reliance on labelled data.

Table 1.1: The improvements in Intrusion Detection Systems (IDS) through the utilisation of

Machine Learning methodologies
Improvement Aspect Ensemble Learning Deep Learning Transfer Learning Explainable AI Techniques Dynamic Learning Parameters

Detection Accuracy High Very High High Moderate to High High

Robustness Resilient against diverse attacks Enhanced resilience Improved adaptability Improved interpretability Responsive to changing dynamics

Capability Against Threats Effective Effective Effective Moderate Effective

Resource Intensity Moderate High Moderate to High Moderate Low to Moderate

Interpretability Moderate Low Moderate High High

Real-Time Adaptability Yes Yes Yes No Yes

Handling Large Datasets Yes Yes Yes Yes Yes

Dependence on Labeled Data Moderate High Moderate Moderate Low to Moderate

1.2 Background Studies

Continual developments in defence mechanisms, particularly in Intrusion Detection Sys-

tems (IDS), are necessary in response to the ever-evolving cyber threats in the field of

cybersecurity. The origins of intrusion detection may be traced back to the early stages

of computer networks, during which the main objective was to safeguard systems from

external intrusions. Over the years, the field has witnessed significant developments,

and contemporary challenges demand innovative approaches, leading to the integration

of Machine Learning (ML) techniques [9].

When the area of computer security was just starting to take off in the 1970s, researchers

recognised the need for systems that could detect and react to intrusions and other

forms of harmful activity. Intruder detection systems used to depend on hand-crafted

rule-based signatures to identify particular attack patterns. These systems, known as

signature-based IDS, were effective to some extent, but they struggled to adapt to the

evolving tactics of cyber adversaries [8, 10].

The paradigm shifted with the introduction of anomaly-based intrusion detection in the

late 1980s. The objective of this technique was to establish a standard level of normal

behaviour and detect any deviations that could indicate potential intrusions. While

3
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offering improved adaptability to new threats, anomaly-based systems faced challenges in

distinguishing between malicious activities and legitimate variations in network behavior

[11-13].

Challenges in Traditional IDS: Despite the historical advancements, traditional

IDS faced limitations in handling the intricacies of modern cyber threats. Signature-

based systems were vulnerable to zero-day attacks, as they relied on known patterns.

Anomaly-based systems, while effective in identifying novel threats, struggled with high

false positive rates and challenges in defining a clear baseline for normal behavior. The

increasing volume and complexity of network data further exacerbated these challenges.

Traditional IDS often struggled to keep pace with the sheer volume of information,

leading to delays in detecting and responding to intrusions. Additionally, the static

nature of rule-based systems hindered their ability to adapt to rapidly changing attack

tactics [14-17].

Machine Learning in Intrusion Detection: The integration of Machine Learning

(ML) techniques into intrusion detection marked a pivotal shift in the field. ML offered

the promise of adaptive and intelligent systems capable of learning from data patterns,

thereby overcoming the limitations of traditional rule-based approaches. One of the

early applications of ML in intrusion detection involved the use of decision trees and

clustering algorithms. These models aimed to learn decision boundaries from labeled

data, distinguishing between normal and malicious network behavior. However, their

success was limited by the need for extensive labeled datasets and challenges in handling

dynamic and evolving attack strategies [3, 11, 12].

1.2.1 Types of Machine Learning in Intrusion Detection

Supervised Learning: An example of supervised learning is the process of training a

model with labelled data, where each instance is given a class (normal, invasive, etc.).

Intrusion detection has been done using algorithms like Random Forests and Support

Vector Machines (SVM). Although these models are useful, they are very dependent on

properly labelled data being readily available.

Unsupervised Learning: Without labels to guide the process, unsupervised learning

attempts to discover patterns in the data. Anomaly detection has made use of clustering

algorithms such as hierarchical clustering and k-means. Although it might have trouble
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with large false positive rates, unsupervised learning works wonders when it comes to

discovering new dangers.

Semi-Supervised Learning: To create semi-supervised learning, supervised and un-

supervised methods are combined. It makes use of a smaller dataset with labels and

a larger dataset without labels. By combining the best features of the two paradigms,

this method hopes to overcome the difficulties caused by the lack of labelled data.

Deep Learning: Deep Learning, particularly neural networks, has become increasingly

prominent in recent years because of its capacity to autonomously acquire complex

properties from data. Convolutional Neural Networks (CNNs) and Recurrent Neural

Networks (RNNs) have proven to be effective at identifying intricate patterns in network

traffic, resulting in enhanced accuracy in detecting intrusions.

1.2.2 Challenges and Opportunities in Machine Learning-Based IDS

There are still certain problems with machine learning, even if it has greatly improved

intrusion detection. In particular, supervised learning models continue to face the

formidable challenge of insufficient labelled datasets. Understanding the reasoning be-

hind detection decisions is also made more difficult by the interpretability of complicated

ML models, like deep neural networks. A number of interpretable AI approaches have

evolved to tackle this problem and shed light on decision-making, such as SHapley

Additive Explanations (SHAP) and Local Interpretable Model-agnostic Explanations

(LIME). In order for cybersecurity analysts to understand and rely on the alarms pro-

duced by intrusion detection systems (IDS), these methods attempt to make ML models

more transparent. Another exciting new development is transfer learning, which enables

models to improve their performance in one domain by using what they’ve learned in

another. The capacity to adjust to new and developing dangers is of the utmost impor-

tance in intrusion detection, where this is especially pertinent.

As technology continues to advance, the future of intrusion detection lies in the continu-

ous refinement of ML models, the development of more interpretable AI methodologies,

and the exploration of innovative approaches, such as reinforcement learning and meta-

learning. Furthermore, the collaboration between academia and industry is crucial for

creating comprehensive datasets, validating models in real-world scenarios, and ensur-

ing the practical applicability of machine learning-based IDS. The history of intrusion

5
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detection reflects a journey from early rule-based systems to the current era of machine

learning integration. The challenges posed by evolving cyber threats necessitate intelli-

gent and adaptive solutions, and machine learning offers a transformative approach. The

diverse landscape of ML techniques, from supervised and unsupervised learning to deep

learning and transfer learning, presents a rich tapestry of opportunities and challenges.

As research continues to push the boundaries, the future holds the promise of more

robust, adaptive, and interpretable Intrusion Detection Systems capable of safeguarding

digital environments against the ever-evolving threat landscape.

1.3 Research Motivations

The motivations underlying this research stem from the critical need to enhance cyberse-

curity measures amidst rapid technological advancements and an increasingly complex

cyber threat landscape. Traditional Intrusion Detection Systems (IDS) have encoun-

tered significant limitations in adapting to the sophisticated nature of contemporary

cyber threats, necessitating a shift towards more innovative approaches. One primary

motivation is the increasing complexity and diversity of cyber threats. Malicious ac-

tors continuously refine their techniques, making conventional signature-based and rule-

driven IDS less effective. This research aims to develop dynamic intrusion detection

mechanisms that can learn and adapt to new attack vectors, thereby improving the re-

silience of cybersecurity defenses. Another key motivation is the need for transparency

and interpretability in IDS decision-making. As cyber threats become more sophisti-

cated, it is essential for cybersecurity analysts to understand and trust the decisions

made by IDS. This research integrates Explainable AI (XAI) methodologies to clarify

decision processes and empower analysts with insights into the rationale behind intrusion

alerts. Additionally, the rise of zero-day attacks presents a significant challenge. This

research leverages transfer learning techniques to utilize knowledge from known threats

to detect novel and unseen attacks, contributing to more proactive defense mechanisms.

Finally, the motivation extends to optimizing IDS for real-time adaptability. In a rapidly

evolving cyber threat environment, IDS must dynamically adjust its learning parame-

ters to remain effective. This research aims to develop adaptive learning mechanisms

to ensure IDS can respond to changing network dynamics, ultimately creating a more

resilient and responsive cybersecurity defense framework.

6



Chapter 1: Introduction

1.4 Problem Statement

The creation of strong security measures is crucial in today’s digital ecosystem due to the

increasing frequency and sophistication of cyber threats. When it comes to protecting

networked systems, intrusion detection systems (IDS) are crucial. They help discover

and stop harmful actions. The ever-changing nature of cyber threats, however, is putting

standard IDS to the test. Existing systems often struggle to keep pace with novel attack

vectors, resulting in a heightened risk of successful intrusions. The crux of the prob-

lem lies in the limited adaptability and accuracy of current IDS, which rely on static

rule sets or signature-based approaches that are inherently reactive. As attackers em-

ploy sophisticated techniques to obfuscate their activities, IDS must evolve to exhibit a

proactive and dynamic response. Moreover, the sheer volume and complexity of network

data necessitate an intelligent approach to discerning normal behavior from anomalies.

This research aims to address these challenges by integrating Explainable AI (XAI)

methodologies within the IDS framework, enhancing transparency and decision-making

processes, and employing advanced machine learning techniques to improve detection

capabilities against emerging threats.

This research aims to address these challenges by investigating and implementing ad-

vanced Machine Learning (ML) techniques within the IDS framework. The lack of

robustness in current IDS is a critical concern, demanding a paradigm shift towards

adaptive ensemble-based models that can learn and adapt to emerging threats. The

goal of this research is to shed light on the decision-making processes of IDS and in-

crease transparency by incorporating Explainable AI (XAI) approaches. This involves

deciphering the reasoning behind intrusion alerts using methods like SHapley Additive

exPlanations (SHAP) and Local Interpretable Model-agnostic Explanations (LIME).

To further aid in the creation of proactive defence measures, this study investigates the

use of transfer learning to detect new and unforeseen attacks by leveraging knowledge

from existing threats. The end goal is to strengthen cybersecurity safeguards so that

networked systems can withstand and adapt to new threats as they emerge.

Explainable AI (XAI) is a developing area of study that focuses on enhancing the clar-

ity and comprehensibility of machine learning models. The research aims to enhance

cybersecurity analysts’ understanding of the decision-making process of the system by

integrating XAI into IDS, thereby providing them with practical insights. This not only
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improves trust and dependability, but also enables more effective comprehension and

control of intrusion alerts. Methods such as LIME and SHAP are utilised to elucidate

individual model predictions, so providing a lucid and comprehensible understanding

of the decision-making process. This technique guarantees that Intrusion Detection

Systems (IDS) are not only efficient in identifying potential dangers, but also clear and

comprehensible, resulting in more knowledgeable and prompt reactions to cyber threats.

1.5 Problem Formulations

1.5.1 Dynamic Threat Detection in Network Traffic

The existing Intrusion Detection Systems (IDS) are hindered by their limited adaptabil-

ity and dynamic response capabilities, particularly in the face of emerging cyber threats.

The challenge is to formulate a model that can effectively detect and classify intrusions

in real-time, adapting its decision boundaries to evolving attack patterns.

Mathematically, Let D represent the dataset comprising network traffic features over

time, and L denote the corresponding labels indicating the presence or absence of an

intrusion. The problem can be mathematically expressed as a dynamic classification

task:

Find f : D × T → L . . . (1)

where T denotes the time dimension, capturing the evolving nature of network traffic.

The model f is expected to adapt its decision boundaries θ over time:

L = f (D, Θt) , for t = 1, 2, ..., T . . . (2)

The objective is to minimize the misclassification rate over time:

minΘt
1
T I

∑T
t=1 (Lt = f (Dt, Θt)) . . . (3)

where I is the indicator function.

This problem addresses the need for a dynamic IDS that can adapt its decision-making

process over time. The model should be capable of learning from the changing charac-

teristics of network traffic to provide accurate and timely intrusion detection.
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1.5.2 Ensemble-Based Anomaly Detection

Enhancing the robustness of Intrusion Detection Systems (IDS) by leveraging ensemble

learning techniques to fuse multiple base models and improve detection accuracy.

Mathematically, Let M be the set of base models, x represents input features, and y

denote the binary output indicating intrusion (y=1) or normal behavior (y=0). The

ensemble model E can be defined as a weighted combination of base models:

E(x) =
∑n

i=1 wiMi(x) . . . (4)

where wi are the weights assigned to each base model.

The objective is to optimize the weights wi to minimize the ensemble's error rate:

minw1,...,N
1
N (y ̸= E(x)) . . . (5)

This problem focuses on constructing an ensemble model that exploits the diversity

among base models to enhance overall detection accuracy, providing a more robust

defense against intrusion attempts.

1.5.3 Transfer Learning for Zero-Day Attacks

Mitigating the impact of zero-day attacks on Intrusion Detection Systems (IDS) by

formulating a transfer learning framework that leverages knowledge gained from known

threats to improve the detection of novel and unseen attacks.

Mathematically, Let Ds and Dt be the source and target domains, respectively. The goal

is to learn a mapping f that transfers knowledge from the source to the target domain:

f : Ds → Dt . . . (6)

The objective is to minimize the divergence between the source and target domains while

optimizing the model f:

minf Divergence(Ds, Dt) + Loss(f) . . . (7)

This formulation uses transfer learning to increase detection performance in a new,

perhaps undiscovered area, taking on the challenge of zero-day attacks. The domain

in question is well-established. The goal of the model is to find a middle ground be-

tween optimising for the target domain and minimising the model’s loss throughout the

adaptation process.
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1.6 Research Objectives

This project aims to transform Intrusion Detection Systems (IDS) in the field of cyberse-

curity by implementing cutting-edge machine learning techniques. It specifically focuses

on overcoming the constraints of traditional IDS in order to enhance their adaptability

and durability. The purpose of this research is to accomplish the following goals:

• To Develop Ensemble-Based IDS Framework: Create a collaborative ensemble

model, uniting diverse machine learning algorithms to enhance intrusion detection

accuracy and robustness.

• To Investigate Explainable AI for Intrusion Alerts: Explore LIME and SHAP

techniques for transparent insights into IDS decision-making, empowering analysts

to comprehend and act upon intrusion alerts effectively.

• To Apply Transfer Learning for Zero-Day Threat Detection: Implement a transfer

learning framework within IDS, leveraging knowledge from known threats to boost

detection capabilities against novel zero-day attacks.

• To Optimize Dynamic Learning for Real-Time Adaptability: Develop real-time

adaptive learning parameters to ensure the IDS remains agile and effective in

discerning network anomalies.

These objectives collectively aim to redefine intrusion detection, providing a holistic,

adaptive framework that not only strengthens accuracy and transparency but also es-

tablishes a proactive defense against emerging cyber threats. This research contributes

significantly to the evolution of IDS capabilities in the dynamic field of cybersecurity.

1.7 Research Questions

In the dynamics of cybersecurity, this research strives to revolutionize Intrusion Detec-

tion Systems (IDS) by introducing innovative machine learning techniques, addressing

the limitations of traditional IDS for heightened adaptability and resilience.

1. How can collaborative ensemble models significantly enhance intrusion detection

accuracy, fostering a more resilient defense against evolving cyber threats?
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2. How can the integration of LIME and SHAP techniques provide transparent in-

sights into IDS decision-making, and what impact does this transparency have on

analysts' response to intrusion alerts?

3. In what ways can a transfer learning framework leverage knowledge from known

threats to improve IDS detection capabilities against novel zero-day attacks, con-

tributing to a more proactive defense?

4. How can the development of real-time adaptive learning parameters ensure the

IDS remains agile and effective in discerning network anomalies, particularly in

the face of rapidly evolving cyber threats?

The project aims to gain a thorough grasp of how novel machine learning techniques can

revolutionise intrusion detection. The study seeks to provide valuable insights that will

greatly enhance the capabilities of Intrusion Detection Systems (IDS) in the constantly

changing field of cybersecurity.

1.8 Research Contributions

This research provides significant advances in enhancing the efficiency of Intrusion De-

tection Systems (IDS).

• Advancement in Ensemble-Based IDS Models:

This research pioneers the development of collaborative ensemble models, contributing

a novel approach that significantly enhances intrusion detection accuracy. By amalga-

mating diverse machine learning algorithms, the study propels the field towards more

robust and adaptive defense mechanisms against evolving cyber threats.

• Transparency and Interpretability in IDS Decision-Making

The exploration and integration of LIME and SHAP techniques mark a noteworthy con-

tribution by providing transparent insights into the decision-making process of Intrusion

Detection Systems. This not only aids in the comprehension of alerts but also empow-

ers cybersecurity analysts with actionable information, elevating the overall efficacy of

intrusion response.
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• Transfer Learning for Zero-Day Threat Mitigation

The application of transfer learning within the IDS framework represents a significant

contribution to the field. By leveraging knowledge gained from known threats to enhance

detection capabilities against novel zero-day attacks, this research introduces a proactive

defense strategy that can adapt to emerging cybersecurity challenges.

• Real-Time Adaptability through Dynamic Learning Parameters

The development of real-time adaptive learning parameters is a key contribution, ensur-

ing the IDS remains agile and effective in discerning network anomalies. This innovative

approach equips the system with the capability to dynamically adjust to the evolving

nature of cyber threats, thus contributing to a more responsive and resilient intrusion

detection infrastructure.

By combining these contributions, this research makes strides in redefining the landscape

of Intrusion Detection Systems, offering a holistic framework that not only bolsters

accuracy and transparency but also establishes a proactive defense against emerging

cyber threats.

1.9 Research Scope and Limitations

1.9.1 Scope

This study aims to improve the efficiency of Intrusion Detection Systems (IDS) by in-

corporating modern machine learning methods. The scope of this project includes the

construction of models that use ensembles, the exploration of explainable AI meth-

ods, the use of transfer learning for detecting zero-day threats, and the optimisation of

dynamic learning parameters to ensure real-time adaptation. The study intends to pro-

vide new insights and approaches to strengthen cybersecurity measures and overcome

the limits of standard Intrusion Detection Systems (IDS) in response to evolving cyber

threats.
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1.9.2 Limitations

Although this research strives to make substantial contributions to the subject, it is

important to recognise several limitations:

1. Dataset Specificity: The effectiveness of the proposed methodologies may be

influenced by the nature and representativeness of the datasets used, potentially

limiting the generalizability of the findings. Although efforts were made to use

comprehensive datasets, the uniqueness of the dataset may affect the applicability

of the results to different network environments and types of attacks.

2. Algorithm Sensitivity: The performance of machine learning algorithms can

be sensitive to hyperparameter tuning and may require extensive optimization,

impacting the scalability of the proposed solutions. This sensitivity means that

the models might need frequent adjustments and optimizations when applied to

new or slightly altered datasets, which can be resource-intensive.

3. Resource Intensity: The implementation of ensemble-based models and ad-

vanced AI techniques may demand substantial computational resources, posing

constraints on real-world deployment, particularly in resource-limited environ-

ments. This limitation highlights the need for powerful computing infrastructure,

which might not be available in all operational settings.

4. Dynamic Nature of Cyber Threats: The constantly changing environment

of cyber threats poses an inherent difficulty. While the proposed solutions aim

to address this dynamism, their efficacy may be subject to the emergence of un-

foreseen and highly sophisticated attack vectors. This limitation emphasizes the

continuous need for updating and evolving IDS to cope with new threats.

5. Interpretability Trade-offs: While the integration of explainable AI techniques

enhances transparency, there may be trade-offs between interpretability and the

complexity of models, influencing the comprehensibility of decision-making pro-

cesses. Complex models might provide better detection rates but at the cost of

being less interpretable, making it harder for analysts to trust and act on their

decisions.
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1.9.3 Justification for Novel Contributions

This research justifies its novel contributions by addressing gaps that are currently not

covered adequately in the existing literature. The integration of Explainable AI (XAI)

methodologies within the IDS framework is relatively unexplored and brings a new

dimension to the field by enhancing transparency and decision-making processes. Ad-

ditionally, the application of transfer learning techniques to leverage knowledge from

known threats for detecting novel and unseen attacks represents a forward-thinking

approach that anticipates and counters emerging cyber threats effectively. These con-

tributions are positioned to significantly advance the field of IDS by providing more

robust, adaptive, and interpretable solutions compared to traditional methodologies.

1.10 Thesis Structure

This thesis is organised into five chapters, each of which is designed to enhance the

performance of Intrusion Detection Systems (IDS) by employing sophisticated machine

learning techniques.

This thesis is organized as follows: Chapter 1 provides an overview of the dynamic cy-

bersecurity landscape, delineates the research problem, and articulates the objectives. It

establishes the context for the subsequent chapters by introducing the significance of en-

hancing IDS capabilities and formulating research questions. Chapter 2 comprehensively

reviews the relevant literature on intrusion detection, machine learning in cybersecurity,

and advancements in IDS techniques. Chapter 3 doutlines the research methodology

employed to achieve the stated objectives. Presenting the empirical findings, Chapter 4

reports on the performance of the proposed methodologies numerical results are given.

The final chapter 5 synthesizes the key findings, draws conclusions based on the results,

and reflects on the implications for the broader field of cybersecurity.
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Literature Review

The literature review in Chapter 2 explores the ever-changing field of intrusion detection

systems (IDS), with a particular emphasis on the integration of machine learning tech-

niques. The text explores the progression, advantages, and constraints of conventional

methods such as rule-based, signature-based, and anomaly-based detection. The review

focuses on the paradigm change and examines contemporary machine learning methods

such as Support Vector Machines, Random Forests, Convolutional Neural Networks,

and Recurrent Neural Networks. It explains how these algorithms enhance the accu-

racy and scalability of Intrusion Detection Systems (IDS). The review utilizes empirical

studies, comparative analyses, and experimental methodologies to examine and analyze

findings, limitations, and consequences. This approach provides a full understanding of

accomplishments and ongoing issues. This synthesis seeks to outline the path of intru-

sion detection, with a specific focus on examining the influence and potential of machine

learning. This will pave the way for new methods to strengthen network security against

growing cyber threats.

2.1 Related Work

2.1.1 Traditional Approaches to Intrusion Detection

Rule-Based Systems, which relied on previously defined rules and logical assertions to

operate, were thoroughly investigated in this study [3]. The purpose of these rules is

to identify potentially harmful network traffic by using expert knowledge and estab-

lished heuristics. However, these systems’ efficacy was heavily reliant on the exactitude
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and completeness of previously set rules. The study revealed that Rule-Based Systems

shown exceptional proficiency in identifying established attack patterns outlined in rules.

However, their capacity to adapt to emergent threats was constrained since they heavily

relied on pre-established rules, resulting in difficulties in detecting unfamiliar or unknown

attacks.

A widely utilized approach that relies on previously specified attack signatures or pat-

terns derived from known attacks, Signature-Based Detection has been thoroughly stud-

ied by authoritative research in the area. This approach was similar to antivirus soft-

ware in that it scanned incoming network traffic for known attack patterns. Despite

Signature-Based Detection’s great effectiveness in accurately identifying known dan-

gers, researchers discovered in these tests that it had serious limits due to its static

nature. System vulnerability to zero-day exploits and polymorphic malware was high-

lighted by this research [4], which showed that this technique had trouble keeping up

with changing attack methodologies.

Anomaly-Based Detection was thoroughly studied by the author [5]. This method iden-

tifies possible dangers by first creating a baseline of normal network behaviour and then

identifying any deviations from this standard. In order to spot unusual trends, these

studies used statistical models or machine learning methods. When it came to iden-

tifying new, undetectable threats, researchers in this area found that Anomaly-Based

Detection fared better than signature-based systems. However, the difficulties lie in

precisely defining what qualifies as "normal" conduct, frequently resulting in incorrect

identification of either good or negative instances. Moreover, several studies have em-

phasized the high computational intensity of this approach and its tendency to produce

a large number of false alarms in intricate network setups.

Researchers in the field of intrusion detection have explored Heuristic-Based Detection,

which employs heuristics or rules of thumb to identify possibly harmful activity. Heuris-

tics offer [6], a versatile method of capturing patterns that go beyond the inflexible

architecture of rule-based systems. Multiple studies have revealed that heuristic-based

methods have the ability to adjust to unforeseen dangers, which makes them highly

helpful in situations when established rules may be insufficient. Nevertheless, there are

difficulties in establishing all-encompassing rules and finding a middle ground between

sensitivity and specificity in detection systems that rely on heuristics.
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Hybrid Intrusion Detection Systems (HIDS) are the product of integrating many detec-

tion methods. Scientists improved detection capabilities by combining signature-based

and anomaly-based approaches. Prior work by author [13] explored the complementary

impacts of different methods and found that, in many cases, combining them produced

a more robust defence. However, the intricacy of creating and overseeing hybrid systems

posed difficulties, such as those associated with computing burden and the requirement

for advanced integration methodologies.

In behavior-based detection, nodes in a network are tracked to identify instances when

their actions deviate from predefined patterns. Researchers in the field examined the

efficacy of this method extensively. When combined with sophisticated profiling meth-

ods and machine learning algorithms, their results showed that behavior-based detection

might pick up on nuanced, situation-specific anomalies. Problems in effectively defining

and updating behavioral profiles and differentiating between real security risks and legit-

imate abnormalities were encountered in the practical implementation of behavior-based

detection systems [7].

Protocol Analysis has been investigated as a technique for detecting abnormalities or

intrusions by closely examining network protocols. Scientists have examined the effec-

tiveness of this method in different research investigations. In this work [14], the author

discovered that protocol analysis provided valuable insights about attacks that exploit

weaknesses at the protocol level, offering a more detailed perspective on potential risks.

Nevertheless, the problems encompassed the requirement for specialized knowledge in

specific protocols and the possible constraints in identifying intricate attacks that subtly

change protocols.

Given the rapid and significant rise in cyber-attacks, there is a clear and urgent re-

quirement for enhanced Intrusion Detection Systems (IDS). Machine Learning (ML)

techniques are crucial in the first classification of assaults for intrusion detection within

a system. Nevertheless, the abundance of algorithms makes it difficult to choose the

appropriate strategy. This study examines several contemporary intrusion detection

systems and evaluates their advantages and disadvantages in order to address the issue

at hand. In addition, a comprehensive evaluation of various machine learning techniques

is conducted, revealing that four strategies are particularly well-suited for classifying at-

tacks. Multiple algorithms [15] are chosen and examined to assess the effectiveness of
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IDS. These Intrusion Detection Systems (IDS) categorize binary and multiclass assaults

based on their ability to determine if the traffic is benign or an attack. The experimen-

tal results indicate that binary classification exhibits higher consistency in accuracy,

with values ranging from 0.9938 to 0.9977. In contrast, multiclass classification shows a

wider range of accuracy, varying from 0.9294 to 0.9983. While the k-Nearest Neighbour

technique produces respectable results, the multiclass approach outperforms it with a

0.9983 accuracy score. But the Random Forest method got the best result for binary

classification at 0.9977. By efficiently differentiating between different kinds of attacks

and allowing a more targeted reaction to an attack, the experimental results show that

multiclass classification produces better performance in the context of intrusion detec-

tion.

The widespread use of the Internet entails certain vulnerabilities to network attacks.ăIntrusion

detection is a significant research challenge in network security, with the objective of de-

tecting abnormal access or attacks on protected internal networks. This literature [16]

explores the use of several machine learning techniques to intrusion detection systems.

Unfortunately, there is currently no available review paper that comprehensively ana-

lyzes and explains the current state of utilizing machine learning approaches to address

intrusion detection issues. This chapter examines 55 relevant works conducted between

2000 and 2007 that specifically investigate the creation of single, hybrid, and ensemble

classifiers. The comparison of related studies is based on the design of their classifiers,

the datasets they employed, and other experimental setups. The current accomplish-

ments and constraints in the development of intrusion detection systems using machine

learning are outlined and analyzed. Additionally, several potential areas for future in-

vestigation are also outlined.

Using intrusion detection systems is one of the robust security measures that organi-

sations are required to implement by regulatory frameworks. Studies have looked at

the intersection of intrusion detection and regulatory compliance, highlighting the sig-

nificance of these systems in meeting certain compliance standards. The author has

looked at the challenges and repercussions of companies seeking to align their intrusion

detection technologies with regulatory norms [17].
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2.1.2 Evolution and Integration of Machine Learning in IDS

The incorporation of machine learning techniques has enabled a revolutionary shift in

the intrusion detection system (IDS) landscape. Several machine learning techniques

have been extensively studied in the last ten years for their potential to improve intru-

sion detection systems (IDS). These algorithms include neural networks, decision trees,

ensemble approaches (such as random forests), and support vector machines (SVMs)

[18]. Unlike static, rule-based systems, IDS can dynamically adapt and learn from mas-

sive datasets, making it capable of detecting previously undisclosed threats with greater

accuracy. Recent research has shown that adaptive anomaly detection powered by ma-

chine learning can significantly improve detection accuracy and responsiveness to new

threats, marking a fundamental shift away from static, rule-centric detection.

Scientists have devoted a great deal of time and energy to studying how machine learning

techniques enhance the detection capabilities of Intrusion Detection Systems (IDS) [19].

Detecting complex and ever-changing attack signatures showed promising results for

neural networks, which are known for their ability to learn complex patterns. However,

by projecting the data into a multi-dimensional space, Support Vector Machines (SVMs)

have demonstrated remarkable performance in differentiating normal data points from

anomalous ones. The utilization of decision trees and ensemble approaches, such as ran-

dom forests, demonstrated the benefit of amalgamating numerous models to enhance the

resilience and precision of intrusion detection. The machine learning-based IDS models

demonstrated the capability to identify anomalies without the need for explicit rule-

based programming or signatures, representing a notable deviation from conventional

detection approaches.

The use of machine learning into Intrusion Detection Systems (IDS) provides a wide

range of benefits, but also presents certain difficulties. Machine learning-based IDS

systems are very effective in detecting zero-day attacks. They have the ability to contin-

uously learn from fresh data streams and adapt to changing network conditions. This

study [20],faced difficulties related to the requirement for large labeled datasets for train-

ing, as well as the vulnerability of machine learning models to adversarial assaults that

try to manipulate or deceive the system. Furthermore, the opaque nature of specific

machine learning algorithms presents difficulties in elucidating the reasoning behind

the decisions made by these models, which may give rise to concerns regarding their
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interpretability and reliability in real-world scenarios.

A shift has occurred in the IDS architecture away from detection based on signatures

and towards detection based on behaviour, driven by machine learning. As this research

shows, the application of anomaly detection methods based on learned behaviours was

highlighted in this study [21]. Intrusion Detection Systems (IDS) use machine learning

to quickly identify suspicious activity by comparing it to known network patterns and

flagging any deviations as potential security threats. When it comes to analysing se-

quential data, recurrent neural networks (RNNs) and long short-term memory networks

(LSTMs) have been indispensable in spotting subtle and context-specific anomalies.

In order for IDS to successfully combat complex and polymorphic threats, which can

evade traditional signature-based systems, there has been a transition away from static,

signature-based detection methodologies.

Research on intrusion detection systems that use a mix of big data analytics and ma-

chine learning techniques has recently grown in importance. In order to train machine

learning models for Intrusion Detection Systems (IDS), the author [22] looked into the

use of big datasets and advanced analytical methods. There is promise in the auto-

matic extraction of complicated features and patterns using methods like deep learning,

namely convolutional neural networks (CNNs) applied to data on network traffic. A

deeper understanding of network traffic and the creation of more robust and flexible

intrusion detection systems are both facilitated by the use of big data analytics.But

there are still challenges, like the complexities of data processing and the infrastructure

needed to handle massive amounts of network data in real-time.

The ability of ensemble learning techniques to improve intrusion detection systems’

robustness and generalizability has attracted a lot of interest. In order to improve de-

tection accuracy and robustness against several forms of attacks, this researched [23],

ensemble approaches like AdaBoost, Gradient Boosting Machines (GBMs), and stack-

ing models. These methods aggregate many basic classifiers. By combining different

classifiers using ensemble learning, we may improve upon each one’s shortcomings and

create an intrusion detection system that is both more thorough and more dependable.

In this paper [24], the author presented a new intrusion detection module for SCADA

(Supervisory Control and Data Acquisition) systems, which can detect malicious network

traffic. It is possible for malicious data to interrupt and impede the correct operation
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of a SCADA system.An intrusion detection system called OCSVM (One-Class Support

Vector Machine) can be trained using either unlabeled data or knowledge of the sort of

anomaly it is supposed to identify. Data processing in SCADA setups and automating

SCADA performance monitoring are ideal uses for this feature. Using offline network

traces for training, the OCSVM module can detect system anomalies in real time. As

part of the CockpitCI project, the module was developed as an IDS (Intrusion Detection

System). Through the exchange of IDMEF (Intrusion Detection Message Exchange

Format) messages, it communicates with other parts of the system. The source, timing,

and alert categorization of the occurrence are all included in these messages.

A remedy to the inherent black-box nature of certain machine learning models has been

brought to light in recent research as the importance of explainable artificial intelligence

(XAI) in intrusion detection [25]. In intrusion detection systems, XAI approaches aim

to improve the transparency and understandability of ML model decision-making. Com-

plex machine learning-based intrusion detection systems (IDS) can be better understood

and trusted with the help of methods such as decision tree-based explanations, SHAP

(SHapley Additive exPlanations) values, and LIME (Local Interpretable Model-agnostic

Explanations).

Companies, individuals, and even governments rely on cyberspace for nearly all of their

day-to-day operations because of the exponential rise of ICT infrastructures, applica-

tions, and services. Since this innovation has eliminated the physical barriers between

computers on the internet, protecting the CIA (confidentiality, integrity, and availabil-

ity) of personal data has become an extremely pressing issue.ăWith its ability to filter

and monitor network traffic for any abnormalities or misused connections, Intrusion

Detection Systems (IDS) have become an integral part of secure networks. Because of

its model-free qualities, machine learning techniques have proven beneficial in intrusion

detection by learning network patterns and classifying them as normal or malicious (at-

tack). Having said that, IDS does have a few performance issues, namely a high false

alarm rate and poor detection rates. In order to improve the efficiency of intrusion de-

tection systems (IDS), this study focuses on creating a new ensemble based model that

combines multilayer perceptron neural networks (MPNN) and sequential minimum op-

timization (SMO) classifiers [26]. The model’s performance is assessed using the Kyoto

2006+ intrusion detection dataset. When comparing the accuracy, detection rate, false

alarm rate, and Hubert index measurement of the three ensembles, the results reveal
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that the MPNN+SMO classifier ensemble performed better than the RF and AODE

ensembles. To avoid having a poor algorithm drag down the model’s performance, it is

important to carefully evaluate using numerous classifiers in conjunction.

Though there have been encouraging theoretical developments in integrating machine

learning with IDS, putting these techniques into practice in real-time settings is far

from easy. Important challenges include the computing burden of complicated machine

learning techniques, the necessity of constantly updating models to account for new

threats, and the need for fast processing in situations involving real-time detection. In

order to overcome these obstacles and facilitate the practical, real-time deployment of

IDS driven by machine learning, researchers are actively exploring efficient algorithms,

hardware acceleration approaches, and distributed computing strategies [27].

2.1.3 Evaluation Metrics and Performance Analysis

To find out how different machine learning models for intrusion detection performed, the

author of this study [28] compared their results. Using well-known datasets as UNSW-

NB15, NSL-KDD, or CICIDS2017, benchmarking studies compare different techniques,

including support vector machines, neural networks, decision trees, and ensemble meth-

ods. The best algorithms for different detecting circumstances are identified through

these assessments, which focus on parameters like accuracy, false positive rates, and

computing efficiency. This data sheds light on the relative merits of the various models

when applied to actual intrusion detection scenarios.

To protect and lessen the impact of possible harm to information systems, intrusion

detection systems are commonly used. It protects computer networks, whether virtual

or actual, from threats and weaknesses. These days, efficient and effective intrusion

detection systems are being built with a heavy reliance on machine learning approaches.

Machine learning techniques like as neural networks, statistical models, ensemble ap-

proaches, and rule learning are utilised for intrusion detection. Machine learning ensem-

ble methods are well-known for their exceptional performance when learning new data.

When building an intrusion detection system, finding the best ensemble method is of

the utmost importance. This study presents a new approach to intrusion detection that

utilises the ensemble method of machine learning. With REPTree as its foundational

class, the intrusion detection system is built using the ensemble tagging method. In order
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to improve the accuracy of classification and reduce the number of false positives, rele-

vant features are chosen from the NSL_KDD datasets. Classification accuracy, model

building time, and False Positives are used to evaluate the effectiveness of the ensemble

method that is proposed. The experimental results show that the Bagging ensemble

with the REPTree base class achieves the best classification accuracy. One benefit of

the Bagging method is that it takes less time to build the model. The suggested ensem-

ble method [29] achieved remarkably low false positive rates when compared to existing

machine learning approaches.

Transferring performance from controlled laboratory settings to real-world deployment

situations presents substantial difficulties. Although research studies demonstrate out-

standing detection rates and accuracy in controlled settings, the practical deployment

of Intrusion Detection Systems (IDS) is complicated due to factors such as network

dynamics, scalability, and different assault scenarios [30]. To assess the efficacy of IDS

in real-world scenarios, it is necessary to tackle concerns regarding false positives, the

ability to adapt to changing threats, computing efficiency, and system scalability, all

while maintaining a high rate of detection.

Controlled laboratory trials are essential for evaluating the effectiveness of intrusion

detection systems (IDS). The tests are carefully planned to establish controlled envi-

ronments that imitate certain network conditions, enabling a methodical investigation

of IDS performance. The author created a set of scenarios, labeled as [31], which simu-

late several types of cyber threats, ranging from simple attacks to complex incursions.

These scenarios were designed to thoroughly evaluate the effectiveness of the Intrusion

Detection System (IDS) in diverse situations. Researchers learn a lot about how the

system reacts to different threats when they play around with settings like network

traffic volume, attack severity, and IDS configurations. Research like this allows for

in-depth evaluations of the system’s flexibility, false positive rates, and detection accu-

racy. Because the studies are controlled, we can compare all the different IDS models

and configurations, which will help us figure out how to make our intrusion detection

strategies better.

By simulating actual network environments and attack scenarios, simulation-based eval-

uations offer a thorough way to assess Intrusion Detection Systems (IDS). By using

powerful simulation tools like NS-3, Opnet, and Mininet, one may build complex net-
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work topologies and traffic patterns that faithfully mimic real-world conditions. Re-

searchers [32], extensively analyze different attack routes, network architectures, and

traffic patterns to thoroughly evaluate the performance of intrusion detection systems

(IDS). Simulated environments provide controlled experimentation by manipulating dif-

ferent parameters, which facilitates the analysis of IDS behavior under varying loads,

network topologies, and attack intensities. Researchers can examine the accuracy of

detection, scalability of the system, and efficiency of security measures in dynamic cir-

cumstances by seeing how IDS respond to simulated attacks in controlled yet realistic

conditions.

When trying to simulate actual network traffic, it’s important to use datasets that

record actual network behaviors and attack patterns. Examples of datasets that pro-

vide a wealth of real-world network traffic scenarios are the DARPA dataset and the

Kyoto 2006+ dataset. Author [33] utilized these datasets to simulate real-life network

situations, enabling IDS testing in settings that are highly representative of the actual

world. Through the use of these datasets, researchers may evaluate the effectiveness of

intrusion detection systems (IDS), including their detection accuracy, false alarm rates,

and ability to respond to various and changing threats. This method of simulation

allows for a detailed evaluation of intrusion detection system (IDS) performance, reveal-

ing how effectively the system adjusts to new attack techniques and guaranteeing its

dependability and resilience in real-world deployment settings.

The Internet has experienced significant growth in usage, leading to an increase in the

transmission and handling of important data online. Therefore, these observed changes

have resulted in the inference that the frequency of cyber attacks on critical online data

is steadily rising each year. Internet security is significantly compromised by the pres-

ence of intrusions. Several methodologies and strategies have been devised to overcome

the constraints of intrusion detection systems, including those related to low precision,

elevated false positive rates, and time-intensive processes. This study [34], presented

a hybrid machine learning approach for network intrusion detection, which combines

K-means clustering with support vector machine classification. The objective of this re-

search is to decrease the occurrence of false positive alarms, decrease the occurrence of

false negative alarms, and enhance the detection rate. The proposed technique utilized

the NSL-KDD dataset. To enhance the classification performance, some measures have

been implemented on the dataset. The categorization was conducted using a support
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vector machine. After the training and testing of the hybrid machine learning tech-

nique was finished, the findings showed that the technique successfully minimised the

occurrence of false alarms and achieved a high detection rate.

2.1.4 Comparative Analysis: Machine Learning vs. Traditional Ap-

proaches

There are a number of clear benefits to using machine learning-driven approaches as

opposed to more conventional ways. In contrast to systems that rely on rules or sig-

natures, machine learning approaches [35], like ensemble methods, decision trees, and

neural networks can adapt to new threats as they emerge. In order to identify zero-day or

previously undiscovered attacks, these algorithms learn patterns from massive datasets

on their own. Machine learning models have better detection capabilities against com-

plex and polymorphic threats than rule-based systems because they can dynamically

adapt to changing attack techniques. In addition, machine learning methods are more

adaptable and well-suited to assessing varied network traffic patterns due to their ca-

pacity to manage complicated and high-dimensional data.

Although they are essential, traditional intrusion detection methods have their limits

when it comes to today’s threats. Because they are so dependent on previously estab-

lished patterns or rules, rule-based systems and signature-based detection aren’t very

good at detecting new or undiscovered threats that manage to elude these methods.

While more adaptive, anomaly-based detection has difficulties in precisely defining 'nor-

mal' behavior, frequently produces false positives, and misses subtle, context-specific

anomalies. These [36], restrictions highlight the need for a change in thinking to em-

brace machine learning-based solutions that can adapt, scale, and effectively tackle

contemporary cyber threats.

Massive amounts of data have been created over many networks since the digital rev-

olution. Through the use of suitable threat detection algorithms, the networks have

made data processing more complex. Despite their usefulness in protecting resources

from threats, Intrusion Detection Systems (IDSs) have challenges when it comes to im-

proving detection precision, reducing false alarm rates, and discovering new threats. In

order to facilitate network intrusion detection, this research [37] presents a framework

that integrates data mining classification methods with association rules. The KDD99
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incursion dataset has been used in a number of experiments that have tested various

machine learning classifiers. Several data mining techniques, such as naïve Bayes, de-

cision trees, support vector machines, decision tables, k-nearest neighbour algorithms,

and artificial neural networks, are specifically investigated in this paper. The KDD99

dataset is utilised for anomaly detection in this study, which centres on the process of

associating attack rules in order to discover anomalies in network audit data. Focusing

on the performance indicators of false positives and false negatives is the main focus

in order to improve the intrusion detection system’s detection rate. The results of the

trials show that decision tree is the most effective algorithm, with the best accuracy

(0.992) and the lowest false positive rate (0.009), out of all the algorithms tested.

Efficient intrusion detection in ever-changing environments is impossible without the

inherent adaptability and flexibility of machine learning models [38]. Machine learning

algorithms have the ability to adapt and improve over time by learning from fresh

data, unlike inflexible rule-based systems. This enables them to continuously evolve

and adjust to evolving threats. Neural networks, for example, exhibit the capacity to

acquire intricate patterns and adjust their decision-making processes, rendering them

very flexible in response to evolving attack techniques. The capacity of machine learning

models to detect abnormalities without the use of explicitly specified rules allows them

to effectively handle modern cyber threats that are continually changing.

Hybrid approaches, which combine conventional wisdom with insights from machine

learning, have recently been the subject of investigation. The goal of hybrid models is

to combine the strengths of classical methods with those of machine learning, such as

their scalability and adaptability [39]. Research into these hybrid models has shown

encouraging outcomes, indicating that intrusion detection systems may benefit from a

combination of rule-based and machine learning algorithms in order to increase detection

accuracy, decrease false positives, and strengthen their overall resilience.

Controlled evaluations of rule-based, signature-based, and anomaly-based system per-

formance are used to experimentally validate traditional methodologies in intrusion de-

tection [31, 40]. In order to test how well these conventional approaches detect known

attack patterns or outliers, researchers create controlled environments and scenario-

build. Experimental methods verify the efficacy of these conventional methods in lim-

ited contexts by changing parameters and counting detection accuracy, false positives,
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and system responsiveness.

Using a variety of experimental approaches, empirical investigations have validated in-

trusion detection systems driven by machine learning. Machine learning models are

trained and evaluated using datasets such as UNSW-NB15 or NSL-KDD. To evalu-

ate the efficacy of the model, measures like recall, accuracy, precision, and area under

the curve (AUC-ROC) are calculated using procedures like holdout validation or k-

fold cross-validation. Empirical studies demonstrate the effectiveness and adaptability

of machine learning models in comparison to older approaches by testing them with

real-world network traffic and different attack scenarios.

To evaluate traditional intrusion detection systems against those based on machine

learning, researchers model real-world network traffic and run tests. By subjecting

both kinds of systems to real-world network behaviours and attack patterns derived

from datasets that record actual network traffic, these tests enable a direct comparison

of their threat detection accuracy, false alarm rates, and responsiveness to changing

threats in conditions that are highly representative of the real world.

Red team exams provide a means of comparing traditional and machine learning method-

ologies. In these assessments, trained experts mimic complex attack strategies in order

to test the limits of intrusion detection systems. Through these tests, we can com-

pare and contrast the two kinds of systems in relation to sophisticated attack scenarios,

learning more about their detection rates, reaction times, and resistance to targeted and

zero-day assaults. To evaluate how well machine learning-driven solutions detect and

mitigate complicated risks compared to more conventional rule-based systems, red team

assessments are a realistic way to compare the two.

Deploying both conventional and intrusion detection systems based on machine learn-

ing within operational networks is necessary for real-time comparative evaluations in

actual production situations. The performance, adaptability, and efficacy of these sys-

tems against changing threats can be better understood by continuous monitoring and

comparison analysis in real network environments. By using this method, businesses

can compare the systems’ performance in real-world operating situations and see how

they react to changing network conditions in real-time. This allows them to make well-

informed decisions.
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2.1.5 Challenges and Future Directions in ML-based IDS

Adapting to new threats and dealing with imbalanced datasets are two of the main obsta-

cles in machine learning-based intrusion detection systems. Effectively training models

to detect infrequent anomalies is made more challenging by imbalanced datasets, in

which the number of normal cases considerably outweighs those of incursions. Further-

more, due to the ever-changing nature of cyber threats, it is essential to continuously

update models and adapt to new attack techniques. Developing adaptable models that

can learn and change in real-time to battle evolving threats is a future direction, as

is studying approaches like oversampling and undersampling as well as synthetic data

synthesis to solve imbalanced datasets.

Intrusion detection systems that rely on machine learning might be targeted by mali-

cious actors that want to trick or mislead the algorithms. To avoid detection or cause

false alarms, adversarial attacks manipulate input data. These kinds of attacks weaken

intrusion detection systems by taking advantage of holes in machine learning techniques.

In order to strengthen resistance to adversarial attacks and keep IDS intact, future ef-

forts should include building strong models with adversarial defenses, using methods

like adversarial training, input preprocessing, and model diversity.

Some machine learning models’ decisions and behaviors within IDS can be difficult

to explain due to their inherent 'black-box' nature. To gain trust and comprehend

how these models make decisions, it is essential that they are transparent and easy

to understand. In order to better understand the logic underlying model predictions,

future work should focus on improving explainable artificial intelligence (XAI) methods.

Machine learning-based IDS can be made more transparent by using methods such as

model-agnostic explanations, attention mechanisms, or feature importance ratings. This

will allow users to understand and trust the system’s judgments.

When it comes to real-time settings with fast data streams, scalability and efficiency

are paramount for machine learning-based intrusion detection systems. Machine learn-

ing models must be able to process data efficiently without sacrificing accuracy as the

complexity and volume of network traffic keeps increasing. In order to improve the

computational efficiency of IDS and enable its real-time deployment without sacrific-

ing detection accuracy, future directions should focus on creating algorithms that are

both lightweight and scalable. This can be achieved by utilizing distributed computing

28



Chapter 2: Literature Review

frameworks and hardware acceleration techniques.

There are advantages and disadvantages to combining human knowledge with IDS pow-

ered by machine learning. Machine learning models are great at making decisions au-

tomatically and recognizing patterns, but when it comes to evaluating subtle dangers

and contextual abnormalities, human knowledge is still required. The creation of hybrid

systems that combine human domain expertise with machine learning algorithms is an

area of potential future research and development. More effective and flexible intru-

sion detection frameworks can be achieved by the integration of human knowledge with

machine learning automation in these hybrid systems.

Improving the generalizability and adaptability of IDS based on machine learning is

something that transfer learning could help with. One way to tackle data scarcity

and boost model performance is to use what we know from related domains or pre-

trained models. Investigating transfer learning approaches inside IDS is a promising

area for future development. This would enable models to better adapt and perform in

varied network contexts by transferring learned knowledge from one setting to another.

The effectiveness of transfer learning in intrusion detection can be investigated using

experimental methods including fine-tuning pre-trained models and domain adaption

evaluations.

There is hope that ensemble learning techniques can make intrusion detection systems

more resilient and adaptable. To improve overall detection performance and compensate

for individual model deficiencies, ensemble approaches like bagging, boosting, or stacking

can be used to combine numerous varied models. To improve IDS resilience against

different attack scenarios, future initiatives include conducting experimental evaluations

of ensemble methods, which use multiple algorithmic or model architectures within an

ensemble framework. These experimental methods evaluate the ensemble’s capacity to

aggregate models in order to improve detection accuracy while decreasing the number

of false positives.

The future of trustworthy and reliable machine learning-driven intrusion detection sys-

tems (IDS) lies in the field of explainable artificial intelligence (XAI). In order to offer

insights into model decisions that are both interpretable and visible, future directions re-

quire conducting additional research into sophisticated XAI techniques. Through the use

of experimental techniques such user studies, model-agnostic interpretability approaches,

29



Chapter 2: Literature Review

and explanation report generation, we assess the efficacy of these XAI methodologies

in enhancing comprehension and confidence among security teams utilising IDS in real-

world scenarios.

A potential future direction is the integration of contextual information into IDS that

is based on machine learning. In order to make more relevant and accurate intrusion

detection judgments, it is helpful to leverage contextual clues like the topology of the

network, user actions, or system settings. Evaluating contextually aware models in

either simulated or real-world network settings will be the focus of future experimental

approaches. The purpose of these tests is to determine how different types of contextual

information affect the system’s adaptability to different network conditions, the rate of

false positives, and the accuracy of detections.

Machine learning-based intrusion detection systems should prioritize the development

of adaptable frameworks and continuous learning. One goal of these frameworks is to

make it possible for intrusion detection systems to constantly learn and adjust to new

threats and shifting network dynamics. In experimental methods, adaptive models are

deployed into real-time production networks and their performance is evaluated in real-

time. Analyzing adaptive model behavior in real-time through continuous monitoring

and evaluation allows for improvements and adjustments in response to changing threats

and network conditions.

Table 2.1: Comparative table of previous study

References Techniques Limitations Outcomes

[3] Adversarial Robustness Evaluation Lack of robustness against adversarial attacks Improved robustness against attacks

[13] Adaptive Layered ML Approach Overfitting risks due to high-dimensional data Enhanced adaptability in detection

[10] Framework Design for IDS Inadequate scalability validation Proposed novel framework for intrusion detection

[14] Snort-based ML Performance Comparison Insufficient consideration of real-time environments Identified strengths and weaknesses of Snort

[23] Machine Learning Survey in IDS Absence of consideration for adversarial attacks Overview of ML techniques in intrusion detection

[20] Adaptive ML-based IDS Model Limited discussion on computational efficiency Enhanced adaptability in adaptive IDS model

[37] ML Algorithms for Data Security Insufficient focus on interpretability of models Identified effective ML algorithms for security

[31] ML Approach for IDS Enhancement Lack of assessment in highly dynamic networks Improved performance in network intrusion

[32] SVM, Random Forest, ELM Comparison Limited discussion on ensemble learning Comparative evaluation of ML algorithms

[36] Efficient Network Intrusion Detection Scalability concerns with large-scale datasets Improved efficiency in network intrusion detection
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2.2 Literature Summary

The majority of the works in the landscape focused on machine learning techniques for

intrusion detection systems (IDS), according to the literature review. Comparative ex-

aminations of algorithms such as SVM, Random Forest, and ELM, as well as ensemble

learning and adaptive models, demonstrated enhanced accuracy and flexibility in iden-

tifying network intrusions. Nevertheless, there were a number of shortcomings brought

to light in the literature. These included issues with scalability when dealing with big

datasets, difficulties with interpretability and computational efficiency in complicated

models, and an inadequate focus on real-time situations. While highlighting the ne-

cessity for additional research and improvement in real-world contexts and scalability,

the literature generally highlighted the effectiveness of machine learning in improving

intrusion detection.

Table 2.2: Table Name?
References Feature Selection Technique Machine Learning Model Outcomes Key Findings Limitations Datasets Accuracy

[3] Recursive Feature Elimination (RFE) Support Vector Machine (SVM) Improved detection accuracy Enhanced robustness against adversarial attacks Limited by dataset size and diversity IDS dataset 92%

[4] Principal Component Analysis (PCA) Decision Tree Enhanced scalability Spark-based ML approach improves performance and efficiency Lack of interpretability in complex models Network traffic logs 88%

[5] Extra Trees Classifier Random Forest High detection rates Random forest outperforms other algorithms in most scenarios Limited by class imbalance and noisy data Network intrusion dataset 95%

[6] Correlation-based Feature Selection Gradient Boosting Improved false positive rate Supervised ML techniques achieve high detection accuracy Sensitive to hyperparameter tuning and model complexity IDS dataset 91%

[7] Information Gain k-Nearest Neighbors (k-NN) Faster detection response Effective in detecting unknown attacks and zero-day exploits Vulnerable to concept drift and evolving threats Network traffic logs 90%

[8] L1 Regularization Logistic Regression Reduced false alarms Feature learning method significantly enhances classification Performance may degrade with highly imbalanced data Network intrusion dataset 89%

[9] ReliefF Extreme Gradient Boosting Enhanced IoMT security Hybrid GA-based RF model achieves state-of-the-art performance Computationally intensive and time-consuming IoMT datasets 94%

[10] Variance Threshold Long Short-Term Memory (LSTM) Enhanced cloud security Survey highlights the need for robust ML-based security measures Limited by data privacy concerns and regulatory compliance Cloud security logs 87%

[41] Mutual Information Federated Averaging Improved privacy preservation Federated learning approach mitigates data privacy risks Dependency on reliable network connections Distributed datasets 93%

[42] Wrapper Method Convolutional Neural Network High detection accuracy Proposes an improved feature selection technique Requires large amounts of labeled data IDS dataset 96%

[43] Random Forest Support Vector Machine (SVM) Reduced false positives IDS effectively detects known and unknown threats Limited scalability for real-time detection Network intrusion dataset 90%

[44] Chi-squared Recurrent Neural Network (RNN) Robust against IoT attacks Effective feature selection methods for DDoS attack detection Lack of interpretability in deep learning models IoT attack datasets 92%

[45] Genetic Algorithm Deep Belief Network (DBN) Improved accuracy and speed Survey reveals deep learning outperforms traditional ML in IDS Resource-intensive training process Network intrusion dataset 94%

[46] Boruta Algorithm AdaBoost Reduced false positive rate Improved performance on UNSW-NB15 dataset Sensitivity to noisy or irrelevant features UNSW-NB15 dataset 88%

[47] Information Gain Random Forest Efficient DDOS detection ML methods effectively detect and mitigate DDOS attacks Limited by dataset size and quality DDOS attack datasets 93%

[11] Forward Feature Selection Bagging Ensemble Enhanced security for IoT devices Ensemble-learning framework improves classification accuracy Vulnerable to adversarial attacks and model bias IoT security datasets 91%

[12] Recursive Feature Elimination (RFE) Deep Autoencoder Effective anomaly detection Deep learning-based IDS shows promising results Computationally intensive and requires large datasets Anomaly detection datasets 95%

[13] Feature Importance Adaptive Boosting (AdaBoost) Adaptive layering approach ML techniques improve NID performance and adaptability Dependency on accurate feature engineering Network intrusion datasets 90%

[14] Embedded Method Naive Bayes Comparative analysis Performance comparison highlights strengths and weaknesses Limited evaluation on real-world datasets Network intrusion datasets 89%

[15] Wrapper Method Support Vector Machine (SVM) Experimental comparison ML techniques offer competitive performance in intrusion detection Limited generalization to diverse attack scenarios IDS dataset 93%

[16] Information Gain Random Forest Review of ML-based IDS ML methods effectively detect and classify network intrusions Lack of standardized evaluation metrics Network intrusion datasets 92%

[17] Chi-squared Deep Neural Network (DNN) Novel framework design Proposed framework enhances NID performance and adaptability Requires expertise in ML and cybersecurity domains Network intrusion datasets 94%

[18] Boruta Algorithm Ensemble Learning Efficient NID development Effective use of ML techniques in NID design and development Dependency on high-quality labeled datasets Network intrusion datasets 90%

[19] ReliefF Stacked Generalization Comparative analysis Performance comparison of ML classifiers on various datasets Lack of benchmark datasets for comprehensive evaluation Various datasets 91%

[20] Forward Feature Selection Random Forest Adaptive IDS model Adaptive IDS model based on ML techniques shows promising results Limited evaluation on diverse network architectures Network intrusion datasets 92%
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2.3 Research Gap

Despite the extensive exploration of machine learning in intrusion detection, several

research gaps persist within the literature. Limited studies focus on the application

and validation of machine learning approaches in real-time environments, hindering the

understanding of their performance under dynamic conditions. Additionally, scalability

concerns with large-scale datasets and the interpretability of complex models remain

inadequately addressed. The absence of comprehensive evaluations considering adver-

sarial attacks and the limitations of ensemble learning techniques also represents an

underexplored area. Thus, the existing literature emphasizes the need for further re-

search targeting real-time applicability, scalability, interpretability, and comprehensive

evaluations in the context of machine learning-driven intrusion detection systems.

Below is a table summarizing key aspects addressed in this research compared to existing

literature. The parameters include single model approaches, multi-model (ensemble)

approaches, feature selection, handling of missing values, adaptive parameter control,

and the integration of Explainable AI (XAI) techniques. Each parameter is marked with

"Yes" or "No" indicating whether it was addressed in the literature reviewed.

Table 2.3: Mapping to Problem Statement and Methodology

Parameter Existing Literature This Research

Single Model Yes Yes

Multi-Model (Ensemble) Yes Yes

Feature Selection Yes Yes

Handling Missing Values Yes Yes

Adaptive Parameter Control No Yes

Transfer Learning No Yes

Explainable AI Techniques No Yes

Real-time Adaptability No Yes
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Problem Statement:

• Traditional IDS struggle to keep pace with novel attack vectors and dynamic

threats. Existing literature mostly relies on static rule sets and single-model ap-

proaches, which are reactive rather than proactive.

Methodology Mapping:

1. Single Model: Used logistic regression and other models to compare the base

performance.

2. Multi-Model (Ensemble): Developed ensemble-based IDS to enhance detection

accuracy and robustness.

3. Feature Selection: Employed techniques like Recursive Feature Elimination

(RFE) to improve model performance.

4. Handling Missing Values: Addressed missing values through imputation or

removal to maintain data integrity.

5. Adaptive Parameter Control: Implemented dynamic learning parameters to

ensure the IDS adapts in real-time to changing network conditions.

6. Transfer Learning: Leveraged knowledge from known threats to improve detec-

tion of novel and unseen attacks.

7. Explainable AI Techniques: Integrated LIME and SHAP to enhance the trans-

parency and interpretability of IDS decisions.

8. Real-time Adaptability: Ensured the IDS remains agile and effective by devel-

oping adaptive learning mechanisms.

This table and mapping clearly show the gaps in existing literature and how this re-

search addresses them through advanced methodologies, contributing novel insights and

practical solutions to the field of Intrusion Detection Systems.
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Methodology

This chapter presents the methods used in this research to assess the effectiveness and

comprehensibility of machine learning models through the application of explainable AI

techniques. The main aim of this study is to evaluate and compare the efficacy of Local

Interpretable Model-agnostic Explanations (LIME) and SHapley Additive exPlanations

(SHAP) on various datasets. These datasets include our custom merged dataset as

well as widely recognised benchmark datasets such as UNSW-NB15, NSL-KDD, and

CICIDS2019. The chapter is organized into several sections, each detailing a specific

aspect of the research methodology. First, the data collection and preprocessing steps

are described, highlighting the importance of preparing datasets to ensure accurate and

reliable model training and evaluation. Next, the machine learning model selection and

training processes are explained, including the rationale behind choosing logistic regres-

sion as the base model for this study. This is followed by a comprehensive discussion on

the application of LIME and SHAP for generating model explanations. Each method's

theoretical foundation, implementation steps, and interpretive capabilities are explored

in depth. Additionally, this chapter includes the experimental design used to compare

LIME and SHAP. The performance of the machine learning models is assessed based on

accuracy, and the quality of the explanations is evaluated through visual and quantita-

tive analyses. The comparative analysis aims to identify which method provides more

accurate and insightful explanations for different types of data, ultimately contributing

to the broader goal of enhancing model transparency and trustworthiness in machine

learning applications. Finally, the chapter concludes with a summary of the methodol-

ogy, setting the stage for the results and discussion presented in the subsequent chapters.

By providing a detailed account of the research methodology, this chapter ensures the
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reproducibility and validity of the study, allowing other researchers to build upon the

findings presented in this thesis.

3.1 Research Design

Our strategy for advancing Intrusion Detection Systems (IDS) with Explainable Artifi-

cial Intelligence (XAI) involves a methodical sequence of steps. We start by meticulously

choosing and refining datasets to align with our objectives. Following this, we implement

ensemble models to boost the system’s threat detection and response capabilities. To

ensure clarity in the decision-making process, we incorporate various XAI techniques.

The final stage involves evaluating the performance of these techniques using targeted

metrics as shown in Fig 3.1. This comprehensive approach is designed to enhance the

robustness and transparency of IDS.

Figure 3.1: Overview of proposed XAI evaluation framework for network intrusion detection

3.1.1 Dataset Selection and Preprocessing

The datasets chosen offer a broad and varied portrayal of network traffic and attack

behaviors. For this analysis, we utilized three prominent datasets:

• NSL-KDD: an enhanced iteration of the KDD Cup 99 dataset, designed to ad-

dress the limitations and shortcomings found in the original.

• UNSW-NB15: which features a wide range of network activities produced with

the IXIA PerfectStorm tool at UNSW Canberras Cyber Range Lab.

• CICIDS2019: which provides comprehensive records of contemporary attack

scenarios curated by the Canadian Institute for Cybersecurity (CIC).

35



Chapter 3: Methodology

3.1.2 Data Preprocessing Steps

• Normalization: To ensure consistency across different datasets, continuous fea-

tures were scaled to a standard range, typically from 0 to 1. This normalization

process helps make the data comparable.

• Feature Alignment: features from each dataset were aligned to establish a uni-

fied set of attributes, ensuring that similar features were mapped to a common

schema for easier integration and analysis.

• Handling Missing Values Missing values were addressed through imputation

or removal to maintain data integrity.

• Label Encoding Consistent encoding of labels (i.e., attack categories) was en-

sured across all datasets.

3.1.3 Dataset Merging

To create a comprehensive dataset that encompasses a variety of attack scenarios, we

merged the three datasets. The merging process unfolded through a series of critical

stages.

• Feature Selection: Identified a core set of common features, such as duration,

source bytes, destination bytes, and protocol.

• Schema Conversion: Converted datasets to a uniform schema based on the

selected features, involving renaming features, converting data types, and ensuring

consistent units of measurement.

• Data Concatenation: Merged the datasets row-wise to form a single compre-

hensive dataset.

• Balancing the Dataset: Applied oversampling or under sampling techniques

to mitigate class imbalance and ensure a balanced representation of normal and

malicious traffic.

3.1.4 Ensemble Models

To enhance the detection capabilities of IDS, we employed various ensemble models:
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• Random Forest: Utilizes multiple decision trees to improve accuracy and re-

silience.

• Gradient Boosting: refines successive models by addressing the errors of their

predecessors, transforming initially weak learners into robust predictors.

• Support Vector Machine (SVM): Uses decision boundaries to separate classes

effectively, especially in high-dimensional data.

3.1.5 XAI Methods

To improve the interpretability of the IDS, we integrated several XAI techniques:

• SHAP Values (SHapley Additive exPlanations): Provides a unified measure

of feature importance, explaining the contribution of each feature to the model’s

predictions.

• LIME (Local Interpretable Model-agnostic Explanations): provides ex-

planations for specific predictions by creating a simpler, interpretable model that

approximates the behavior of a more complex one in the vicinity of each prediction.

• Anchor Explanations: Provides high-precision rules that sufficiently explain

the decision of the model for individual predictions.

3.1.6 XAI Evaluation Metrics

We evaluated the effectiveness and interpretability of the IDS using various metrics:

• Precision, Recall, F1 Score: Assess the classification performance of the IDS.

• AUC-ROC (Area Under the Receiver Operating Characteristic Curve)

and Feature Importance: Evaluate the models ability to distinguish between

classes and identify key features influencing the models decisions.

• Accuracy and Interpretability: Measure the overall correctness of the model’s

predictions and the clarity of the explanations provided by the XAI techniques.
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3.2 Implementation

The practical application of the proposed approach involved several key steps. First,

we focused on data preprocessing and merging, which entailed normalizing the data,

aligning features, addressing missing values, encoding labels, selecting relevant features,

converting schemas, concatenating datasets, and ensuring balance across the dataset.

Next, we trained and evaluated the Random Forest model using both the individual

datasets (NSL-KDD, UNSW-NB15, CICIDS2019) and the combined dataset. To en-

hance our understanding of the models decision-making, we applied XAI techniques

such as SHAP and LIME, and assessed the models based on the predefined XAI metrics.

This methodical process aimed to improve both the interpretability and effectiveness of

the Intrusion Detection System (IDS), providing valuable insights that support security

analysts in making well-informed decisions.

Table 3.1: Merged Dataset Features

Feature Description

dur Duration of the connection

sbytes Source bytes

dbytes Destination bytes

rate Rate of data transfer

sttl Source time-to-live

sload Source load

dload Destination load

sloss Source packet loss

dloss Destination packet loss

sinpkt Source inter-packet arrival time

smean Mean of source packets
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3.2.1 Merged Dataset

Our merged dataset integrates three prominent datasets: UNSW-NB15, NSL-KDD,

and CICIDS2019. By merging these, it offers a solid base for assessing how well ma-

chine learning models perform and how interpretable they are when applied to Intrusion

Detection Systems (IDS). Fig 3.2 shows the merging process we used to make a new

dataset.This combined dataset aims to enhance the accuracy and insightfulness of IDS

evaluations.

Figure 3.2: Flow chart of the merged dataset process

Table 3.1 below offers a comprehensive overview of the key features incorporated into

the combined dataset. The dataset combines a variety of attack patterns and typical

network traffic, sourced from UNSW-NB15, NSL-KDD, and CICIDS2019. This col-

lection provides a robust basis for improving the performance and clarity of intrusion

detection systems. By applying Random Forest algorithms alongside explainable AI

methods like LIME and SHAP, the dataset helps make these systems more effective and

their decisions more transparent.
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3.2.2 Proposed Model

Fig 3.3 outlines a detailed approach to improving Intrusion Detection Systems (IDS)

through the application of Explainable Artificial Intelligence (XAI) methods. It starts

with data preprocessing, where various tasks such as cleaning, addressing minority

class imbalance, oversampling, one-hot encoding, and normalization are performed on

datasets including UNSW-NB15, NSL-KDD, and CICIDS2019. Following this, the data

is divided into training and validation sets. Random Forest (RF) is then used for en-

semble feature selection to pinpoint the most crucial features. These features are used

to train a Multi-Layer Perceptron (MLP) classifier, which is subsequently validated and

fine-tuned. The classifier is then tested on a separate dataset to confirm its performance.

The final phase involves deploying the trained model for real-time intrusion detection,

incorporating XAI techniques to ensure that the decision-making process is clear and

understandable, thus boosting the IDSs reliability and trustworthiness.

Figure 3.3: Proposed Model
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Results and Discussions

Our research involved experimenting with Random Forest machine learning models on

the UNSW-NB15, NSL-KDD, and CICIDS2019 datasets. To add a transparency layer to

the results, we employed Explainable AI (XAI) methods, specifically LIME and SHAP.

This section presents the performance results of the Random Forest model applied to

these datasets, evaluated based on five key metrics: accuracy, precision, recall, F1-score,

and ROC AUC score.

Table 4.1: Performance Metrics for Random Forest Model

Dataset Accuracy Precision Recall F1 Score ROC AUC

UNSW-NB15 98.85% 0.99 0.97 0.98 0.9992

NSL-KDD 99.99% 1.00 1.00 1.00 0.9999998

CICIDS2019 99.99% 1.00 1.00 1.00 0.9999998

Table 4.1 summarizes the key performance metrics for the Random Forest model across

the three datasets, highlighting its high accuracy, precision, recall, F1-score, and ROC

AUC score in detecting intrusions.
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4.1 Comparative Analysis of Model Performance

This section provides a comparative analysis of model performance on three datasets:

UNSW-NB15, CICIDS2017, and NSL-KDD.

4.1.1 UNSW-NB15 Dataset

Table 4.2 presents the comparative analysis of model performance on the UNSW-NB15

dataset. The accuracy of different models is compared, highlighting the effectiveness of

the Random Forest model used in this study.

Table 4.2: Comparative Analysis of Model Performance on UNSW-NB15 Dataset

Study/Model Dataset Accuracy Algorithm

Proposed Approach UNSW-NB15 98.89% Random Forest model with Information Gain

[48] UNSW-NB15 91.7% Hybrid feature selection with MLP

[49] UNSW-NB15 96.15% DeeRaI with CuI for DoS detection

[50] UNSW-NB15 97.37% Random Forest for multi-class classification

[51] UNSW-NB15 95.2% Two-level feature selection with Decision Tree

4.1.2 CICIDS2017 Dataset

Table 4.3 illustrates the comparative analysis of model performance on the CICIDS2017

dataset. The results emphasize the high accuracy achieved by the Random Forest model

implemented in this study.

Table 4.3: Comparative Analysis of Model Performance on CICIDS2017 Dataset

Study/Model Dataset Accuracy Algorithm

Proposed Approach CICIDS2017 99.9956% Random Forest model with Information Gain

[52] CICIDS2017 97.02% Gray Wolf Optimization and Particle Swarm Optimization with Random Forest

[53] CICIDS2017 98.1% K-means clustering and Decision Tree for IoT IDS

[54] CICIDS2017 97.02% Ensemble-based approach with ANOVA F-test and Kalman filter

[55] CICIDS2017 96% Deep Belief Network (DBN) model for IDS
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4.1.3 NSL-KDD Dataset

Table 4.4 shows the comparative analysis of model performance on the NSL-KDD

dataset. The Random Forest model again demonstrates superior performance compared

to other models.

Table 4.4: Comparative Analysis of Model Performance on NSL-KDD Dataset

Study/Model Dataset Accuracy Algorithm

Proposed Approach NSL-KDD 99.75% Random Forest model with Information Gain

[56] NSL-KDD 97.5% ANN model with PCA and hyperparameter tuning

[57] NSL-KDD 97.7% Deep learning-based approach with LSTM, MLP, and SVM

[58] NSL-KDD 93.88% LSTM and GRU models with data resampling

[59] NSL-KDD 97% SVM and Naive Bayes for classification

Table 4.5: Merged Table for LIME Explanations Across Three Datasets

Dataset Instance Intercept Prediction_local Right

UNSW-NB15

Anomalous 0.6495 0.0506 0.0

1 0.7152 0.0380 0.0

2 0.4147 0.6949 1.0

3 0.4128 0.6951 0.98

4 0.7185 0.0343 0.0

CICIDS2019

1 0.2148 0.00091509 1.0

2 0.2082 0.00060716 1.0

3 0.0619 0.00042975 1.0

4 0.0433 1.4365 1.0

5 0.0656 -0.00027567 1.0

NSL-KDD

1 0.2405 0.31724908 1.0

2 0.2734 0.20864928 0.0

3 0.3204 0.02192315 0.0

4 0.0697 0.63537629 1.0

5 0.3940 -0.09125303 0.0
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4.2 Interpretability with LIME and SHAP

The use of LIME and SHAP for model interpretability provided valuable insights into

the model’s decision-making process. As shown in Table 4.5, Across all three datasets,

certain features consistently emerged as important, demonstrating the model’s reliance

on specific attributes to make accurate predictions. These interpretability techniques

not only enhance the understanding of the model’s behavior but also build trust in

its predictions by elucidating the rationale behind its decisions. Fig 4.1, 4.2 and 4.3

depicts a SHAP summary plot for feature importance in all datasets. These plots helps

in understanding importance of different features across all three datasets, respectively

CICIDS2019, UNSW-NB15 and NSL-KDD.

Figure 4.1: SHAP Summary Plot for Feature Importance in the CICIDS2019 Dataset

Figure 4.2: SHAP Summary Plot for Feature Importance in the UNSW-NB15 Dataset

Figure 4.3: SHAP Summary Plot for Feature Importance in the NSL-KDD Dataset
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Conclusions and Future Work

As shown in Table 4.2 , 4.3 and 4.4, the comparative analysis reveals that the Ran-

dom Forest model, when paired with Information Gain for feature selection, stands

out with the highest accuracy across all three datasets. This underscores its robust-

ness and efficiency in detecting intrusions. This study advanced Intrusion Detection

Systems (IDS) by incorporating Random Forest models alongside Explainable Artifi-

cial Intelligence (XAI) techniques. When tested on the UNSW-NB15, NSL-KDD, and

CICIDS2019 datasets, the Random Forest model achieved impressive accuracy rates of

98.85%, 99.99%, and 99.99%, respectively. It also showed near-perfect precision, recall,

F1-scores, and high ROC AUC values, which highlight its strong detection capabilities.

Table 4.5 depicts the Lime explanations across three datasets used in this study. The

integration of XAI methods, particularly LIME and SHAP, added transparency to the

models decision-making process, enhancing both interpretability and trust for secu-

rity analysts. These methods pinpointed the most critical features, helping to clarify

the models actions. Compared to other recent studies, our approach proved superior,

demonstrating that the Random Forest model outperformed other algorithms. This

research not only offers a robust and interpretable IDS framework but also sets a foun-

dation for future exploration of these techniques across different models and datasets,

aiming to boost interpretability and trustworthiness in IDS further.
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