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 Introduction 

 In the thirty years since its inception, the Internet has experienced remark-
able growth. What started in the 1970s as an experimental network con-
necting research and military networks has become a global network 
linking more than 1.6 billion users worldwide.  1   The Internet ’ s growth has 
been fueled by an unprecedented amount of innovation. Over the years, 
network engineers have developed numerous new physical networking 
technologies (including Wi-Fi and optical networking technologies) over 
which the Internet can run. The Internet now connects everything from 
sensors to supercomputers. A constant stream of new applications lets users 
do new things, or do them more effi ciently, making the Internet more 
attractive and useful to diverse users. As more and more users adopt them, 
these applications, the content they help produce and make available, and 
the new economic, social, cultural, and political practices they enable are 
transforming all areas of society. They change, for example, how fi rms can 
organize themselves, make their products, and interact with customers and 
with other fi rms. They increase the opportunities available to us, helping 
us to be more productive in our professional and private lives; to interact 
with relatives, friends, and strangers; to get to know them, communicate, 
or work with them; to educate ourselves using a variety of sources; and to 
participate in social, cultural, and democratic discourse. 

 The Internet ’ s growing size, its transition from a research network oper-
ated by public entities to a commercial network operated by commercial 
providers who need to make profi ts, and its transition from a network 
connecting a small community of users who trust one another to a global 
network with users who do not know one another and may even intend 
to harm one another put pressure on the Internet ’ s technical foundations. 
To deal with the impending shortage of Internet addresses, users and 
network providers deploy network-address translators that let several 
devices share the same address. To protect their networks against attacks, 
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organizations put fi rewalls that block potentially harmful applications at 
the borders of their private networks. To increase their profi ts, network 
providers use technologies that enable them to identify and control the 
applications and the content passing through their networks. 

 These changes violate the design principles on which the Internet origi-
nally was based. They are hotly contested in technical forums such as the 
Internet Engineering Task Force, which develops and maintains the core 
Internet standards. The debate has also reached the political arena: arguing 
that these changes will destroy the Internet as a platform for innovation, 
free speech, and economic growth, scholars, public-interest organizations, 
industry organizations, and companies have asked regulatory agencies and 
legislative bodies all over the world to step in and restore the benefi cial 
environment for innovation that the architecture of the Internet originally 
created.  2   In the United States, the debates over open access to broadband 
cable networks, over network neutrality, and over network management 
in broadband networks have all been shaped by such arguments.  3   

 Independent of attempts to solve problems within the framework pro-
vided by the existing Internet, a new generation of networking research 
projects has begun to contemplate how the Internet of the future should 
look. Many of these projects start from a clean architectural slate, essen-
tially creating a new Internet architecture from scratch. 

 In each of these cases, network engineers, legislators, and regulators face 
the same questions: How important are the design principles that shaped 
the Internet ’ s original architecture? Are the (proposed) deviations much-
needed improvements that refl ect changed technical or business require-
ments, or are we losing the very features that were central to the Internet ’ s 
success? 

 For regulators, the situation is even more complicated. Shouldn ’ t a 
technical issue such as how to best structure the architecture of the Internet 
be left to network engineers? And if certain architectures foster innovation 
more than others, why won ’ t the market create them? 

 This book aims to answer these questions. It examines how changes in 
the Internet ’ s architecture (that is, its underlying technical structure) affect 
the economic environment for innovation and evaluates the impact of 
these changes from the perspective of public policy. 

 The answers are not obvious. After decades of research on innovation, 
we understand how changes in laws, in norms, or in prices affect the eco-
nomic environment for innovation and how they affect innovators ’  deci-
sions to innovate. We lack a similar understanding of how architecture 
affects innovation. Just as the architecture of a house describes its basic 



Introduction 3

inner structure, the architecture of a complex system describes the basic 
inner structure of the system — its components, what they do, and how 
they interact to provide the system ’ s functionality. That such a technical 
structure may have economic consequences at all is a relatively recent 
insight.  4   Most people still think of architectures as technical artifacts that 
are relevant only to engineers. 

 Thus, understanding how the Internet ’ s architecture affects innovation 
requires us to think more generally about how architectures affect innova-
tion. How can the architecture of a complex system infl uence the eco-
nomic system in general, or an economic activity such as innovation in 
particular? Which features of an architecture affect the economic environ-
ment for innovation, and how do these features vary across different 
architectures or design principles? 

 The answers to these questions are relevant beyond the Internet. Since 
in most cases a system ’ s functional requirements determine the system ’ s 
architecture only in part, system architects have considerable latitude to 
choose different architectures, and this latitude allows them to consider 
other goals too. This freedom is particularly pronounced in software-
intensive systems that are less constrained by the laws of nature than the 
design of physical products is. In particular, if architectures have economic 
consequences, system architects can create architectures that prioritize and 
realize particular economic goals. 

 These insights open new opportunities for businesses, for law, and for 
public policy. Businesses may want to engage in  “ strategic design ”  by creat-
ing architectures that shape the competitive environment in their favor. 
In the future, being able to design architectures that further a fi rm ’ s 
strategic interests or knowing how to evaluate other fi rms ’  architectural 
strategies and react to them may be as important to a fi rm ’ s success in the 
marketplace as a fi rm ’ s ability to engage in more conventional forms of 
competition.  5   

 For law and public policy, the economic impact of architecture seems 
to be empowering and challenging at the same time. Traditionally, policy 
makers have used the law to bring about desired economic effects. Archi-
tecture may provide an alternative way of infl uencing economic systems. 
Apart from using architecture to realize their own economic goals, policy 
makers may have to constrain the extent to which private actors can use 
architecture to further their private economic interests. This is particularly 
relevant to communications policy, a fi eld in which certain architectures 
may seriously restrict regulators ’  ability to regulate at a later stage. More-
over, as communications networks continue to permeate more and more 
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sectors of the economy, the negative effects of an architecture that strongly 
favors a few economic actors may be particularly long-term and severe. 

 To exploit the effect of architecture on the economic system in practice, 
to design architectures that further our interests, or to understand what 
other people ’ s architectures may mean for us we need to understand 
exactly how an architecture infl uences the economic system and what 
features of an architecture we must tweak to create a specifi c economic 
effect. This book is a step toward that goal. 

 Overview of Chapters 

 Chapter 1 introduces a theoretical framework for understanding how 
architectures relate to economic systems and, more specifi cally, for under-
standing how architectures affect innovation. It explains architectures and 
design principles as concepts, and it highlights ways in which architectures 
infl uence economic systems and are infl uenced by them. In particular, the 
relationship between architectures and the economic system can be under-
stood within a broader framework that economists use to explain the evo-
lution of the economy as a whole. In this framework, the economic system 
evolves as economic actors pursue their own interests within a set of con-
straints, and as they act to change those constraints. Constraints delimit 
the options available to economic actors and infl uence the costs and ben-
efi ts associated with these options. Well-known constraints include prices, 
laws, norms, and the natural and technical environments in which eco-
nomic actors exist. Like these other constraints, an architecture can affect 
human behavior by imposing constraints on those who interact with the 
architecture or are exposed to it. Specifi cally, by imposing constraints on 
those who design, produce, and use a complex system, the architecture of 
the system (and the design principles that were used to create it) can infl u-
ence the economic system in which the system is developed, produced, 
and used. Different architectures may impose different constraints, which 
may result in different decisions by economic actors, which in turn 
may result in different fi rm and market structures and different levels 
of economic activity. And by changing existing architectures or creating 
new ones, economic actors can change the constraints that architectures 
impose. 

 Before we can understand how specifi c architectures constrain economi-
cally, we need to understand how they constrain technically. Part II of 
the book introduces the architecture we will use to study the effect of 
architecture on innovation — the original architecture that governed the 
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Internet from its inception to the early 1990s  6   — and the design principles 
that were used to create that architecture: modularity, layering, and the 
end-to-end arguments. 

 While network engineers agree that the end-to-end arguments are 
among the few architectural principles underlying the architecture of the 
Internet,  7   other scholars have offered widely differing and often contradict-
ing views on what the end-to-end arguments are, what they say, and how 
they relate to the architecture of the Internet. For example, some suggest 
that the end-to-end principle is  “ an important architectural principle that 
has governed the Internet since its inception ”   8  ; others say that  “ the end-
to-end principle simply does not dictate a robustly specifi ed functional 
design for the network ”   9   but  “ follows from (and is an articulation of) the 
implicit design principle inherent to the layers model of the TCP/IP pro-
tocol [ sic ] ”   10  ; still others argue that  “ the Internet was never wholly end-to-
end ”   11   and that the end-to-end argument  “ is not an organizing principle; 
. . . if it is a principle, it is probably not true, and . . . even if it is true, it 
is probably not useful. ”   12   In policy debates concerning the architecture of 
the Internet, opponents of regulation often argue that proponents of 
certain regulatory interventions (for example, of open-access rules or 
network-neutrality rules) have stretched the end-to-end principle beyond 
its original meaning.  13   Even networking engineers often disagree about 
whether a certain technical solution violates the end-to-end arguments or 
not. In view of the high level of confusion, I discuss the end-to-end argu-
ments and their relationship to the architecture of the Internet in detail. 

 My analysis yields an important insight: there is no single version of the 
end-to-end arguments, but two different ones that embody different rules 
for architectural design. The fi rst version, which I call  the narrow version , 
was presented by Jerome Saltzer, David Reed, and David Clark in the 1981 
paper in which the end-to-end arguments were fi rst named and identifi ed 
as a design principle  14  ; the second version, which I call  the broad version , is 
the focus of later papers by these authors.  15   The difference between the two 
versions is not immediately apparent, and Saltzer, Reed, and Clark never 
explicitly drew attention to the change in defi nition. There are, however, 
real differences in scope, content, and validity that make it necessary to 
distinguish between the two versions. At the same time, the silent coexis-
tence of two different design principles under the same name explains some 
of the confusion that surrounds the end-to-end arguments. 

 Chapter 2 describes the design principles that were used to create the 
original architecture of the Internet and highlights the trade-offs involved 
in each of them. Chapter 3 describes how these design principles shaped 
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the original architecture of the Internet. Chapter 3 also discusses some of 
the misconceptions surrounding the end-to-end arguments and their rela-
tionship to the architecture of the Internet. For example, scholars have 
argued that the end-to-end arguments rule out architectures that store state 
in the network, prohibit the provision of Quality of Service in the network,  16   
require the network to be simple, or constrain the design of applications 
by preferring certain application-management structures over others. 
Others have argued that the original architecture of the Internet was not 
based on the end-to-end arguments on the ground that the end-to-end 
arguments are no different from the layering principle, or on the ground 
that the original paper describing the end-to-end arguments was published 
after the original architecture of the Internet was developed, or on the 
ground that e-mail had a certain management structure. 

 To evaluate how the Internet ’ s architecture affects innovation, we must 
understand exactly how architecture constrains economic actors. How do 
design principles and the architectures they shape infl uence the costs and 
benefi ts associated with a given innovation? How do they affect who can 
design and build an innovation? Answering these questions is the goal of 
part III. Each chapter in that part focuses on a particular aspect of the 
relationship between architecture and innovation and explores it in detail. 
The resulting insights are then applied to assess how the Internet ’ s original 
architecture affects innovation. Although both versions of the end-to-end 
arguments shaped the original architecture of the Internet, only the broad 
version affects the economic environment for innovation. Therefore, parts 
III and IV focus on modularity, layering, and the broad version. 

 Chapter 4 explores how architecture infl uences the cost of realizing an 
innovation. It fi rst discusses the effect of architecture on the costs of inno-
vation in the context of modular and integrated architectures. Using the 
theory of real options, it explores the relationship between the costs of 
innovation implied by different architectures and the value of experimen-
tation under uncertainty. It shows how the different costs of change in 
modular and integrated architecture affect the option value of these archi-
tectures, and how these differences affect the willingness of component 
designers to take risks when designing their components. 

 Chapter 4 also explores how differences between alternative modular 
architectures infl uence the option value of comparable modules in these 
architectures. In particular, the analysis shows how differences in the costs 
of innovation with respect to a module, the nature of dependencies on 
that module, and the uncertainty surrounding a module may affect the 
level of investment and rate of change of that module in alternative archi-
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tectures. The chapter then uses these general insights about the effect of 
architecture on the costs of innovation and on the likelihood of innova-
tion to determine how specifi c design choices in the Internet ’ s original 
architecture affect these factors. It explores how the decision for or against 
the broad version of the end-to-end arguments infl uences the costs of 
developing applications, and how the decision for or against the use of 
relaxed layering with a portability layer affects the costs of developing the 
physical network technologies over which the Internet can run. It also 
highlights how these architectural choices infl uence the costs of produc-
ing, distributing or deploying innovations. 

 The fi nal subsection of chapter 4 explores how the Internet ’ s original 
architecture affects the rate of change at the Internet and transport layers. 
In recent years, the diffi culties associated with evolving the core of the 
Internet have received much attention in the networking community. My 
analysis traces these diffi culties to the deployment context of the com-
mercial Internet, which has made it much more diffi cult to change certain 
parts of the Internet ’ s architecture than a purely technical analysis of the 
structural dependencies within the architecture would suggest. On a more 
abstract level, the analysis shows how the deployment requirements 
implied by a network architecture interact with the economic system in 
which the network is used to constrain the evolution of the architecture 
beyond what a real-options analysis would predict. 

 Chapter 5 focuses on the implications of architectural choices for the 
organizational structures in which the development and production of the 
system — and subsequent innovation — can take place. The analysis shows 
how an architecture affects how a single fi rm that has designed an archi-
tecture can organize the subsequent development and production of com-
ponents to this architecture, and how the organizational options enabled 
by an architecture may ultimately infl uence the structure of the industries 
surrounding the architecture. Ultimately, these mechanisms determine 
whether independent economic actors other than the system ’ s architect 
can develop and produce new components for the system, both initially 
and later. The chapter then applies these insights to the original architec-
ture of the Internet. In particular, it discusses how that architecture affects 
who can develop new applications. In a network architecture based on the 
broad version of the end-to-end arguments, anyone who knows (or is 
willing to learn) how to program and has access to a computer connected 
to the Internet can develop new applications. An innovator does not have 
to be an employee of a fi rm or get outside funding to realize his or her 
idea for an application. As a result, the set of potential innovators is much 
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larger and more diverse than in network architectures that deviate from 
the broad version. 

 Chapter 6 explores how an architecture may affect the competitive 
strategies available to makers of complementary components. In particular, 
it analyzes how differences in a component ’ s ability to monitor and control 
the execution of neighboring components may affect the strategies avail-
able to the maker or the users of the controlling component, and how this 
infl uences what benefi ts makers of complementary components can expect 
to realize. Although the chapter explores the effect of a component ’ s ability 
to control other components in the context of the Internet ’ s original 
architecture, the underlying theoretical framework is general enough to 
apply to other architectures. The chapter shows how architectural differ-
ences between the Internet ’ s original architecture and a hypothetical archi-
tecture deviating from the broad version of the end-to-end arguments alter 
network providers ’  strategic options. It explores the conditions under 
which a network provider might have an incentive to discriminate against 
some applications, and it discusses recent instances of discrimination. This 
chapter also examines whether differences in market structure or laws may 
moderate the impact of architectural differences. It shows that network 
providers may have an incentive to exclude applications even if they face 
competition from other providers. The fi nal section explores the effect of 
architectural differences on network providers ’  pricing strategies, such as 
their ability to charge users application-specifi c prices or to charge the 
providers of applications or content for the right to gain access to the 
customers of an Internet service provider. 

 Applications are the transmission belts that transform the general 
functionality of the Internet — transporting data packets from one com-
puter to another — into something that creates value for users (and, in 
the process, creates value for society). Part IV of the book analyzes how 
changes in the architecture of the Internet affect the economic envi-
ronment for innovation in applications and evaluates the public-policy 
consequences. 

 Chapters 4 – 6 provide a variety of insights into the relationship between 
architectures and design principles, on the one hand, and the economic 
system, on the other hand, both on a general level and with respect to the 
original architecture of the Internet and the design principles that shaped 
it. Chapter 7 draws on those insights to summarize how increases in the 
amount of application-specifi c functionality in the network ’ s core change 
the economic environment for innovation at the application level. Thus, 
the chapter provides a framework in which the effects of deviations from 
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the broad version of the end-to-end arguments on application-level 
innovation can be assessed. It shows that as the amount of application-
specifi c functionality in the network increases, independent application 
developers ’  incentives to innovate are reduced. At the same time, the range 
of potential innovators decreases, while the locus of control over the devel-
opment and deployment of innovations in applications gradually shifts to 
the network owner. In addition, the chapter evaluates how such architec-
tural changes affect other characteristics of the economic environment for 
application-level innovation, including network owners ’  incentives to 
innovate at this level and the costs associated with adopting new or 
improved applications.  

 Chapter 8 explores the effect of these differences on the amount of 
application innovation that will occur under different network architec-
tures. In particular, drawing on theories of innovation and the histories 
of specifi c applications, chapter 8 examines how differences between 
decentralized and centralized environments for innovation and the asso-
ciated differences in the number and types of innovators may affect the 
amount, the quality, and the character of application-level innovation. 
In a network architecture based on the broad version of the end-to-end 
arguments, anyone with access to an end host and with the ability to learn 
a programming language is a potential innovator. Innovators indepen-
dently decide on their approaches to innovation; users independently 
choose which applications they want to use. In contrast, in architectures 
deviating from the broad version, network providers control which appli-
cations can be realized and used. At the same time, the set of potential 
innovators is smaller and less diverse; in the extreme case, network provid-
ers are the only remaining innovators. If there is uncertainty or consumer 
heterogeneity, a larger and more diverse group of innovators under an 
end-to-end architecture will produce more and better applications than a 
few network providers who control which applications are realized and 
used. If users ’  needs are heterogeneous, innovators in the end-to-end archi-
tecture will also produce more diverse applications that better meet users ’  
needs. 

 Chapter 9 assesses how the various network architectures relate to 
the public interest and to network providers ’  private interests. Whereas 
earlier chapters focused on how network architectures affect innovation, 
this chapter looks more broadly at the economic and non-economic con-
sequences of complying with or deviating from the broad version of 
the end-to-end arguments. The analysis shows that the public ’ s interests 
in network architecture diverge from the network providers ’  interests, 
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creating a market failure regarding the evolution of the Internet ’ s 
architecture. 

 The concluding chapter summarizes the book ’ s main arguments and 
discusses the implications of the book ’ s results for public policy and 
network design. 

 Overall, the book shows that the Internet ’ s original architecture was 
based on a design principle that I call  the broad version of the end-to-end 
arguments . This design fostered innovation in applications. Today, the 
Internet ’ s architecture changes in ways that deviate from this principle. 
These changes reduce the amount and the quality of application innova-
tion at signifi cant costs to society: As a general-purpose technology, the 
Internet does not create value through its existence alone. It creates value 
by helping users do what they want to do, or by letting them do so more 
effi ciently. Applications are the tools that let users realize this value. By 
reducing innovation in applications and limiting users ’  ability to decide 
how to use the network, these changes signifi cantly reduce the Internet ’ s 
usefulness and value for users, and, ultimately, for society as a whole. In 
addition, reducing innovation in applications limits the Internet ’ s ability 
to contribute to economic growth. Finally, the Internet ’ s ability to enhance 
individual freedom, its ability to provide a platform for better democratic 
participation, and its ability to foster a more critical and self-refl ective 
culture are tightly linked to features resulting from the broad version of 
the end-to-end arguments. By removing these features, the changes to the 
architecture also threaten the Internet ’ s ability to realize its social, political, 
and cultural potential. Though the broad version of the end-to-end argu-
ments also has social costs, they are not large enough to justify sacrifi cing 
the social benefi ts created by the broad version. 

 While public interests suffer, network providers benefi t from the changes. 
They control the evolution of the network, and it is highly unlikely that 
they will change course without government intervention. 

 Navigating the Book 

 The author of an academic book usually assumes that her readers know 
the relevant literature, and that she only has to add to it. I do not have 
this luxury. My argument crosses a number of disciplines and speaks to 
readers with a wide range of backgrounds. The book is designed to be 
accessible to all of them. In particular, one does not have to have a back-
ground in networking or in economics to understand it. As a result, the 
book is longer than it would be if it were targeted at readers in a single 
discipline, and it contains explanations that will be familiar to some 
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  Table I.1 
 The end-to-end arguments from a technical perspective.  

 Understanding the End-to-End Arguments  Pages 

 What are the two versions of the end-to-end arguments?  57 – 75, 377 – 379 

 What are the differences between the two versions, and why 
should we distinguish between the two? 

 75 – 81 

 What is the trade-off underlying the broad version?  68 – 75, 355 – 371 

 Does the broad version differ from the layering principle?  104 – 105 

 Does the broad version prohibit quality of service?  106 – 107 

 Does the broad version require the network to be stupid 
or simple? 

 107 

 Do the end-to-end arguments prevent state in the network?  105 – 106 

 Does the broad version make it more diffi cult (or even 
impossible) to make the network secure? 

 366 – 368 

 How can you deviate from the broad version? What does it 
mean to make the network more controllable or more opaque? 

 286 – 287 

 The End-to-End Arguments and the Architecture of the Internet  Pages 

 How have the two versions shaped the Internet ’ s original 
architecture? 

 90 – 103, 110 – 112, 
379 – 381 

 Is the Internet Protocol general enough?  142, box 4.3 

 How do the two versions relate to current developments in the 
Internet, such as the evolution of applications toward a more 
distributed structure or the proliferation of middleboxes? 

 383 – 387, 371 – 372 

 Is the trade-off underlying the broad version still appropriate 
today? 

 368 – 371, 355 – 356 

 Should the end-to-end arguments continue to guide the 
Internet ’ s architecture as a technical design principle? 

 388 – 389 

readers but not to others. For example, engineers will already know about 
modularity, the layering principle, and the architecture of the Internet, 
and lawyers, economists, and management scientists will already know 
how transaction costs infl uence the boundary choices of fi rms. I hope that 
my headings and introductions will help readers recognize things they 
already know and help them get to what they do not know. 

 The book can be read straight through, from cover to cover. But one 
may also follow some of the more specifi c conceptual threads that run 
through the book. The fi rst thread explores the end-to-end arguments 
from a technical perspective (   table I.1  ). The second thread analyzes the 
social value of architectures based on the broad version of the end-to-end 
arguments and the resulting policy implications (   table I.2  ).  17   The third 
thread explores aspects of the approach to  “ architecture and economics ”  
(   box I.1  ) advanced by the book. Within the framework described in 



  Table I.2 
 The social value of the broad version of the end-to-end arguments.  

 The End-to-End Arguments and Their Relationship to the Internet ’ s 

Original Architecture 

 Pages 

 What are the two versions of the end-to-end arguments, and why 
should we distinguish between the two? 

 57 – 81, 377 – 379 

 How have they shaped the Internet ’ s original architecture?  90 – 103, 110 – 112, 
373 – 381 

  The Effect of the Broad Version on Application Innovation   Pages 

 How does the broad version affect the cost of developing new 
applications? 

 137 – 148, 383 – 387 

 How does the broad version affect who can develop new applications?  204 – 213 
 Can innovators with no or little outside funding really produce 
successful applications? 

 204 – 213, 300 – 308, 
334 – 345 

 How does it affect independent application developers if network 
providers can control the applications on their network? 

 215 – 281 

 Do network providers have an incentive to discriminate against or 
exclude unaffi liated applications? 

 218 – 273 

 Does competition among network providers remove this 
incentive? 

 255 – 264 

 What pricing strategies can network providers follow in a network 
where they control the applications? 

 217 – 218, 273 – 280 

 How does the economic environment for application innovation 
change if networks deviate from the broad version? 

 285 – 295, 383 – 387 

 How do differences in the size and diversity of the innovator pool and 
differences in control over application innovation and deployment 
affect the overall amount, quality, and type of innovation? 

 297 – 351 

 How important is it if innovators other than the network provider 
can independently choose their approach to innovation? 

 345 – 348 

 How important is user choice for application innovation?  349 – 351 

 How do the architectural differences among network architectures that 
are based on the broad version or deviate from it, taken together, affect 
the overall amount, quality, and type of application innovation under 
these architectures? 

 351 – 353 

 The Social Value of Network Architectures Based on the Broad Version  Pages 

 What are the social benefi ts associated with the broad version?  355 – 365 
 How important is application innovation?  355 – 360 
 How important is user choice?  349 – 351, 361 – 363 
 How does the broad version affect the Internet ’ s ability to realize 
its political, social and cultural potential? 

 364 – 365 

 What are the social costs associated with the broad version?  365 – 368 

 How should we trade off among the social benefi ts and social costs?  368 – 371 

 Do network providers ’  private interests diverge from the public 
interest? 

 371 – 375 

 Policy Implications  Pages 

 What do these insights mean for public policy?  218 – 221, 264, 
272 – 273, 387 – 392 

 Should legislators mandate compliance with the broad version?  388 



Introduction 13

   Box I.1 
 Architecture and Economics 

 This book ’ s approach to the study of architecture and innovation is an 

example of a more general approach to studying the architecture of complex 

systems, an approach I call  architecture and economics . The approach under-

stands architecture as one of several constraints on human behavior and uses 

economic theory (broadly defi ned) to explore the effect of these constraints. 

In its narrowest meaning,  “ architecture and economics ”  denotes efforts to 

understand how the architectures of complex systems infl uence, and are 

infl uenced by, the economic systems in which the complex systems are 

designed, produced, and used. As we saw above, the links between architec-

tures and economic systems have important implications for how businesses 

compete and how public policy is made. While this book focuses on the effect 

of architecture on a specifi c economic activity (innovation), the underlying 

framework is general and can be used to understand the effect of architecture 

on a much broader range of human behavior. Viewed from this perspective, 

 “ architecture and economics ”  describes a much broader fi eld of research —

 efforts that use economic theory to understand how architectures affect spe-

cifi c forms of human behavior, and, more generally, how architectures 

infl uence, or are infl uenced by, economic, social, cultural, or political systems.  a   

I use the term in the broader sense.  b   

 a. I do not mean to imply that this type of research has not existed so far. 

Most research in this area, however, focuses on specifi c architectures or design 

principles. For example, a large body of literature in management science and 

engineering explores the economic effect of modular and integrated architec-

tures in the design of physical products. (See note 4 to this chapter for refer-

ences to this literature.) There is some research in software engineering that 

examines the economic effect of software architectures (e.g., Sullivan et al. 

1999; Boehm and Sullivan 2000; Sullivan et al. 2001; Erdogmus et al. 2002). 

Representative examples of legal scholarship exploring the effect of the Inter-

net ’ s architecture are Lessig 1998, Lemley and Lessig 1999, Lessig 1999a, Lessig 

2001, Wu 2003a, Benkler 2006, Balkin 2008, and Zittrain 2008. There is, 

however, no established fi eld of research that connects work in this fi eld under 

a common umbrella, nor is there an accepted framework or methodology for 

exploring these issues. Among others who have advocated for a more unifi ed 

approach to the study of the architectures of complex systems are Baldwin 

and Clark (2006b) (who advocate a  “ science of design ”  that would cover ques-

tions very similar to the ones outlined in the text) and van Schewick (2004). 

 b.  “ Law and Economics ”  has a similar dual meaning. It is used to describe 

the study of the relationships between law and the economic system, but it 

also describes, more broadly, efforts to understand the effect of law on human 

behavior using economic theory. For an overview of the different schools of 

thought within this fi eld, see Mercuro and Medema 2006.   
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  Table I.3 
 Architecture and economics.  

 Factors Mediating the Effect of 

Architecture 

 Pages 

 How do non-architectural constraints 
interact with architecture? 

 Theory 

 Examples 

 26 – 28, 31 

 196 – 197, 218 – 221, 264, 272 – 273 

 How do characteristics of the actors 
exposed to the architecture affect the 
impact of architecture? 

 Theory 

 Examples 

 30 

 204 – 213, 298 – 345 

 How do actors ’  relationships with other 
actors affect the impact of architecture? 

 Theory 

 Examples 

 31 

 133, 218 – 221, 255 – 264, 212 – 213 

 The Effect of the Economic System on 

Architecture 

 How is architecture infl uenced by 
economic systems? 

 Theory 

 Examples 

 3, 23 – 26, 28, 32, 389 

 151 – 163, 371 – 372, 389 – 392 

 The Effect of Architecture on Activities 

Other Than Innovation 

 How can the architecture of a complex 
system affect the economic, social or 
political systems in which the complex 
system is used? 

 Theory 

 Examples 

 28, 361 – 362 

 359 – 361, 362 – 365 

 Architecture and Economics: Implications 

 What are the implications of the 
economic impact of architecture for 
businesses? 

 Theory 

 Examples 

 3 

 371 – 372, 389 – 392 

 What are the implications of the 
economic impact of architecture for law 
and policy? 

 Theory 

 Examples 

 3 – 4 

 388 
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chapter 1, the book focuses on the effect of one constraint (architecture) 
on one specifi c activity (innovation), and sets aside consideration of other 
factors (such as the effect of non-architectural constraints, or the mecha-
nisms by which architectures are infl uenced by economic systems) that are 
relevant within the framework. This thread ties together the portions of 
the book that touch on these other factors (   table I.3  ). In doing so, it com-
plements the detailed analysis (in chapters 4 – 8) of how architectures — par-
ticularly that of the Internet — affect innovation. 
 

 

 

 

 

 

 

 

 





 I   Foundations 





 1  Architecture and Innovation 

 Engineers focus on technology; managers, legislators, regulators, and the 
lawyers and economists who advise them focus on economic systems. This 
common separation of responsibilities may blind us to the links between 
the two: the architecture of a complex technical system — the description 
of its basic building blocks — fundamentally infl uences and is infl uenced 
by the economic system that drives the development, production, and use 
of the system. Failure to appreciate these links may result in policies or 
strategies that do not realize the economic potential of technical systems. 
To understand and exploit these links, engineers need to learn a bit about 
the economics that support their innovation, while managers, lawyers, 
economists, regulators, and legislators need to learn something about the 
technologies they aim to manage. This chapter introduces a theoretical 
framework for understanding how technical architectures relate to eco-
nomic systems and, more specifi cally, for understanding how architectures 
affect innovation. It explains architectures and design principles as con-
cepts, and it highlights the mechanisms by which architectures infl uence 
and are infl uenced by economic systems. 

 Architecture 

 Scholars of Internet policy may already feel familiar with the notion of 
architecture. Since the publication of Lawrence Lessig ’ s book  Code and 
Other Laws of Cyberspace , the idea that the  ‘ architecture ’  of the Internet 
regulates behavior in cyberspace in a way that is similar to law has gained 
widespread popularity. 1  The potential effect of this regulation on civil liber-
ties is often captured in the slogan  “ Architecture is politics. ”  2  

 In the context of this book, this familiarity is misleading. When texts 
on Internet policy refer to architecture, they usually mean the software 
and hardware that make up the Internet. 3  In this terminology, the word 
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   Box 1.1 
 The Place of Architecture Design in the Product-Development Process 

 The development of a complex system proceeds from the requirements speci-

fi cation to the design to the implementation (for software systems) or produc-

tion (for physical systems) of the system. a  The requirements specifi cation 

defi nes the functional, business, and quality requirements the system must 

meet. The design creates a detailed specifi cation — a blueprint — from which 

the system can be built: it completely describes the system, including instruc-

tions about how to produce it. The implementation or production of the 

system results in an executable program, or, in the case of physical products, 

a usable product. The architecture of a system is produced as part of the design 

phase in an intermediate step between requirements specifi cation and detailed 

design. b  

 a. These activities are part of every software-development project or (in the 

case of physical products) product-development project. Models of software-

development or product-development processes differ in the amount of over-

lapping, interleaving, and iterating among these activities. For an overview 

of different models of the software-development process, see van Vliet 2000, 

chapter 3. For an overview of different approaches to product development, 

see Ulrich and Eppinger 2000, pp. 13 – 24, 235 – 272. 

 b. The text describes the sequence of activities in a development project that 

follows best practices. In reality, some software systems are developed without 

formal specifi cation of an architecture. Sometimes an architecture emerges over 

time, as the people working on the system come to a better understanding as 

to what rationales or design principles have implicitly driven the evolution of 

the system and make these explicit in a formal description of the architecture. 

The original architecture of the Internet seems to have emerged in this way.   

 ‘ architecture ’  refers to implemented technical systems — i.e., the networks, 
computers, and programs that constitute the operational Internet.  ‘ Archi-
tecture ’  is synonymous with  “ the system. ”  

 In computer science, and throughout this book,  ‘ architecture ’  has a very 
different meaning: it denotes the fundamental structures of a complex 
system as defi ned during the early stages of product development (   box 1.1  ). 
Similar to the way the architecture of a house is different from the house 
itself, the architecture of a system is not the fi nal, working system; rather, 
it is a description of the system ’ s basic building blocks. 

  When designers create a complex system, they typically seek to reduce 
the problem ’ s complexity by decomposing the system into pieces that 
work together to provide the required functionality. The architecture 
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describes the early design decisions about the decomposition of the system. 
It contains all the information that is necessary to understand how the 
chosen collection of components will satisfy the functional, business, and 
quality requirements. In short, the architecture describes the components 
of the system, what they do, and how they interact. 

 More precisely, the architecture is a high-level system description that 
specifi es the components of the system, the externally visible properties of 
the components, and the relationships among components. The externally 
visible properties of a component are the features that other components 
must know about if they are to interact with it. They include the services 
provided by the component, their performance characteristics, fault han-
dling, use of shared resources and other characteristics. 4  ,  5  Architectures of 
distributed or parallel systems also describe how software components map 
to hardware elements, 6  or, in the case of physical products, how compo-
nents map to the physical elements of products. 7  For example, the archi-
tecture of the complex system  “ personal computer ”  names the components 
(e.g., central processing unit, keyboard, monitor), describes what they do 
(e.g., the central processing unit processes software program instructions; 
the keyboard lets users give input to the system; the monitor displays the 
output) and describes how components interact (e.g., peripherals may 
connect to the rest of the system using the Universal Serial Bus standard). 
But the architecture does not describe how the keyboard operates inter-
nally to record and transfer input, or how the monitor displays informa-
tion transferred to it by the rest of the system. In other words, the 
architecture provides an abstract view of a system as a collection of  “ black 
boxes, ”  describing how they behave and interact but not how they work. 
In particular, the architecture ignores questions of implementation such 
as algorithm design and data representation. 

 Architecture is a hierarchical concept. 8  Components at the highest level 
of a system ’ s architecture can be decomposed into a set of interrelated 
subcomponents that may also have architectures. 9  Decomposition can 
continue until the lowest level of elementary subsystem is reached. In the 
case of the personal computer, the monitor can be broken down further 
into interacting subcomponents (the screen, the case, and so on). Going 
up the hierarchy, a personal computer may be part of a larger complex 
system, such as a home network or the Internet. 

 Design Choices 
 Many different architectures can usually satisfy a complex system ’ s func-
tional requirements. 10  This is because changes to the structure or behavior 
of one component can often be offset by changing its interactions with 
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other system pieces so that the system ’ s overall functionality stays the 
same. This interchangeability is especially important in software engineer-
ing, because software architectures are less limited by real-world con-
straints such as the laws of nature that constrain the design of physical 
products. Apart from a few technical constraints, software designers 
are free to shape the architecture according to the desired goals. Thus, 
although the capability of a system to meet the functional requirements 
depends on a correct architecture, it does not depend on specifi c architec-
tural choices. 

 But a number of other qualities of a system  do  depend on architectural 
choices. Some of these qualities (e.g., performance, availability, reliability, 
usability, security) have to do with the operation of the system; others 
(e.g., modifi ability, reusability, testability) have to do with the develop-
ment or maintenance of the system. 11  For example, modifi ability (being 
able to make changes quickly and cost-effectively) depends on how many 
components must be modifi ed to implement a change. 12  A system is more 
modifi able if functions that are likely to change together are concentrated 
in one or a few components. Since the allocation of functionality to com-
ponents is an architectural issue, the modifi ability of a system is deter-
mined by its architecture. 

 Performance, on the other hand, is only partly affected by architectural 
decisions. The performance of a software system, for example, depends in 
part on the amount and the complexity of inter-component communica-
tion. 13  The amount and the complexity of interaction among components 
are, in turn, determined by how functionality is distributed among com-
ponents during the design of the architecture. Thus, the performance of a 
software system is attributable in part to architectural choices. At the same 
time, some non-architectural decisions (e.g., the choice of algorithms and 
their implementation) also affect the performance of the system. 

 Qualities that depend on specifi c architectural choices are very diffi cult, 
if not impossible, to realize at later stages of the development process if 
the architecture does not support them. Thus, choosing an architecture 
that can support the desired qualities is crucial for meeting the quality 
goals of a system. 14  In this sense,  “ Architecture is quality. ”  

 Unfortunately, qualities do not exist in isolation. Aspects of the archi-
tecture that promote one quality may have a negative effect on another 
quality. 15  For example, fault tolerance in software systems is usually achieved 
by replicating critical components. When one version of a component fails, 
an identical version takes over. Additional components, however, may 
compromise security by offering additional points of attack. Thus, an 
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architectural solution that increases fault tolerance may reduce security. 16  
Owing to the interactions among qualities, it is impossible to maximize all 
qualities simultaneously — choosing an architecture requires trade-offs, 
prioritizing some qualities at the expense of others. Deciding which attri-
butes are more important than others is not an architectural choice — this 
decision depends on the requirements that the system has to meet and 
must be made by the organization who sets these requirements. Usually, 
this will be the organization that wants to use or sell the system. 17  

 Design Principles 
 Owing to the complex interactions among architectural requirements of 
different qualities, it is diffi cult to translate a set of quality requirements 
into an appropriate architecture that realizes these requirements. Design 
principles help us move from qualities to architectures. 

 A design principle describes known connections between architectural 
choices 18  and the characteristics of the resulting architecture. 19  It describes 
the architectural means by which a specifi c set of trade-offs among confl ict-
ing qualities is realized. Like a recipe, a design principle describes how to 
design an architecture for a system with specifi c quality characteristics, 
and, like different versions of a dish, the resulting architectures will differ 
depending on the design principles that were used to create them. 20  Which 
design principle (or combination of principles) should be used depends 
on what qualities are desired. 21  Thus, system architects select the design 
principles that will give them the combination and the prioritization of 
features they want to realize. 

 Design principles are still important after the initial architecture is 
created because they guide the detailed design that follows. 22  Continuing 
to use the original design principles is especially critical if an architecture 
exists for a long time. When a system has to evolve in response to addi-
tional requirements or changes in technology, adding new parts to the 
system without considering the original design principles can disturb the 
balance among confl icting quality attributes that was struck in the original 
architecture. Adhering to the original design principles ensures that the 
system will continue to have the qualities and properties that the archi-
tecture originally prioritized. 

 The Relationship between Architecture and the Economic System 

 The importance of architecture transcends technical considerations: the 
architecture of a system is tightly tied to the economic system in which it 
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is developed, produced, and used, and to the incentives of the actors who 
may engage with it. The relationship between architecture and the eco-
nomic system can be understood in a broader analytical framework that 
economists use to understand the evolution of the economy as a whole. 
The framework has two components: fi rst, a set of actors and the relation-
ships among them; second, the constraints under which the actors 
operate. 

 In the American fi nancial sector, for example, the actors — both indi-
viduals and organizations (i.e., consumers, banks, regulatory agencies, 
fi rms) — are connected through a network of social, political, and economic 
relationships. Sometimes these actors interact through markets: consumers 
take out loans from banks or deposit money in savings accounts; buyers 
and sellers trade shares and stocks in markets like the stock exchange. 
Actors may also interact through other governance structures, as when 
banks participate in associations such as the American Bankers Association 
to better pursue their interests. 

 According to economic theory, the structure of the economic system 
(the actors active in the economy, the relationships among them, and 
the governance structures through which they interact) and the behavior 
of the actors in the economic system emerge from the choices individuals 
make as they pursue their own interests within a set of constraints. The 
panoply of possible constraints might include laws, social norms, the 
natural and technical environments in which the actors exist and 
economic constraints such as prices or available assets. 23  Constraints 
delimit the options available to individuals and organizations, and 
infl uence the costs and benefi ts associated with these options. In the 
fi nancial sector, for example, laws defi ne the structure, responsibilities, 
and power of the regulatory agency. They defi ne which entities can 
become banks, and what commercial activities they are allowed to engage 
in. By imposing reporting requirements and capital-structure require-
ments on banks, fi nancial regulations can make their operations more or 
less costly. 

 By enabling different actions or imposing different costs and benefi ts, 
constraints shape fi rms and markets and affect economic activity (for an 
example, see    box 1.2  ). 24   

 Thus, economists distinguish between the  framework  provided by the 
constraints and the  system  of actors and relationships that emerges as a 
consequence of these constraints. The economic system evolves as a result 
of the dynamic interactions between economic actors and the constraints 
they face. On one hand, economic structures and behaviors are shaped by 
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   Box 1.2 
 The Effect of Constraints in the Financial Sector 

 From the Great Depression until the 1990s, fi nancial regulations in the United 

States prevented banks from taking ownership interests in fi rms and did not 

let fi rms have interlocking directorates — that is, directors serving on the 

boards of competing fi rms. a  German law did not impose similar constraints. b  

These differences resulted in very different relationships between banks and 

fi rms in the two countries. German fi rms tended to be funded by banks and 

elite families, who could infl uence corporate decision making, while German 

public fi nancial markets were relatively insignifi cant. c  In the United States, 

where there was a clear separation between banks and fi rms, publicly traded 

fi rms were funded by fi nancial markets. Researchers have argued that the 

German structure encouraged more risk-taking, because the banks providing 

the fi nancing had better information than the American public about the 

fi rm ’ s plans and more ability to infl uence those plans. d  In addition, the com-

bination of restriction on interlocking directorates and prohibition of mergers 

meant that American fi rms tended to diversify so they could handle more 

aspects of a business. In Germany, where interlocking directorates were 

allowed and there were fewer restrictions on cartels, fi rms remained smaller 

and less integrated. e  

 a. The Glass-Steagall Act of 1933 restricted US banks from ownership in non-

fi nance fi rms. Its core provisions were repealed in 1999 by the Gramm-Leach-

Bliley Act (U.S. Senate Committee on Banking 1999). The Clayton Anti-Trust 

Act of 1914 restricts interlocking directorates in the US, i.e., having a director 

sit on the board of more than one corporation at a time. This restriction 

applies only to competing corporations and to fi rms that have  “ capital, 

surplus, and undivided profi ts ”  exceeding a jurisdictional  “ trigger, ”  which was 

recently raised to about $25 million (Clayton Antitrust Act, U.S. Code 15 

(2000),  § 19; Federal Trade Commission 2008). The prohibition is still in effect. 

A recent  USA Today  survey showed that some non-competing fi rms have 

highly interlocked directorates (Krantz 2002). 

 b. Fligstein and Freeland 1995, pp. 33 – 37. 

 c. Roe 1994, pp. 169 – 177; Allen and Gale 2001, pp. 71 – 76; Calomiris 2000, 

pp. 212 – 219. 

 d. Calomiris 2000, pp. 213 – 219. This argument is heavily contested. For a 

fl avor of the debate, see Edwards and Fischer 1994; Easterbrook 1997; Franks 

and Mayer 1997; Carney 1997. 

 e. Fligstein and Freeland 1995, pp. 33 – 37.   
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individuals ’  and organizations ’  responses to constraints. On the other 
hand, if economic actors feel that their interests are better served by a 
different set of constraints, they may work toward changing them through 
lobbying, voting, and so on. Naturally, some constraints may be easier to 
change than others. 25  

 To complicate matters further, constraints do not operate autonomously; 
rather, one constraint may infl uence the effectiveness and the evolution 
of another. Two constraints operating simultaneously may support or 
contradict each other, ultimately reinforcing or weakening the other con-
straint ’ s effect on an actor. 26  For example, laws aligned with social norms 
may last longer than laws that oppose them; conversely, laws can strengthen 
or weaken social norms. 27  Constraints imposed by the natural and techni-
cal environment may operate analogously: technical systems may effec-
tively displace laws, and changes in technology can undercut a law ’ s 
effectiveness even if the law ’ s text remains unchanged. Laws can support 
architectural constraints by criminalizing attempts to circumvent them, or 
can weaken their effectiveness by prohibiting their use (for some examples, 
see    box 1.3  ).  

   Box 1.3 
 Interactions between Legal and Technical Constraints 

 Legal and technical constraints may interact in different ways. Technical 

systems may effectively displace laws. Constraints imposed by a system infl u-

ence what users can or cannot do with the system. If these constraints disable 

or discourage behavior that would be necessary in order to exercise certain 

rights, the system changes the effectiveness of these rights: while using the 

system, users cannot exercise these rights even if they would be legally enti-

tled to do so. Thus, the system determines which rights are  effectively  available 

to the users of the system, effectively displacing the law. 

 For example,  “ digital rights management systems ”  control access to and 

use of copyrighted digital content. A digital rights management system that 

prohibits  any  copying not only protects the content against illegal copying, 

it also makes it impossible for a user to make copies that are justifi ed under 

the fair-use doctrine of copyright law. Thus, although the law stays the same, 

this system effectively displaces the fair-use doctrine of copyright law. A 

system with a different set of constraints may disable only illegal copying 

while enabling copying for fair-use purposes, respecting the fair-use doctrine 

of copyright law. a  Thus, the constraints established by these systems effec-

tively displace the law to different degrees. b  
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 Changes in technology can reduce a law ’ s effectiveness even if the law ’ s 

text is not changed. For example, the Internet has changed the effectiveness 

of copyright law. Before the Internet, only a few intermediaries had the tech-

nological means to copy and distribute copyrighted works on a large scale. 

As a result, copyright could effectively be enforced by fi nding and holding 

liable those intermediaries who engaged in illegal copying. In contrast, the 

Internet lets many different people copy and distribute digital content at 

almost no cost and with no deterioration in quality. In addition, peer-to-peer 

fi le-sharing networks let users engage in mass distribution of illicit copies. 

Thus, the Internet and peer-to-peer fi le-sharing networks greatly increase the 

number of potential copyright violators by eliminating the need for interme-

diaries in the copying and distribution of copyrighted works. As a result, those 

enforcing copyright can no longer focus on a limited number of intermediar-

ies but must direct their efforts toward a huge number of individual violators, 

which makes copyright enforcement considerably more diffi cult and costly. 

Thus, although the copyright laws have not changed, copyright owners today 

are less effectively protected against infringement than they were before the 

Internet. c  

 Law can support architectural constraints by criminalizing attempts to 

circumvent them, or can weaken their effectiveness by prohibiting their use. 

For example, the American Digital Millennium Copyright Act makes it a 

felony to circumvent copyright-management schemes. By legally protecting 

copyright-management schemes from circumvention, the law strengthens the 

constraints imposed by them. d  

 a. On technical solutions for digital rights management systems that may 

enable copying for fair-use purposes, see Burk and Cohen 2001. 

 b. See Lessig 1999b, pp. 521 – 530. 

 c. See Wu 2003b, pp. 131 – 136. 

 d. See Digital Millennium Copyright Act, U.S. Statutes at Large 112 (1998): 

2863,  § 1201(a)(1). For a critical discussion of this provision, see Lessig 1999b, 

pp. 538 – 541.   

Box 1.3
(continued)
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 One type of constraint can also be used to change another. In particular, 
economic actors may try to use legal constraints to change other, non-legal 
constraints. 28  For example, laws can infl uence prices by imposing taxes or 
granting subsidies, or can affect the structure of a market by regulating 
entry into an industry. 29  Laws can change norms, too: a law may provide 
fi nancial incentives to ignore a norm, or may weaken a norm by creating 
tension between the existing norm and the norm of engaging in law-
abiding behavior. 30  Laws can affect the technical environment by regulat-
ing technical systems, or by encouraging the development of specifi c 
technologies by letting public entities participate in standard setting, 
funding the development of desired technologies, or restricting public 
procurement to the technologies the state wants to foster. 31  

 The relationship between architecture and the economic system can be 
understood within this analytical framework. Like laws or social norms, 
architecture shapes human behavior by imposing constraints on those who 
interact with it. By imposing constraints, the architecture of a complex 
system affects the economic system for its development, production, and 
use — that is, the actors who will develop, produce, or use the system, the 
relationships among them, the governance structures they use to interact 
with one another, and the behavior of these actors. And by changing exist-
ing architectures or creating new ones, economic actors can change the 
constraints that architecture imposes. 

 The Relationship between Architecture and Innovation 

 This book explores the relationship between architecture and the economic 
system in the context of a specifi c economic activity: innovation. 32  The word 
 ‘ innovation ’  refers to creating or improving goods, services, or methods of 
production. 33  The book focuses on innovation that can be infl uenced by 
architectural features — developing components for a new system, improv-
ing existing components or developing new ones, changing an architecture 
to enable new functionality, or creating new architectures. These innova-
tions drive a system ’ s initial development and its continued evolution. 

 The literature on innovation often uses the term to describe the innova-
tive activities that fi rms perform to increase their profi ts. 34  To appreciate 
more fully the relationship between architecture and innovation, this book 
adopts a broader defi nition, using the word  ‘ innovators ’  to denote a wide 
range of actors — including individuals, groups, fi rms, and other organiza-
tions — whose actions and products may be motivated by various economic 
or non-economic concerns. 
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 The architecture of a system infl uences economic structures and behav-
iors regarding the development and evolution of the system, and affects 
the amount and kind of innovation that might occur. In particular, archi-
tectural features infl uence which actors may develop and change a complex 
system, the incentives under which they act, and the governance structures 
through which their activity is organized. Conversely, innovation may 
change existing architectures or create new ones. 

 Architecture affects behavior by imposing constraints on the actors who 
interact with it. Constraints, in turn, infl uence behavior by defi ning and 
limiting available courses of action, and by infl uencing the costs and 
benefi ts associated with specifi c actions. Actors respond to changes in 
incentives in observable, predictable ways. 35  By creating incentives and 
disincentives, or by making some actions available and precluding others, 
particular architectures may lead to specifi c fi rm structures or market struc-
tures, or may enable different levels of innovative activity. 

 Imagine that several potential innovators each have an idea for a new 
system component and have to decide whether, and how, to build it. 
Suppose that under Architecture A the only actor able to design and build 
new components is the system ’ s original architect. As we will see in chapter 
5, this may happen if the architecture has been designed using an integrated 
approach. In this scenario, the potential innovator ’ s sole option is to sell 
his idea to the system architect. Suppose that under Architectures B and C 
developers are able to design and implement the innovation themselves, 
but that the costs of realizing the innovation are higher for all innovators 
under Architecture C than under Architectures A and B (   table 1.1  ). Owing 
to these differences among architectures, the potential innovators may 
make different choices when deciding whether to realize their innovative 

  Table 1.1 
 Effects of different architectures.  

 Aspects infl uenced by 

architectural features  Architecture A  Architecture B  Architecture C 

 Actors able to realize 
the innovative idea, i.e., 
design and build a new 
component 

 System 
architect 

 System architect 
or potential 
innovator 

 System architect 
or potential 
innovator 

 Costs of realizing the 
innovative idea, i.e., 
designing and building 
a new component 

 Low  Low  Higher 
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idea. For some innovations, a potential innovator may expect the benefi ts 
to outweigh the costs under Architecture B, but not under Architecture C; 
these innovations will not be realized under Architecture C. Some innova-
tions that may be realized by an independent innovator under Architecture 
B may not be realized under Architecture A, perhaps because the indepen-
dent innovator did not enter into negotiations with the system architect or 
because the negotiations were not successful; if they are realized under 
Architecture A, they will be realized by the system architect and not by the 
person with the original idea. As a result, who realizes innovative ideas (the 
system architect or the developer with an innovative idea) and how many 
innovative ideas are realized will differ depending on the architecture.  

 Understanding that architecture may constrain potential innovators is 
only the fi rst step toward explaining the relationship between architecture 
and innovation. An economic actor ’ s reaction to a constraint depends on 
the characteristics of the economic actor, on the other constraints on the 
actor, and on the actor ’ s existing relationships and anticipated interactions 
with other actors. 

 First, architectural constraints take effect through the reactions of those 
exposed to them — that is, they induce behavior rather than enforce com-
pliance. The economic actors can be individuals or organizations —  “ groups 
of individuals, bound together by a common purpose ”  36  and founded to 
achieve certain social, cultural, political, or economic objectives. Certainly 
organizations consist of individuals, each pursuing his own interest within 
the framework of constraints imposed on him, but in general this book 
treats organizations as singular units with resources, cost structures, goals, 
motivations, and cost-benefi t assessment processes that infl uence how 
they make decisions. Processes and structures  within  organizations will be 
discussed only when they are relevant to the effect of architecture on the 
organization of innovation (chapter 5) and to the reactions of organiza-
tions to opportunities for innovation (chapter 8). 

 Actors may have different resources, cost structures, 37  goals, motiva-
tions, and cost-benefi t assessment practices; consequently, their perception 
of costs and benefi ts is idiosyncratic, and they may react differently to the 
same architectural constraint. 38  An actor who hopes to profi t from selling 
her innovation may be disinclined to innovate if she is operating within 
an architecture that reduces her potential sales revenue. In contrast, an 
actor who innovates to use the innovation himself may remain unaffected 
by the same architectural change (so long as the architecture lets him use 
the innovation). Thus, the effect of architecture depends on the character-
istics of the actors exposed to it. 



Architecture and Innovation 31

 Second, architecture is not the only constraint on potential innovators. 
Laws, social norms, market conditions, and the natural and technical 
environments also infl uence innovators ’  actions. 39  Like architecture, these 
constraints delimit the available choices and affect the corresponding costs 
and benefi ts. Intellectual-property laws, for example, infl uence the expected 
benefi ts of an innovation by conferring a temporary monopoly on the 
innovator but impose costs on subsequent innovators who want to build 
on the original innovation. By striking different balances between the 
interests of the original innovator and those of subsequent innovators, 
alternative intellectual-property regimes that differ in duration and in 
scope facilitate different types and amounts of innovative activity. 40  Anti-
trust laws shape the range of legal strategies available to an innovator once 
her innovation reaches the product market, thus affecting the benefi ts an 
innovator can expect to gain. Social norms that encourage risk-taking and 
challenging conventions but also tolerate failure may be especially condu-
cive to innovation. The structures and operations of capital and labor 
markets (both heavily infl uenced by laws and norms) may affect the ease 
with which a potential innovator can acquire the fi nancial and human 
capital necessary to realize his innovation. 

 Finally, a potential innovator ’ s response to a constraint may be infl u-
enced by his extant relationships and anticipated interactions with other 
actors. For example, if a market has only a few potential or anticipated 
innovators, each fi rm will base its level of investment on the level of invest-
ment it expects from the others. A fi rm that has long collaborated with 
another fi rm may be able to work with that fi rm on innovative projects 
that require constant interaction, because the trust and coordination 
mechanisms resulting from the long-term relationship may enable it to 
overcome the coordination problems that usually prevent fi rms from coor-
dinating closely interdependent activities across fi rm boundaries. 41  

 Thus, the same architecture, operating in environments with different 
actors and constraints, may enable very different types and levels of innova-
tive activity. 42  For example, consider an architecture that encourages entre-
preneurial innovation but requires more capital than entrepreneurs usually 
are able to invest individually. In this case, we would expect to see more 
innovation from entrepreneurs in an environment in which funding from 
venture capitalists is available than in an environment in which similar 
fi nancial actors do not exist. 43  All this implies that the effect of a specifi c 
architecture on innovation cannot be determined without considering 
the characteristics of the actors exposed to it, the other constraints under 
which they operate, and the actors ’  existing or expected relationships. 
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 Just as architectures shape economic behavior, economic behaviors may 
shape the evolution of architectures. 44  This is most apparent when an 
innovation involves changing an architecture or building a new one. There 
is, however, a more general link between economic actors and architec-
tures: architectures are created by economic actors. Functional require-
ments rarely determine the architecture of a system fully, since there 
are usually several alternative architectures that meet the functional 
requirements. Thus, an architect makes many choices not formally pre-
scribed by the functional requirements. Like other decisions, these 
choices — and, consequently, the evolution of the architectural design —
 will be infl uenced by the architect ’ s individual characteristics, by his rela-
tionships within the economic system, and by the constraints he faces 
(laws, norms, economic constraints, and so on). Different constraints, 
actors, and relationships may therefore result in different architectures. 
Furthermore, since economic considerations shape actors ’  decisions, 
system architects will tend to favor architectures that support their own 
economic interests. At least in part, then, architectural designs hinge on 
the choices of economic actors, all of whom pursue their own interests 
under their particular constraints. Thus, the evolution of architectures is 
partly endogenous. 

 In summary, an analytical framework that explains the relationship 
between architecture and the economic system includes a set of actors, all 
subject to constraints imposed by system architectures, existing laws, pre-
vailing social norms, the actors ’  technological and natural environments, 
and the well-known constraints described in traditional economic theory, 
such as prices and the resources available to actors. When operating simul-
taneously, such constraints interact and infl uence one another in complex 
ways: they can infl uence one another ’ s evolution or removal, and they can 
emerge from purposeful and idiosyncratic actions of a diverse set of eco-
nomic actors. 

 Within the framework outlined above, this book focuses on the effects 
of one constraint (architecture) on one type of economic behavior (innova-
tion). To this end, the book focuses on a particular architecture (the origi-
nal architecture of the Internet, which governed the Internet from its 
inception to the early 1990s 45 ), abstracting from it the circumstances and 
motivations that led to its creation. To highlight the impact of the end-
to-end arguments (the design principles on which the original architecture 
of the Internet was based), the original architecture of the Internet will be 
compared with hypothetical architectures that deviate from the end-to-end 
arguments in different ways. To focus on the specifi c effect of architecture, 
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the analysis assumes that while the architecture changes, everything else 
(i.e., the group of actors exposed to the architecture and the other con-
straints under which they operate) stays the same. 46  

 Understanding architecture as a constraint on economic actors makes 
it possible to use economic theory to predict how economic actors will 
react to architectural features. The framework developed so far does not 
depend on specifi c models of human behavior; instead, it is compatible 
with several models, including the rational-actor model, models of bounded 
rationality, and models used in behavioral economics. 47  Since the appro-
priateness of a model depends on the situation under analysis, modeling 
will be discussed more thoroughly in the chapters that follow. 

 This chapter has outlined the general mechanism through which archi-
tecture infl uences innovative behavior. To predict how a specifi c architec-
tural structure will affect an innovation, we must understand exactly how 
architecture constrains economic actors. How do design principles and 
specifi c architectural features shape the costs and benefi ts associated with 
a certain innovation? How do they affect who can design and build an 
innovation? Before we can explore these questions, we need to understand 
the original architecture of the Internet and the design principles that led 
to it. Those will be the subjects of the next two chapters. 

 

 
 
 





 II   The End-to-End Arguments and the Original Architecture 

of the Internet 





 2  Internet Design Principles 

 Design principles shape architectures by imposing rules that system archi-
tects must follow. 1  ,  2  They may constrain how a system is decomposed into 
components, how functionality is distributed among these components, 
or how components may depend on one another. Since different design 
principles impose different constraints, the technical characteristics of 
the resulting architectures may differ depending on the design principles 
that were used to create them. The technical differences among architec-
tures, in turn, may translate into different economic constraints on those 
who design, produce, and use the resulting systems. Thus, before we 
can understand how architectures (and the design principles that shaped 
them) constrain  economically , we need to understand how they constrain 
 technically . 

 To this end, chapters 2 and 3 introduce the architecture we will use to 
study the effect of architecture on innovation — the original architecture of 
the Internet — and the design principles that were used to create it. Though 
policy debates often focus on the end-to-end arguments, they are not the 
only design principles on which the Internet ’ s original architecture was 
based. Before the end-to-end arguments can be applied, other, more fun-
damental design decisions have to be made. The end-to-end arguments 
guide how functionality is distributed in a multi-layer network; thus, the 
layering principle has to be applied fi rst. Layering, in turn, is a special case 
of modularity. Together, these design principles — modularity, layering, 
and the end-to-end arguments — shaped the Internet ’ s architecture and its 
technical and economic characteristics. 

 This chapter describes the constraints that each of the three design 
principles imposes on the design of an architecture and highlights the 
trade-offs that underlie each of these principles. Because of the high level 
of confusion surrounding the end-to-end arguments, they are analyzed in 
detail. As will become apparent, some of the confusion can be attributed 



38 Chapter 2

to the silent coexistence of two different design principles under the same 
name: the narrow version and the broad version of the end-to-end argu-
ments. While the narrow version only applies to some functions within a 
system, the broad version applies to the complete functionality of a system. 
The two versions constrain designers to different degrees, which makes it 
important to distinguish between them. 

 Modularity 

 Architectures differ fundamentally in the degree to which their compo-
nents are  “ loosely ”  or  “ tightly ”  coupled. Coupling is a measure of the degree 
to which components are interdependent. Modularity is a design principle 
that intentionally makes components highly independent ( “ loosely 
coupled ” ). 3  Components of modular designs are called  modules . When 
designing a modular architecture, system architects decompose the system 
in a way that minimizes dependencies among components. The remaining 
interdependencies and points of interaction between components are 
addressed and resolved in the course of the architectural design process; 
the resulting detailed interface specifi cations are not allowed to change 
during detailed design. 4  There are degrees of modularity because modular 
architectures may differ in the degree of coupling between components. 5  

 The goal of modularity is to create architectures whose components can 
be designed independently but still work together. (On other types of 
modularity, see    box 2.1  .) To make components independent, and to main-
tain their independence, modularity employs abstraction, information 
hiding, and a strict separation of concerns. 6   

 A modular approach to design distinguishes between two types of infor-
mation. 7  information that is relevant to more than one module is com-
pletely specifi ed as part of the architectural design process and is not 
allowed to change during detailed design. This information is available 
or  “ visible ”  to all designers, and is therefore called the architecture ’ s 
 visible information . In particular, this includes all the information modules 
need to work together, such as the information necessary to use a module 
or to otherwise interact with it. For each module, this information is 
completely defi ned in detailed interface specifi cations that describe all 
interdependencies or points of interaction between that module and other 
modules and specify how they will be resolved. 8  ,  9  Thus, a module ’ s visible 
information provides an external view of the module that lets other design-
ers treat the module as a black box, letting them abstract from the com-
plexity of the module.  



Internet Design Principles 39

 In contrast, information that affects only one module — the inside of the 
black box — is hidden from everyone except its designers; it is called the 
architecture ’ s  hidden information . This information is not specifi ed during 
the design of the architecture, but is determined during the detailed design 
phase; it is free to evolve within the framework provided by the architec-
ture ’ s visible information until the detailed designing ends. 

 To ensure that a module remains a black box, access to its data and 
services is restricted to its interface. Designers working on other parts of 
the system are not allowed to make any assumptions about a module 
beyond its visible information. These constraints prevent the designers of 
a module from relying on another module ’ s hidden information when 
deciding how to develop their own module ’ s hidden information; they are 
allowed to rely only on the architecture ’ s visible information. Since the 
design of their own module does not rely on the hidden information of 
other modules, the designers of a module are not affected by changes in 
other modules ’  hidden information, as long as the other modules ’  visible 
information stays the same. This means that the detailed designing of 

   Box 2.1 
 Modularity in Design, Production, and Use 

 The modularity described in the text is not the only type of modularity. 

Modularity as described in the text creates a high degree of independence 

among components with respect to design. In the literature on physical 

products, the word  ‘ modularity ’  is sometimes also used to describe approaches 

that intentionally create a high degree of independence among components 

with respect to production or use. To distinguish between these different 

forms of modularity, they are called  modularity in design ,  modularity in produc-

tion , and  modularity in use . If a product is modular in design, its components 

can be designed independently. If it is modular in production, its components 

can be produced independently. If it is modular in use, users of the product 

can replace or  “ mix and match ”  components at a later stage. A specifi c 

product can but does not have to exhibit all forms of modularity. Lego blocks 

are modular in design, production, and use. Personal computers and stereo 

systems often are, too. Automobiles are modular in production, but not 

modular in design and mostly not modular in use. a  

 a. See Baldwin and Clark 2000, p. 78. For an overview of the literature on 

modularity in design, production, or use in assembled hardware products, see 

Fixson 2001, pp. 23 – 27.   
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different components — i.e., the designing of the components ’  hidden 
information — can proceed independently. 10  

 For example, personal computers are based on a modular architecture. 
The interfaces between the peripheral devices (e.g., printers and screens) 
and the rest of the system are completely specifi ed by the industry ’ s inter-
face standards. These standards describe the physical shape of the plug and 
the format and meaning of data transferred through the plug. As a result, 
the designers of a peripheral device have to worry only about their own 
device. They do not need to know how the computer will treat the data 
received from their device. As long as their design follows the interface 
specifi cation, they know the computer will be able to treat their data prop-
erly. If the designers of the computer and the designers of peripheral 
devices abide by the interface specifi cations, the design of the computer 
and of particular peripheral devices can proceed independently. 

 Modularity in design reduces complexity by allowing component 
designers to treat other modules as black boxes. By shielding the rest of 
the system from internal changes to a module, modularity increases design-
ers ’  fl exibility regarding the detailed design of their own modules and lets 
the detailed design of different modules proceed independently. A modular 
approach to design may also improve the correctness of the system (   box 
2.2  ). The positive impact of modularity in design on the modifi ability of 
the resulting system is discussed in chapter 4.  

 Modularity is not without costs. An architecture ’ s visible information is 
not allowed to change during detailed design and is diffi cult to change 
later. 11  Thus, modularity makes it more diffi cult to experiment on the 
architecture ’ s visible information (such as a module ’ s interfaces) in order 
to facilitate experimentation on the architecture ’ s hidden information 
(such as a module ’ s internals). In a way, the infl exibility of the visible 
information is the price for the fl exibility with respect to the architecture ’ s 
hidden information. To prevent this from becoming problematic, a good 
modular architecture is designed so that parts that may benefi t from 
improvement or variation are enclosed within a module, so that parts that 
are likely to change together belong to the same module. 12  

 In addition, designers ’  fl exibility with respect to an architecture ’ s hidden 
information is limited by the constraints imposed by the architecture ’ s 
visible information. 13  Although interfaces free designers from having to 
coordinate their detailed design decisions with designers of other compo-
nents, they introduce a new constraint on the designers of affected modules: 
all subsequent design is bound by the interface specifi cations. 14  The more 
detailed the interface, the more severe the constraint. 
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   Box 2.2 
 How Modularity Affects the Correctness of Software Systems 

 When decomposing a system while designing a modular architecture, system 

architects seek to minimize interdependencies among components in order 

to reduce the number of design decisions that must be coordinated across 

components. In the language of software engineering, they strive for high 

cohesion and low coupling a : the internal elements of a module should be 

strongly interconnected, while the connections to other modules should be 

weak. Such a design has a positive effect on the correctness of the resulting 

system: Weakly coupled components are easier to understand, easier to build, 

and easier to test. b  The strength of coupling between two modules infl uences 

the complexity of the corresponding interfaces, because a module ’ s connec-

tions to other modules are completely addressed and resolved in that mod-

ule ’ s interface specifi cations. c  If components are weakly coupled, the 

connections to other modules are weak, so little communication or interac-

tion across modules is necessary; this results in simple interfaces. A module 

with a simple interface can usually be understood and built independent of 

the context in which it is used. Highly independent modules usually can be 

tested separately. 

 In contrast, highly coupled components work together closely and must 

be understood as a whole. Strong connections among modules require inter-

faces to be complex and highly specifi c to their interactions. Since the effect 

of complex interfaces is often diffi cult to grasp, errors in subsequent develop-

ment are more likely to occur. In addition, when components interact in 

complex ways, errors introduced by one component may cause other com-

ponents to fail. d  Diagnosing problems may be diffi cult and time-consuming, 

since testing components independently is often impossible. 

 All these factors result in a higher correctness of weakly coupled architec-

tures. Empirical studies show that modular systems with low coupling are less 

error-prone than architectures whose components are highly coupled. e  

 a. Whereas  ‘ cohesion ’  describes the strength of intra-module connection 

(i.e., the degree to which a component ’ s sub-elements are related to one 

another),  ‘ coupling ’  describes the strength of interconnection between two 

components.  “ Highly coupled ”  components are joined by strong intercon-

nection;  “ loosely coupled ”  components are joined by weak interconnections. 

(See Yourdon and Constantine 1975, pp. 85, 105 – 108.) Coupling and cohe-

sion were identifi ed as the two most important criteria for judging the quality 

of modular designs (effective modularity) in  “ Structured Design, ”  an impor-

tant 1974 paper by Wayne Stevens, Glenford Myers, and Larry Constantine 

(reprinted as Stevens, Myers, and Constantine 1999). The underlying theory 
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Box 2.2 
(continued)

was set out in detail in Yourdon and Constantine 1975. Since then, low 

coupling and high cohesion have become widely accepted as characteristics 

of good or effective modular design. (See Pressman 1997, pp. 357 – 361; 

Sommerville 1996, p. 218; van Vliet 2000, pp. 299 – 303. For empirical studies, 

see Troy and Zweben 1981; Selby and Basili 1991.) The usefulness of the 

concepts is not restricted to particular programming languages such as 

modular programming languages or to particular design paradigms such as 

functional design. For example, coupling and cohesion have been shown to 

be useful indicators of the structural quality of object-oriented code and 

design as well. See Sommerville 1996; Briand et al. 2000; Briand, Devanbu, 

and Melo 1997; Briand, Lounis, and W ü st 1999. 

 b. See Stevens, Myers, and Constantine 1999, pp. 232 – 237, 254; Pressman 

1997, pp. 359 – 361; van Vliet 2000, pp. 301 – 303. 

 c. Of course, an architect has considerable freedom as to the exact design of 

a particular interface for a given degree of coupling between two modules. 

Although the architect could choose to make the interface highly specifi c to 

the interaction in question or specify a very general interface, the level of 

complexity forced upon the architect depends on the strength of connections 

between the two components. 

 d. Stevens, Myers, and Constantine 1999, p. 233; Pressman 1997, pp. 

358 – 359. 

 e. The high rate of errors in highly coupled systems has been confi rmed 

empirically for conventional systems as well as for object-oriented ones. For 

example, a study based on a conventionally designed 148,000-source-line 

system from a production environment found that the routines with the 

highest ratios of coupling to strength had 7 times as many errors per 1,000 

source statements (excluding comments) as the routines with the lowest ratios 

of coupling to strength had. The study also found that errors in routines with 

the highest coupling/strength ratios were 21.7 times as costly to fi x. (See Selby 

and Basili 1991.) For an early empirical study of the quality of structured 

designs supporting this view, see Troy and Zweben 1981. In recent years, 

researchers have empirically measured the relationship among coupling, 

cohesion, and error-proneness in object-oriented systems. For example, 

Briand, Devanbu, and Melo (1997) found that some coupling measures can 

predict fault-proneness. In a comprehensive empirical evaluation of all object-

oriented design measures found in the literature, Briand et al. (2000) found 

that many measures of coupling and inheritance are strongly related to the 

probability of fault detection in a class.   
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 Alternative interface specifi cations may constrain experimentation to 
different degrees. For example, until the mid 1990s the standards defi ning 
the interfaces between peripherals and the rest of the system were specifi c 
to certain types of devices: the printer, the monitor, and so forth. This 
specifi city constrained what kind of innovation could occur with respect 
to a particular interface. Only a device whose communication with the rest 
of the system could be designed to fi t through the interface could connect 
through it. New or improved devices had to interact with the rest of the 
system in ways similar to the way the device for which the standard was 
originally developed interacted with the rest of the system; otherwise a 
new type of interface had to be developed fi rst. For example, it was possible 
to connect ink-jet printers, laser printers, and scanners to the printer inter-
face, but it was not possible to connect a completely new type of device. 
By contrast, the Universal Serial Bus (USB) standard that lets peripherals 
connect to the rest of the system was explicitly designed in a more general 
way to ensure that a wide range of devices can be attached to a personal 
computer (PC). As a result of this design, cameras, MP3 players, mouses, 
keyboards, joysticks, printers, and portable hard disks all can connect to 
a PC using the same USB interface. Similarly, architectures whose com-
ponents are loosely coupled leave more freedom to the designers of indi-
vidual modules than architectures consisting of tightly coupled modules 
(   box 2.3  ). 15   

 A modular architecture may negatively affect  “ global performance ”  
(i.e., the overall performance of the system). 16  In a modular architecture 
that fosters fl exibility, the parts of the system that are likely to change 
together are grouped within one module. This makes it more likely 
that later changes to the system can be implemented by changing the 
internals of the module without requiring any changes to the rest of 
the system. Though this decomposition is optimal with respect to the 
fl exibility of the system, it may not be the most effi cient with respect to 
performance. Among other things, the performance of a software-intensive 
system depends on the amount of communication between modules. 17  
A decomposition that isolates the parts of the system that are likely 
to change together in order to reduce the costs of changing them in 
the future may separate parts that cooperate to provide a particular func-
tionality, thereby increasing inter-module communication and decreasing 
performance. 18  

 A modular approach to design thus assumes that the gains from lower 
complexity, independent component design, higher modifi ability, and 
higher correctness are more important than the negative effect of the 
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   Box 2.3 
 Coupling and Flexibility 

 An architecture whose components are loosely coupled leaves more freedom 

to the designers of individual modules than an architecture that consists of 

tightly coupled components. In a strongly coupled architecture, the interfaces 

needed to enable independent component design will be very complex and 

may be highly specifi c to the operation of the affected modules. a  From the 

point of view of component design, this is not very desirable. The more 

detailed the interface, the higher the risk that detailed design decisions will 

be made during architectural design, when a lot of detailed information may 

not yet be available. In the worst case, the architects may choose highly spe-

cifi c but ineffi cient (from a performance perspective) interface specifi cations 

that may signifi cantly impede component designers ’  ability to create an effi -

cient component design. In any case, complex interfaces considerably con-

strain the fl exibility of subsequent component design. 

 In contrast, a system whose components exhibit low coupling and high 

cohesion strikes a more productive balance between complexity-reducing 

certainty and creative uncertainty b : few design choices have to be made in 

the interfaces to enable independent component design; all other choices will 

be left to the discretion of component designers, leaving more room for cre-

ative solutions. 

 a. For an example, see Sullivan et al. 2001, section 5.1. 

 b. For an example, see ibid., section 5.3.   

constraints imposed by the system ’ s visible information and the potential 
negative effect on global performance. 

 Integrated Design 

 A modular approach to design can be contrasted with an integrated 
approach, such as has traditionally been used in the designing of physical 
products. 19  

 In an integrated approach to design, all design information is common 
knowledge for the designers. The system is decomposed into components, 
but interdependencies among components are not resolved during 
architectural design. Instead, interface specifi cations are produced during 
detailed design and can be changed until the detailed designing ends. 

 In software systems, interdependencies among components usually 
arise because different components operate on the same data or because 
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they must interact in order to provide a particular functionality. 20  In physi-
cal systems, interdependencies may occur if different components share 
physical space. If parts of the design are interdependent, the corresponding 
design decisions must be mutually consistent if the system is to work 
properly. 21  Thus, design decisions that affect interdependent parameters 
must be coordinated. Independent component design is not possible. 

 In an integrated approach to design, unresolved interdependencies that 
cross the boundaries of components may create chains of dependencies 
between different parts of the system such that each design choice has to 
be consistent with all the other decisions in the chain. If a design param-
eter is part of such a chain, changing this parameter may require wide-
spread adaptations in the rest of the system. In addition, a solution that 
is locally optimal with respect to one component may not be perfect with 
respect to design parameters in other components. Finding a solution may 
require diffi cult trade-offs across several components, which may add con-
siderably to the complexity of the design process. 22  Since design choices 
in regard to one component are closely linked to decisions in regard to 
other components, the resulting components are closely coupled. 23  Archi-
tectures with closely coupled components are more error-prone than archi-
tectures whose components are loosely coupled (box 2.2). 

 Although it increases the complexity involved in the design process, 
resolving interdependencies among components in the detailed design 
stage may enable designers of different components to optimize their 
designs with respect to each other. Whereas designers of a modular system 
do not know how other modules implement their functionalities, design-
ers of integrated systems can fi ne-tune their choices to the exact circum-
stances in the other component. In this respect, an integrated approach to 
design tries to simultaneously optimize  all  of a system ’ s parameters. The 
resulting design may be more effi cient or may exhibit better global perfor-
mance than a modular system that — in order to reduce complexity and 
increase fl exibility — hides information that may have been useful in opti-
mizing its performance. For example, the Apple iMac is based on an inte-
grated approach to physical design. Since all of its design information is 
common knowledge, designers can tweak components in order to physi-
cally interleave and arrange different components in ways that use minimal 
space. 24  This allows them to combine all the usual components of a per-
sonal computer system — central processing unit, monitor, hard drive, 
screen, camera, speakers, microphone, wireless interfaces — in one sleek 
case that looks more like a conventional monitor than like an Intel-based 
personal computer. 
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 In sum, an integrated approach to design trades off potentially higher 
global performance against increased complexity, the need to coordinate 
the detailed design of components, and the potentially lower correctness 
of the system. 

 Layering 

 Modularity in design does not impose any restrictions on the interactions 
between modules; a module can use or be used by any other module 
(   fi gure 2.1  ).  

 Layering is a special form of modularity that — in addition to the usual 
constraints imposed by a modular approach to design — restricts the allow-
able interactions between modules. 25  In a layered system, modules are 
organized in layers that constrain dependencies between modules. A 
module assigned to a particular layer can use any of the other modules in 
the same layer or in a lower layer; however, it cannot use a module belong-
ing to a higher layer. Layering thus organizes modules into a partially 
ordered hierarchy. 26  

 Like any modular architecture, a layered architecture completely speci-
fi es all the information that components need to interact during the 
architectural design and makes that information visible to all designers. A 

Pure layeringModularity Relaxed layering Relaxed layering

with portability

layer

Portability
layer

 Figure 2.1 
 Variants of the layering principle. 
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layer ’ s visible information defi nes the services it offers to higher layers and 
the interfaces through which higher layers invoke those services. 27  The 
internal implementation of a layer — the way it realizes the services offered 
to higher layers — is hidden from everyone except that layer ’ s designers. 
This information is not specifi ed during architectural design and is free to 
evolve until detailed designing ends. 

 Different variants of the layering principle constrain dependencies 
between layers to different degrees. 

 In the  “ pure ”  version of layering, a layer is allowed to use only the layer 
immediately below it (fi gure 2.1). 28  As a result, layers interact only with 
their immediate neighbors: each layer provides services to the layer above 
and uses the services of the layer below. Since each higher layer adds 
unique capabilities, a layered system provides increasingly elaborated or 
specialized services at higher levels. Since each layer is allowed to use the 
services of the layer immediately below but not those of any other layer, 
the lower layer hides all the layers below it. Thus, in a system designed 
according to the pure version, any layer can be seen only by the next 
higher layer. 

 In the  “ relaxed ”  version of the layering principle, a layer is permitted 
to use any layer that lies below it (fi gure 2.1). This is often called  layer 
bridging . 29  

 As we will see in chapter 3, the architecture of the Internet is based 
on a variant of the layering principle called  relaxed layering with a 
portability layer  (fi gure 2.1). 30  In this version, one of the lower layers is 
chosen as the portability layer. The layers above the portability layer 
are allowed to use the services of all layers between them and the portabil-
ity layer. They are not allowed to use any layers below the portability 
layer. 

 For example, the applications, operating system, and hardware of a 
personal computer are parts of a layered system. 31  The system ’ s hard-
ware — central processing unit, memory, hard disks, monitors, printers, 
and so on — all resides at the lowest level. Programming hardware is a 
complicated task that requires detailed knowledge of the inner workings 
of a device. Therefore, the next higher layer, the operating system, provides 
 application programming interfaces  (APIs) to applications at the system ’ s 
highest layer. APIs let the application developers use the system ’ s hardware 
without having to worry about how it operates or is controlled. In a 
sense, they know how the hardware  behaves  but not how it  works . For 
example, they let application designers create a fi le, open or read the fi le, 
and save the fi le somewhere without having to worry about how the fi le 
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system is organized and managed or how to write the data onto a disk. 
In this context, the operating system constitutes a portability layer. 32  
Because applications are not allowed to invoke the services of the com-
puter ’ s physical hardware directly, they must access them through the 
application programming interfaces provided by the operating system. The 
operating system operates as a  “ fl oor ” : layers above it cannot access layers 
below it. 

 By basing design on increasing levels of abstraction, layering greatly 
reduces complexity. 33  Owing to the partitioning of fi xed, visible informa-
tion and malleable, hidden information, layers can be designed indepen-
dently as long as they conform to the architecture ’ s visible information. 
Since each layer only uses the services of layers below, a layered system 
can be implemented and tested incrementally. This facilitates implementa-
tion and improves the correctness of the fi nal system. 

 Layering increases the modifi ability of the system by shielding lower 
layers from changes in higher layers, whether or not the change involves 
visible information. The hardware of the hard disk is not allowed to rely 
on the operating system or on the applications and thus is not affected by 
changes to these layers. In addition, as long as the interface to the lower 
layer stays the same, higher layers are protected from changes in a lower 
layer. Application designers are not allowed to access specifi c hardware 
directly; they must use the operating system ’ s APIs. As a result, changing 
how the hard disk and the operating system interact does not affect the 
applications, as long as the API stays the same. Finally, like any modular 
architecture, a layered architecture shields the rest of the system from 
changes to the internals of a layer. 

 Layering may affect performance negatively. First, only a layer ’ s inter-
face is visible to higher layers, while the layer ’ s implementation is hidden. 
Thus, the interface provides an abstraction of the layer. While a higher 
layer can implement its services on the basis of knowledge about the inter-
face, sometimes information about details of the implementation may 
have enabled a more effi cient implementation of the higher layer. As a 
result, the performance may be worse than in a more closely coupled 
architecture where more information is available. 34  This is a common 
problem in networking contexts (   box 2.4  ). Second, in a layered archi-
tecture, functionalities that operate together may be distributed over dif-
ferent architecture layers. Since communication across components and 
layers is usually more costly than communication within a component, 
performance may decrease. 35  This may be ameliorated through prudent 
implementation. 36   
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   Box 2.4 
 How Layering Affects Performance in Communication Networks 

 By hiding lower-layer information from higher layers, layering may reduce 

performance. For example, different physical network technologies have dif-

ferent maximum transmission units (MTUs). The maximum transmission 

unit for a particular physical network technology is the largest size of an 

Internet Protocol datagram that can be transferred across the network without 

being broken up into smaller pieces. a  In the architecture of the Internet, the 

Internet layer is designed to shield the transport layer from such details of 

the underlying physical network technologies in order to provide an abstract, 

technology-independent interface to the services provided by the underlying 

physical networks. As a result, the designers and implementers of transport 

protocols only have to pass data packets to the Internet Protocol; they do not 

have to worry about how the Internet Protocol manages the task of sending 

the data packets across the different physical networks that make up the 

Internet and delivering them to the transport-layer protocol at the destina-

tion host. 

 This reduction of complexity, though, may harm performance. If the data 

packets that the transport protocol passes to the Internet Protocol are too 

large to be transported across the physical networks on the path from sender 

to receiver without being broken up into smaller pieces, they must be frag-

mented and reassembled by the Internet Protocol. b  This is a complex and 

time-consuming process. If the transport-layer protocol knew more about the 

smallest MTU of all the physical networks that a datagram must traverse in 

the path from sender to receiver, it could adapt the size of data packets passed 

to the Internet Protocol accordingly. In this case, the datagrams could travel 

from sender to receiver without time-consuming fragmentation and 

reassembly. c  To avoid performance problems of this kind, protocol imple-

menters often relax the strict layering that characterizes the design in the 

implementation of the protocols and allow information from lower layers 

such as network MTU to propagate upward. d  

 a. See Peterson and Davie 2007, pp. 239 – 240. 

 b. Whereas datagrams may be fragmented at the sending end host and at 

every router along the way, the Internet Protocol reassembles fragments only 

at the receiving end host. See Peterson and Davie 2003, p. 245. 

 c. For an overview of fragmentation and reassembly of IP datagrams by the 

Internet Protocol, see Peterson and Davie 2003, pp. 242 – 249. 

 d. See Comer 2000, p. 192. On the use of upcalls in layered systems generally, 

see D. D. Clark 1985.   
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 Modularity and Layering in Network Architectures 

 The design principles described so far can be used in any system. To 
provide the basis for a discussion of the Internet ’ s architecture, this section 
introduces the basic concepts that are necessary to understand the issues 
associated with architectural design in the context of communication 
networks; it also outlines the constraints imposed by the layering principle 
in the context of network design. 37  

 The goal of a communications network is to make it possible for appli-
cations to interact through a network. This is a very complex task. In order 
to reduce the complexity of the design problem, the functionality required 
for communicating over a network is commonly decomposed into com-
ponents and subcomponents by means of modularity and a version of the 
layering principle that accounts for the distributed nature of communica-
tion networks. 

 At the highest level of a network architecture, designers distinguish two 
classes of components 38 : the computers or devices that are  “ on ”  or  “ attached 
to ”  a network and those that are  “ in ”  a network. 

 Computers  “ on ”  the network support users and run application pro-
grams; they use the services of the network to communicate with one 
another. The home computers many people use to surf the Internet, per-
sonal digital assistants that send and receive e-mail using the Internet, the 
Web servers that carry the content provided by Yahoo or the  New York 
Times , and the servers through which users access their Gmail accounts 
are all examples of computers  “ on ”  the network. 

 Computers  “ in ”  the network form or implement the network. They 
establish connectivity among the computers attached to the network. 39  
They include the cable modem termination system operated by a cable 
provider (to which a cable modem is connected to give the user access to 
the Internet) and the routers that network providers use to forward Inter-
net data from one physical network to another. Viewed from computers 
in the network, computers on the network are the sources and destinations 
of data. Data fl ows travel through computers in the network, but they 
originate or terminate in computers attached to the network. 

 Because the communication fl ows through the network originate or 
terminate in computers attached to the network, these are also called  end-
points ,  end systems , or  end hosts . Computers in the network form its  core . 40  
This terminology denotes a purely functional distinction between users 
and providers of communication services. It does not imply any topologi-
cal or administrative relationship. 41  Topologically, an end host may be 
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co-located with routers belonging to the network ’ s core. Administratively, 
who has ownership or control of the computer in question isn ’ t relevant. 
A server owned and operated by a network provider is still an end host. 

 This distinction between devices that use the network and devices that 
form the network exists in other networks too. End devices such as tele-
phones, fax machines, and modems use the public switched telephone 
network; the various switches involved in establishing connections from 
one caller to the other form the core of the network. Electrical devices such 
as computers, washing machines, and stereo systems use the electricity 
network; the power transformers used to increase or reduce voltage on the 
way from the power plant to the customer are devices in the core of the 
network that work together to supply power to the end devices using 
the network. 

 Each computer, whether it belongs to the edge or the core of a computer 
network, is further subdivided into layers, which are thought of as being 
arranged in a vertical structure (   fi gure 2.2  ). Each layer has one or more 
architectural components called  protocols . Each protocol provides a well-
defi ned set of services to the layer above, using the services of the layer 
below. 42  To implement the services provided by the protocol, different 
instances of the same protocol located on different computers ( “ protocol 
peers ” ) 43  cooperate by exchanging messages with one another. Thus, in the 
networking context, layering operates both horizontally (through the 
exchange of messages between protocol peers located on different comput-
ers) and vertically (through the use of lower-layer protocols) (   fi gure 2.3  ).   

 As in any layered approach to design, a protocol that is assigned to a 
layer can use any of the other protocols in the same layer or in a lower 
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one, but it cannot use a protocol in a higher layer. In addition, the interac-
tion between protocols is restricted by two additional constraints on the 
architecture that are specifi c to layering in the networking context. First, 
a protocol at a specifi c layer at a receiver must receive exactly the same 
object as sent by its protocol peer at the source. Second, a lower-layer pro-
tocol is not allowed to make any assumptions about the message passed 
to it by a higher-layer protocol for delivery to its higher-layer protocol peer. 
As we will see, these additional constraints maintain the benefi cial char-
acteristics of layered architectures in spite of the additional complexity 
introduced by the need for horizontal communication between protocol 
peers. 

 As in any modular or layered system, information necessary to let the 
components of the system interact is specifi ed during the design of the 
architecture. Owing to the vertical and horizontal dimensions of layered 
networking, the visible information of a protocol consists of two different 
interfaces: a vertical service interface and a horizontal peer interface (   fi gure 
2.4  ). The vertical service interface defi nes the services that this protocol 
provides to higher layers. The horizontal peer interface specifi es the form 
and the meaning of messages exchanged between peers and the actions to 
be taken by the communicating protocol peers upon transmission or 
receipt of such messages. In other words, the peer interface defi nes how 
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the protocol peers communicate and cooperate to realize the services that 
the protocol provides to higher layers. 44,45  In contrast, how a protocol 
achieves the functionality implied by this visible information is hidden 
from all except those implementing a protocol.  

 To see how vertical and horizontal cooperation between protocols 
work, consider a slightly modifi ed analogy from the real world. Imagine 
a researcher, working in the research lab of a big company, who 
wants to submit travel-reimbursement forms to the company ’ s travel-
reimbursement department, which is located in the company ’ s headquar-
ters in another city. At the highest layer, the researcher fi lls in the form 
for the reimbursement request, attaches the required documents, and 
hands them over to the mailroom — the next lower layer — with the name 
of the receiving administrator within the reimbursement department. 
Someone in the mailroom puts the form and the supporting documents 
in an interoffi ce envelope, adds the internal mail code for the administra-
tor, and hands it over to the next lower layer — the postal service — with 
postage and the postal address of the receiving location. The postal service 
puts the interoffi ce envelope in a postal envelope, adds the address, trans-
ports the postal envelope to the company ’ s headquarters, removes the 
postal envelope, and delivers the interoffi ce envelope to the mailroom. The 
mailroom uses the code on the interoffi ce envelope to identify the recipi-
ent, removes the interoffi ce envelope, and delivers the reimbursement-
request form and the documents to the administrator in the reimbursement 
department. The administrator then processes the reimbursement request 
according to the company ’ s regulations (   fi gure 2.5  ).  
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 In this example, each layer provides a certain service to the next higher 
layer. The researcher-reimbursement layer provides processing of travel 
reimbursements. The mailroom layer provides person-to-person delivery 
within the company. The postal layer provides mailroom-to-mailroom 
delivery between locations. The way in which a higher layer takes advan-
tage of the services provided by a lower layer and the information that a 
higher layer must provide to enable the lower layer to fulfi ll its task are 
specifi ed by the lower layer ’ s service interface: to deliver a message from 
one mailroom to the other, for example, the postal service requires the 
message that the mailroom wants to have delivered to its peer, the appro-
priate postage, and the address of the receiver. 

 To realize a layer’s service, an entity at that layer cooperates with its 
peer at the receiving end by exchanging messages. 46  The format of the 
messages to be exchanged and the actions to be taken by the receiving 
peer are specifi ed by the protocol ’ s peer interface. At the highest layer, the 
message consists of the reimbursement-request form and the supporting 
documents. The company ’ s rules specifying the format of the form, what 
documentation is required, and what action the reimbursement depart-
ment will take upon receipt of the message constitute that protocol ’ s peer 
interface. At the mailroom layer, the message consists of the interoffi ce 
envelope containing the higher layer ’ s message 47  plus some control infor-
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mation 48  that tells the receiving mailroom what to do with the envelope, 
such as the internal postal code that identifi es the receiver at the higher 
layer or additional instructions such as a request for rush service. The 
internal rules that require the use of interoffi ce envelopes, defi ne the inter-
nal mail code, and specify the format and meaning of additional instruc-
tions constitute that layer ’ s peer interface. And so on. 

 You may have noted that each layer receives exactly the same message 
that was sent to it by its peer (fi gure 2.5): the reimbursement department 
receives the reimbursement-request form and the documentation, the 
mailroom receives the interoffi ce envelope. If a lower layer adds informa-
tion (e.g., to communicate with its own peer), that layer ’ s peer at the 
receiving end removes that information and only delivers the higher lay-
er ’ s message to the higher-layer protocol at the receiver. This is not an 
accident; it is the result of the fi rst of the two additional constraints 
imposed by the version of the layering principle used in network design: 
that layer  n  at the destination must receive exactly the same object sent 
by layer  n  at the source. 49  This rule requires that a lower-layer protocol may 
not permanently modify the object passed to it by a higher-layer protocol 
for delivery to its higher-layer protocol peer. 50  This constraint lets protocol 
designers think about the horizontal features of protocol design separately 
from the vertical aspects: if a protocol at a specifi c layer can be sure that 
it will receive exactly the message sent to it by its peer at the sending loca-
tion, how the message gets from one to the other does not make any dif-
ference for the interaction between the protocol peers. Although 
communication between protocol peers at higher layers happens indi-
rectly 51  through the use of lower layers, the protocol ’ s peer interface can 
be designed as if the two peers communicated directly. 52  Put differently, 
the lower layers are transparent to the horizontal interactions among com-
municating protocol components. This greatly reduces the complexity 
involved in protocol design. The designers of a peer interface can ignore 
the diffi culties associated with getting a message from one protocol peer 
to another and can instead focus on how to structure the exchange of 
messages between the peers to realize the additional functionality provided 
by that protocol. In our example, people thinking about what information 
is needed to process a reimbursement and under which condition the 
reimbursement request should be granted do not need to think about 
how to get the form from the employee requesting the reimbursement to 
the reimbursement department. Given that the lower layer will deliver 
exactly the same message that the employee sends, it does not make any 
difference for the peer interface at the reimbursement layer whether the 
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reimbursement request is delivered in person, by fax, by interoffi ce mail, 
or by some other means. 

 The second constraint specifi c to layering in the networking context is 
that a lower-layer protocol cannot make any assumptions about the object 
(protocol data unit) passed to it by a higher-layer protocol for delivery to 
its higher-layer protocol peer. 53  Thus, the lower-layer protocol may neither 
access nor act on the information contained in higher-layer protocol data 
units. This constraint preserves the central feature of layering: the inde-
pendence of lower layers from higher layers. To access, interpret, or act 
upon information contained in higher-layer protocol data units, a lower 
layer must know the format and the meaning of higher-layer messages. 
This introduces a dependence on the higher-layer protocol. If the higher-
layer protocol changes, the lower-layer protocol will not be able to function 
correctly without being changed. In the example above, the employee gave 
the mailroom a message to be delivered and the name of the recipient of 
the message; the mailroom used the name to look up the recipient ’ s internal 
mail code in the company directory. Imagine instead that the job of the 
mailroom was to look at the message provided by the higher layer and 
infer the recipient itself, using the knowledge that travel reimbursements 
are processed by the reimbursement department. Now consider what would 
happen if the responsibility for processing reimbursements were to be 
transferred to another department. In the original example, the operation 
of the mailroom layer (to look up the internal mail code for the name 
given to it by the higher layer) would not be affected by the change. In 
the variation just discussed, the change at the reimbursement-processing 
layer would require a change at the mailroom layer, as the existing proce-
dure (deliver reimbursements to the reimbursement department) would 
deliver the reimbursement request to the wrong department. 

 The description of the travel-reimbursement example glossed over an 
important difference between how higher layers and lower layers operate. 
At the reimbursement layer and at the mailroom layer, a protocol entity 
at the sending location and a protocol entity at the receiving location 
exchange messages to realize the service provided by their protocol. In 
contrast, at the postal layer, the postal-service entities in the sending and 
receiving locations and additional intermediate entities on the path from 
origin to destination contribute to the realization of the service. In the 
postal service, letters are not transported from sender to receiver directly, 
but through a series of intermediate locations, such as the local mail 
processing and distribution center, hub and spoke processing centers, and 
the mail processing and distribution center close to the company ’ s head-
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quarters. At each postal-service location, an entity belonging to the postal 
layer checks the address on the envelope to determine the next destination 
on the path and uses the services of yet another layer (let us call it the 
 transporting layer ) to deliver the envelope to that destination, where the 
same process is repeated until the envelope arrives at its fi nal destination. 

 As we will see below, a similar difference in the operation of different 
layers can often be found in layered networks. Consider a communications 
path that consists of a series of nodes. Sometimes a higher layer may 
operate directly between the fi rst and the last node on the path (i.e., end-
to-end between the endpoints of the path), while a lower layer may operate 
hop-by-hop between adjacent nodes along the path (   box 2.5  , fi gure 2.8). 
As we will see, differences in operation between layers that operate hop-
by-hop rather than end-to-end have important implications for the inabil-
ity of lower layers to correctly implement a certain class of functions. This 
inability, in turn, is an important rationale behind the narrow version of 
the end-to-end arguments. 

 The End-to-End Arguments 

 The end-to-end arguments guide the placement of functionality in a multi-
layer system. Although the layering principle advises that the functionality 
of a system should be organized in layers, it does not provide any rules for 
assigning functions to layers. Thus, when designing a layered system, 
architects still have to decide how to divide its functionality among layers. 
In particular, when building a general-purpose system that is intended to 
support a variety of applications, architects often create a layered structure. 
The applications reside on top of the general-purpose system, which forms 
the lower levels of the hierarchy. With this general structure, there are 
many application requirements that could be implemented at a higher or 
a lower level, or at several layers in the hierarchy. In particular, functional-
ity that is needed by specifi c applications could be implemented as part of 
the application (a higher layer) or could be incorporated in the general-
purpose system (which forms the lower layers of the system). With respect 
to this choice, the end-to-end arguments provide a rationale for moving 
application-specifi c functionality upward in a layered system. 54  

 In the context of communication networks, the end-to-end arguments 
have vertical and horizontal dimensions. In layered communication net-
works, the allocation of functionality among layers affects how functional-
ity is distributed among end hosts and computers in the network ’ s core. 55  
Higher layers only have to be implemented on end hosts; they do not have 
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to be implemented on computers in the core of the network. As a result, 
the decision to place functionality in a higher layer places this functional-
ity at the end host. While lower layers are implemented on all computers, 
they are the only layers that have to be implemented on computers in the 
network ’ s core. 56  As a result, their design determines the functionality 
present in the core of the network. 

 The end-to-end arguments, which had been implicitly used in system 
design for years, were fi rst identifi ed, named, and described by Jerome 
Saltzer, David Reed, and David Clark in 1981. 57  In the networking com-
munity, the role of the end-to-end arguments as a fundamental principle 
governing the design of computer networks is generally acknowledged. 58  
The end-to-end arguments are also believed to be among the few architec-
tural principles underlying the design of the Internet. 59  However, there is 
a great deal of uncertainty about how to apply the end-to-end arguments 
in specifi c cases. Often, proponents and opponents of a technical solution 
refer to the end-to-end principle to justify their view. In view of this wide-
spread disagreement, it is necessary to clarify exactly what is meant by  “ the 
end-to-end arguments ”  before we can test whether a specifi c technical 
solution complies with this design principle. 

 It seems natural to look to Saltzer, Reed, and Clark for an authoritative 
defi nition of the principle. Since 1981, when their paper was published, 
they have revisited the end-to-end principle in several papers. In a joint 
paper, they evaluated active networking in the context of the end-to-end 
arguments. 60  In two recent papers, David Clark and Marjory Blumenthal 
have analyzed the role of the end-to-end arguments in light of the chang-
ing requirements of today ’ s Internet. 61  In addition, David Reed and Jerome 
Saltzer have written short comments referring to the considerations under-
lying the original paper. 62  

 Studying the papers mentioned in the preceding paragraph yields a 
surprising result: there are two versions of the end-to-end arguments that 
represent different rules for architectural design. 63  To see this, consider the 
following two statements of  “ the end-to-end principle ” :  “ A function should 
only be implemented in a lower layer, if it can be completely and correctly 
implemented at that layer. Sometimes an incomplete implementation of 
the function at the lower layer may be useful as a performance enhance-
ment ”  64  (fi rst version) and  “ A function or service should be carried out 
within a network layer  only if it is needed by all clients of that layer , and it 
can be completely implemented in that layer ”  65  (second version). The fi rst 
version paraphrases the end-to-end principle as presented in the original 
paper (the complete original defi nition is given below). The second version 
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is directly taken from the paper on active networking and end-to-end argu-
ments. Clearly, the second version establishes much more restrictive 
requirements for the placement of a function in a lower layer. This insight 
may be surprising — the authors never explicitly drew attention to the 
change in defi nition. 66  In the literature, most texts that refer to  “ the end-
to-end arguments ”  simply quote either the fi rst or the second version. 67  
Whereas technical discusssions often focus on the fi rst version, 68  policy 
texts and descriptions of the Internet ’ s architecture usually use the second 
version. 69  Yet nearly all texts refer to the example of reliable fi le transfer 
that was used to explain the reasoning behind the end-to-end arguments 
in the original paper. 70  

 Have the end-to-end arguments simply evolved over time? 71  Should we 
distinguish between the two versions? As the subsequent analysis will 
show, it is better to distinguish between the two. Both provide a justifi ca-
tion for moving functionality upward in a layered system, but there are 
real differences between the two versions in scope, content, and validity. 
For example, while the fi rst version (the  “ narrow ”  version) applies only to 
a certain group of functions within a system, the second version (the 
 “ broad version ” ) applies to the complete functionality of a system. The 
terminology ( “ narrow ”  vs.  “ broad ” ) used throughout this book refl ects this 
difference in scope. 72  As we will see, the rules imposed by the broad version 
are more restrictive than those imposed by the narrow version. Whereas 
the narrow version is based on an argument about correctness and claims 
absolute validity, the broad version is the result of a trade-off based on a 
specifi c prioritization of values. Designers must follow the narrow version 
if they want to design a correct system, but they can choose whether to 
apply the broad version. They should apply the broad version only if the 
trade-off among values underlying this design principle refl ects the com-
bination and the prioritization of values they want to achieve. 73  

 Since both versions constrain designers to a different degree, their appli-
cation may result in different architectures. Some architectures may be 
compliant with one version but not with the other. Failing to distinguish 
between the two may lead to incorrect systems, may create confusion, 
and may lead to unnecessary debates about the correct application of the 
end-to-end arguments, both in policy debates and in the networking 
community. 

 The following analysis explores these questions in more detail. Starting 
with the narrow version that was presented in the original paper by 
Saltzer, Reed, and Clark, it sets out the two versions of the end-to-end 
arguments and outlines the reasoning behind them. It then compares the 
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two versions and highlights the reasons in favor of distinguishing between 
the two. 

 The Narrow Version 
 The Design Principle   The narrow version of the end-to-end arguments 
was fi rst articulated in the original end-to-end paper by Saltzer, Reed, and 
Clark, where it was applied to the division of functionality between an 
application and a communication system 74 : 

 The function in question can completely and correctly be implemented only with 

the knowledge and help of the application standing at the endpoints of the com-

munication system. Therefore, providing that questioned function as a feature of 

the communication system itself is not possible [i.e., it is not possible to provide a 

complete and correct implementation of the function within the communication 

system only]. (Sometimes an incomplete version of the function provided by the 

communication system may be useful as a performance enhancement.) 75  

 Later the principle was applied to the division of responsibility between 
end systems and the core of the network and generalized to the placement 
of functionality in higher or lower layers: 

 A function should not be implemented in a lower layer, if it cannot be completely 

and correctly implemented at that layer. Sometimes an incomplete implementation 

of the function at the lower layer may be useful as a performance enhancement. 76  

 In the context of the narrow version, the choice between layers is not 
always equivalent to the choice between end systems and the core of the 
network. It is equivalent if the lower layer is implemented in the network 
and the higher layer operates end-to-end between the end hosts. In this 
case, placing a function in the higher layer also puts the function at the 
end host, whereas placing the function in the lower layer puts the function 
in the network (   fi gure 2.6  , case 1). The choice between layers is not equiva-
lent to the choice between end systems and the core of the network if the 
layers under consideration terminate in the same pair of end systems. In 
this case, either choice places the function at the end host, but in different 
layers (fi gure 2.6, case 2). Thus, the importance of the narrow version goes 
beyond the division of functionality between end systems and the core of 
the network.  

 Analysis   The narrow version of the end-to-end arguments highlights the 
existence of functions that can be completely and correctly implemented 
only at the endpoints, i.e., end-to-end between the original source and 
ultimate destination of data; these are the functions to which the argument 
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applies. Throughout this book, these functions will be called  end-to-end 
functions . As we will see, implementing these functions completely and 
correctly at a lower layer (in the network) is not possible. 77  If designers 
want to build a correct system — a system that behaves as it is supposed 
to — these functions must be implemented at a layer where a complete and 
correct implementation is possible. In general, this will be a higher layer 
where protocols operate end-to-end between end systems, i.e., between the 
original source and the ultimate destination of data (at the end hosts). In 
some cases, it may even be the highest layer — the application itself. 

 Also implementing a necessarily incomplete version of these functions 
at a lower layer (in the network) is redundant and usually constitutes an 
ineffi cient use of system resources. In some cases, however, an incomplete 
implementation at the lower layer may be justifi ed to enhance system 
performance. 

 The narrow version of the end-to-end arguments, then, provides two 
design rules for end-to-end functions: fi rst, end-to-end functions must be 
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 The choice between layers is not always equivalent to the choice between end hosts 

and the core of the network. 
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implemented at a layer where they can be completely and correctly imple-
mented. Second, whether the function should also be implemented at a 
lower layer must be decided case by case. 

 But what functions are end-to-end functions to which the narrow 
version applies, and why can they not be completely and correctly imple-
mented at a lower layer within the network? 78  

 In general, a function (e.g., error control to ensure data integrity) cannot 
be completely and correctly implemented at a lower layer if events falling 
into the function ’ s responsibility (e.g., corruption of data) can occur outside 
the scope of control of the lower-layer protocol. In this case, the lower-layer 
protocol cannot cover all events for which the function is responsible; it 
is not able to perform the function completely and correctly. 

 This problem may arise in two cases: in the fi rst case, the lower layer 
operates hop-by-hop, while the higher layer operates end-to-end, and events 
falling into the responsibility of the function may occur within the nodes 
along the path (   fi gure 2.7  , threat 1). 79  In this case, the lower layer will not 
be able to implement the function completely and correctly. In the network-
ing context, the canonical examples of this type of problem are error 
control to ensure data integrity and encryption to ensure confi dentiality.  

Virtual communication
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Actual communication
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Layer 2

Layer 11

2

End-to-end

End-to-end

Hop-by-hop

 Figure 2.7 
 Only a higher-layer protocol that operates end-to-end can protect against threat 1. 

Only a protocol at layer 3 or higher can protect against threat 2. 
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 Consider a communication path that consists of a series of nodes from 
the origin to the destination. The higher layer operates end-to-end between 
the origin and the destination, while the lower layer operates hop-by-hop 
between the nodes along the path (box 2.5).  

 If error control is performed by a hop-by-hop protocol at each hop along 
the path, the protocol ensures that the data that leaves the protocol entity 

   Box 2.5 
 End-to-End versus Hop-by-Hop Execution of Functionality 

 Consider a communication path that consists of a series of nodes from the 

origin to the destination (   fi gure 2.8  ). a  A protocol that operates end-to-end 

between the origin and the destination operates  “ directly ”  between these two 

systems, the endpoints of the path. In such a protocol, the protocol peers at 

the origin (A) and the destination (B) communicate with each other directly 

to realize the protocol ’ s functionality. b  Functionality implemented end-to-

end is performed once between the endpoints. A protocol that operates hop-

by-hop along this path operates between neighboring computers on the path 

from the origin to the destination. Functionality implemented in this way is 

performed locally at each step or  “ hop ”  along the path without regard to the 

protocol ’ s operations at the other hops. At each step, the two protocol peers 

at neighboring nodes cooperate to execute the function. That is, the protocol 

entity at the origin (A) does not communicate with its counterpart at the 

destination to realize the protocol ’ s functionality, but with its peer at the next 

computer (B) in the path. In the next step, the protocol entity at B commu-

nicates with its peer at the next computer (C) in the path, and so on. 

 a. Whereas the concepts of  “ end-to-end ”  and  “ hop-by-hop ”  are often pre-

sented in the context of communication between end systems, end-to-end 

versus hop-by-hop is a relative concept that can apply to other sequences of 

nodes within a network where a source node communicates with a destina-

tion node, from which it is separated through a series of nodes. The choice 

then is whether to implement a function end-to-end between the source and 

destination or hop-by-hop between the hops along the path. For example, 

 “ with respect to the network nodes, fl ows between switches or routers can be 

viewed as end-to-end, while links between link repeaters (or bridges) are 

viewed as hop-by-hop ”  (Sterbenz and Touch 2001, p. 41). For a more detailed 

discussion and additional examples, see ibid., pp. 39 – 41, 345 – 346. 

 b.  “ Direct communication ”  is a conceptual abstraction. In reality, protocol 

peers on different computers do not communicate directly; they use the ser-

vices of lower layers to send messages to their peers.   
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at one node is identical to the data that arrives at this entity ’ s peer at the 
next node. The protocol does not detect what happens while the data is 
processed within the node. For example, in    fi gure 2.8  , the hop-by-hop 
protocol would check whether the data that leaves a out  is the same as the 
data that arrives at b in  and whether the data that leaves b out  is the same as 
the data that arrives at c in , but it does not test whether the data that arrives 
at b in  is the same as the data that left b out . Thus, if error control is imple-
mented hop-by-hop, data may still get corrupted in the nodes. For example, 
errors may be introduced within a node while data is transferred from the 
input to the output buffer, because of errors in the network interface cards 
or because of memory bit errors. 80   

 In contrast, end-to-end error control at the higher layer detects whether 
the data leaving the higher layer at the fi rst node (at A out ) is identical to 
the data arriving at the higher layer of the last node (at C in ). The mecha-
nism identifi es all errors that may have been introduced along the path, 
both between two nodes and within a node. For this reason, error control 
can be completely and correctly implemented only at a higher layer that 
operates end-to-end between the data ’ s original source and ultimate 
destination. 81  

 Similarly, if data is encrypted by a protocol in hop-by-hop fashion, the 
protocol encrypts the data when it leaves the protocol entity at the node. 
Once the data reaches the protocol peer at the next node, it is decrypted 
so that this layer or higher layers within the node can process it, and it is 
not encrypted again until it leaves this layer to be sent out. Thus, while 
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 End-to-end versus hop-by-hop execution of functionality. 
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hop-by-hop encryption ensures confi dentiality while the data is in transit 
between two nodes, it does not prevent unauthorized access to data 
while the data is unencrypted in the nodes along the path. In contrast, if 
data is encrypted by a higher layer that operates end-to-end between the 
fi rst and the last node along the path, it is encrypted when it leaves the 
higher layer at the fi rst node and decrypted when it arrives at the higher 
layer at the last node. Thus, the data is kept confi dential along the entire 
path. 82  

 There is a second case in which a lower layer cannot correctly and 
completely implement a function (e.g., error control): the case in which 
both layers terminate in the same pair of computers, but events that the 
function should cover (e.g., corruption of data) occur before data enters 
the lower layer or after data leaves the lower layer (fi gure 2.7, threat 2). 83  
In this case, only a function implemented at or above the layer where the 
event occurs can guarantee the correct execution of the function. 

 Again, error control and encryption may be affl icted with this problem. 
Consider two layers that terminate in the same pair of computers. If data 
may get lost or corrupted after it leaves the lower layer, this layer cannot 
completely and correctly implement error control. Instead, error control 
must be performed at or above the layer at which the problem occurs. For 
example, if the fi le system introduces errors while storing the data, only 
an error control performed by the fi le-transfer application may be able to 
spot and correct this problem. 84  With respect to encryption, if the end 
system itself is not secure, unauthorized access may occur after the data 
leaves the lower layer. Thus, encryption to ensure confi dentiality cannot 
be completely and correctly implemented at this layer. To ensure confi -
dentiality, the data must be encrypted and decrypted at a higher layer — at 
the lowest trusted layer within the end system. 85  

 Error control and encryption are therefore end-to-end functions, and 
the narrow version of the end-to-end arguments applies to them. Apart 
from error control and encryption, the original paper mentions delivery 
guarantees, suppression of duplicate messages, guaranteeing fi rst-in-fi rst-
out message delivery, and transaction management as examples of end-to-
end functions. 

 If designers want to build a correct system (one that behaves as required), 
these end-to-end functions must be implemented at a higher layer at which 
they can be completely and correctly implemented. Which layer meets this 
criterion depends on where events occur that have to be covered by the 
function. 86  In general, the appropriate layer will be a higher layer where 
protocols operate end-to-end between end systems, i.e., between the 
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original source and ultimate destination of data; in some cases, it may be 
the highest layer — the application itself. 87  

 While an end-to-end function must be implemented at a higher layer 
to ensure the correct operation of the system, the narrow version of the 
argument explicitly mentions the possibility of placing an additional 
implementation of the function at the lower layer. 88  Because the lower 
layer cannot implement the function completely and correctly, an instan-
tiation at this layer is necessarily incomplete. Although the lower-layer 
implementation is redundant, it may improve overall performance. 89  Thus, 
the decision to also implement a necessarily incomplete version of the 
function at the lower layer is the result of a trade-off. 90  In the words of the 
original paper,  “ the amount of effort to put into reliability measures within 
the data communication system [as an example of a partial low-level 
implementation] is seen to be an engineering trade-off based on perfor-
mance, rather than a requirement for correctness. ”  91  

 For example, if some underlying links are very unreliable, performing 
additional error control hop-by-hop along these links may increase the 
effi ciency with which communication resources are used: as more errone-
ous data is retransmitted locally over one link instead of end-to-end 
through the whole network, network load is reduced; so, potentially, is 
overall delay. However, local error control increases the amount of process-
ing within the network (which may increase delay) and consumes addi-
tional bandwidth (because of additional checksums at the lower layer). 92  

 Different technologies may justify a different resolution of this trade-off. 
Consider a computer that accesses the Internet over a wireless link without 
error control. Because the only error control operates end-to-end between 
the sending host and the receiving host, packets will have to be retransmit-
ted across the whole network every time a packet is lost. Since wireless 
networks are very unreliable, there will be many end-to-end retransmis-
sions. Error control on the wireless link would replace these retransmis-
sions across the whole network with retransmissions across the wireless 
link. The considerable reduction in network traffi c may justify the imple-
mentation of error control on this link. In contrast, the technology used 
by a dial-up modem is much more reliable than wireless links, but has far 
less bandwidth. Because of the modem ’ s reliability, local error control 
would not drastically reduce the number of end-to-end retransmissions 
resulting from problems on this link. At the same time, the additional bits 
needed to implement the error control would consume valuable band-
width on a link with little to spare. Thus, an additional implementation 
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of error control on the access link may be worth the cost on a wireless 
access link, but not on the link used by a dial-up modem. 93  

 In addition to these general considerations, the original paper mentions 
two specifi c costs of performing an end-to-end function at the lower layer 
that should be considered in the trade-off. First, executing the function is 
costly for applications that do not need it. 94  Second, the application or 
higher layers may have more information about their needs than lower 
layers (the network), and may therefore be able to perform the function 
more effi ciently. 95  These arguments play important parts in the broad 
version of the argument and will therefore be explained below. They show, 
however, a bias against partial lower-level implementations of end-to-end 
functions in the original paper. 96  

 The Broad Version 

 The Design Principle   Whereas the narrow version applies only to func-
tions that cannot be completely and correctly implemented at lower layers 
(in the network), the broad version provides a general rule for dividing 
functionality among layers in a multi-layer system and for distributing 
functions between end systems and the core of the network in multi-layer 
communication networks. The broad version is emphasized in later texts 
by the authors of the original paper. 97  

 According to the broad version,  “ specifi c application-level functions 
usually cannot, and preferably should not, be built into the lower levels 
of the system — the core of the network. ”  98  Instead,  “ a function or service 
should be carried out within a network layer only if it is needed by all 
clients of that layer, and it can be completely implemented in that layer. ”  99  
Lower layers of the system (the network) should provide only general ser-
vices and functions of broad utility across applications in order to support 
as many higher-layer applications as possible. Lower-level functions are 
not optimized to better support specifi c higher-layer applications. Though 
this may increase the performance of the particular application, it also 
constitutes an unnecessary and therefore ineffi cient feature for applica-
tions that do not need this function; it may even rule out the implementa-
tion of applications not foreseen at the time of the design. 100  

 Thus, according to the broad version, lower layers of the system — the 
network ’ s core — should provide only general services that can be used by 
all applications. Application-specifi c functionality should be concentrated 
in the higher layers of the system, at the end hosts (   fi gure 2.9  ). The broad 
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version does not prevent functions from being implemented in the network 
if they cannot be completely and correctly implemented at the end hosts 
only. 101   

 Analysis   On the one hand, applying the broad version of the end-to-end 
arguments results in an architecture that can accommodate new applica-
tions not foreseen at the time of design. Having the designers of applica-
tions (who know the needs of their applications) design application-specifi c 
functionality may be more effi cient than asking designers of lower layers 
to anticipate the needs of future applications. Finally, an architecture based 
on the broad version may be more reliable than an architecture that imple-
ments application-specifi c functionality in the core of the network. 

 On the other hand, the broad version prevents optimizing the perfor-
mance of current applications if the optimization involves the implemen-
tation of application-specifi c functionality in the core of the network. This 
reduced performance is the price for the evolvability of the system. The 
broad version thus represents a trade-off between long-term evolvability, 
application autonomy, and reliability, on the one hand, and certain types 
of performance optimization, on the other. Designers should choose the 
broad version of the end-to-end arguments if the trade-off among qualities 
underlying the broad version refl ects the relative importance of qualities 
in the system under consideration. In the words of David Reed:  “ One of 
the main conclusions of the end-to-end argument is usually to point out 
the infl exibility or diffi culty of evolution of a design to incorporate require-
ments not known at the time of system design. Non-end-to-end designs 
usually fail to meet future needs quickly. That ’ s the point. No one would 
make an end-to-end design if they had a fully specifi ed problem and were 
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 Distribution of functionality in a network based on the broad version. 
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searching for the absolute optimum performance where all conditions are 
known. Yet many of the  ‘ let ’ s rewrite end-to-end ’  arguments are based on 
some person ’ s urgency to deliver the maximum performance possible in 
the shortest possible time, evolvability-be-damned. ”  102  

 Evolvability   A general-purpose system is designed to support various appli-
cations that may have different requirements. Implementing functionality 
in lower layers of a system that is needed by only some applications, or 
otherwise optimizing the lower layers for the needs of specifi c applications, 
will usually improve the performance of these applications. 103  Since the 
lower layers of the system must be used by all applications, applications 
with diverging needs will have to bear the impact of the optimization 
too. 104  Functionality that lets some applications work better may hurt other 
applications whose needs differ. 

 Problems caused by application-specifi c functionality in the network are 
likely to become more severe if the architecture is intended to last a long 
time. Though it may be possible to perform a constrained optimization that 
optimizes the network for a known set of uses, the result is not likely to 
meet the needs of applications that are unknown and unpredictable at that 
time. 105  In the best case, a new application must pay the costs of a service 
it does not need. In the worst case, the functionality contained in the 
lower layers may prevent the new application from being deployed at all. 

 Consider two examples. The public switched telephone network was 
originally designed to transmit human speech. Over time, network provid-
ers deployed a number of technologies in the network that optimized the 
network for the needs of telephony. The telephone network transmits 
sounds within a certain frequency range (300 – 3,400 Hz). 106  When sound 
is transmitted over long cables, the strength of the signal declines rapidly. 
Higher frequencies lose strength faster than lower frequencies, which 
reduces the quality of transmission. To ameliorate this, network providers 
deployed devices called  load coils  on cables longer than 18,000 feet. Load 
coils boost the strength of the higher frequencies to the same level as the 
lower frequencies. As a side effect, they effectively cut off frequencies above 
3.4 kHz. Since telephony does not use the frequencies above 3.4 kHz, 
network providers did not view this as problematic. Digital Subscriber Line 
(DSL), the technology used to transmit digital data over the last mile of 
the public telephone network, uses the frequencies above 25 kHz. Since 
load coils cut off signals above 3.4 kHz, they have to be removed before 
DSL can be used over these lines. Thus, load coils optimized the telephone 
network for the needs of a specifi c application (voice telephony), but they 
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are incompatible with another application (high-speed DSL Internet 
service) that was not foreseen at the time of the optimization. 107  

 In the 1990s, various aspects of the Internet ’ s architecture were opti-
mized for the needs of a particular group of applications called  client-server 
applications , which were the dominant class of applications at the time. 108  
These applications included Web surfi ng, online shopping, and watching 
video streams. Client-server applications consist of a client program and a 
server program, both running on end hosts. 109  The client program and the 
server program interact in a pattern typical of client-server applications: 
the client requests a service from the server, and the server delivers the 
service. Whereas the request for service usually does not use a lot of band-
width, the delivery of the service is often bandwidth-intensive. For example, 
when you surf the Web, the browser sends a small amount of data to the 
server to ask for a specifi c website. The server returns a large amount of 
data — the webpage — to the browser. Similarly, the client of a streaming 
video application such as RealPlayer sends a small amount of data asking 
for a specifi c video; the server then sends a large amount of data — the 
streamed video — to the client. 

 Given that most of the applications that were known at the time fol-
lowed this pattern, network providers designed the access links (the links 
connecting the home to the network provider) of their broadband net-
works to provide asymmetric bandwidth. Technologies such as ADSL 
(deployed in telephone networks) and HFC (deployed in cable networks) 
offer signifi cantly more bandwidth from the provider to the home than 
from the home to the provider. 110  This lets providers get more downstream 
bandwidth out of an access link with a certain capacity than if the upstream 
and downstream bandwidth are given an equal amount of bandwidth. This 
solution improves the performance of client-server applications by giving 
them more bandwidth where they need it and less bandwidth where they 
do not need it. Today, asymmetric bandwidth creates problems for applica-
tions that send and receive an equal amount of data; these applications 
are called  peer-to-peer applications . Internet-telephony applications (Vonage, 
Skype), video conferencing software, and fi le-sharing applications (Napster, 
Gnutella, BitTorrent) all have these characteristics. 111  

 Whereas functionality implemented in the network usually has to be 
used by all applications, applications can choose the higher-layer protocols 
they want to use. 112  Thus, following the broad version of the end-to-end 
arguments and placing application-specifi c functionality in a higher-layer 
protocol at the end host restricts the positive as well as the negative effect 
of application-specifi c functionality to applications using the protocol. 
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 Since lower layers in a system designed using the broad version provide 
only very general services and are not optimized for specifi c higher-level 
applications, the lower levels can support a wide variety of applications 
and do not rule out new applications not foreseen at the time of design. 

 In addition, as we will see in chapter 4, designing a system using the 
broad version of the end-to-end arguments concentrates functionality that 
is likely to change in areas of the architecture that are easy to change. Areas 
of the architecture that are diffi cult to change contain functionality that 
is not likely to change over the lifetime of the system. 

 Application Autonomy   The broad version also supports application auton-
omy. Application autonomy is the idea that an application or higher layers 
close to it know best what services they need and should therefore be 
responsible for meeting these needs. 113  This has two aspects. First, it is very 
diffi cult, if not impossible, for lower-layer designers to guess in advance 
what tailored services potential future applications might require. Thus, it 
is very likely that some higher layers will always end up having to imple-
ment application-specifi c services themselves. It therefore seems more rea-
sonable (and more effi cient, as lower-layer designers would put effort into 
designing functionality that would ultimately have to be designed again 
at a higher layer anyway) to let higher layers take care of their specifi c 
needs instead of shifting this responsibility to lower layers. 114  Second, the 
application or higher layers that are more application-specifi c than lower 
layers may have more information about their needs than lower layers, 
and may therefore be able to perform the function in question more effi -
ciently. 115  For example, not all compression algorithms are equally suited 
to compress certain types of information. Whereas fi le data such as execut-
able code can only be compressed using lossless compression techniques, 
the characteristics of video or audio are better suited to the use of lossy 
compression algorithms. 116  The application, or an application-specifi c 
higher layer that knows the type of information it wants to transfer, is in 
a better position to choose an appropriate compression algorithm than a 
lower layer that does not have this information. 

 To fulfi ll their responsibility, higher layers must be able to use the build-
ing blocks provided by lower layers according to their needs. 117  Application 
autonomy implies a hierarchical relationship between applications and the 
network: the applications are in control, and the network has a serving 
role. Lower layers are responsible for providing very general building 
blocks, which can then be used by the application designer to realize 
application-specifi c needs. 
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 In the original Internet, users control end hosts, while network provid-
ers control the core of the network. Under these circumstances, by putting 
applications on end hosts in control, the principle of application auton-
omy effectively puts control over the use of the network in the hands of 
the users. 118  

 Reliability   Finally, using the broad version is likely to increase the reli-
ability of applications and the network. 119  For applications, implementing 
application-specifi c functionality in the network introduces additional 
points of failure in the network that are not under the control of the 
designer or the user of the application. In contrast, an application that 
does not depend on the correct implementation and functioning of appli-
cation-specifi c services in the network may be more reliable, since all 
potential points of failure are under the control of the designer or the user 
of the application. 120  

 For the network, concentrating application-specifi c functionality and 
services at the end hosts isolates the network from the consequences of 
erroneous applications 121 : the impact of unexpected malfunctions and 
failures of application-specifi c functions is restricted to individual end 
hosts and data fl ows and does not affect the network as a whole. In con-
trast, a failure of application-specifi c functionality in the network may 
negatively affect the entire network, not just certain applications. In addi-
tion, restricting application-specifi c functionality to end hosts may reduce 
the complexity of lower-layer protocols, thereby reducing the complexity 
of programs that must be implemented on computers in the network ’ s 
core. Since it is easier to design, implement, and test programs that are less 
complex, the resulting network is likely to be more reliable. 

 Lack of Application Awareness and Application Control in the Core of the 
Network   Applying the broad version of the end-to-end arguments results 
in a network that is not able to distinguish between the different applica-
tions running over it, or to control or to positively or negatively affect 
their execution. This feature is often attributed to the end-to-end argu-
ments directly. 122  As is apparent in the description of both versions above, 
however, neither version deals explicitly with this question. Thus, those 
reading either version of the end-to-end arguments and expecting to fi nd 
a non-discrimination rule will be rightly disappointed. This does not mean 
that there is no relationship between the end-to-end arguments and non-
discrimination, though. The lack of application awareness and application 
control in the network ’ s core is a direct consequence of the broad version 
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of the end-to-end arguments. 123  This is because it is not possible to design 
a network architecture that gives the network the ability to distinguish 
between the applications running over it or to control their execution 
without violating the broad version of the end-to-end arguments. In order 
to identify the different applications using the network and to positively 
or negatively infl uence their execution, application-specifi c fi ltering and 
control mechanisms must be implemented in the network ’ s core. The 
implementation of application-specifi c functionality in protocols in the 
core of the network directly violates the broad version of the end-to-end 
arguments that prescribes that application-specifi c functionality must be 
concentrated in and be restricted to higher layers at the end host. 124  The 
fi ltering and control mechanisms in the network ’ s core may also violate 
the layering principle if the mechanisms operate at the Internet layer or 
at a lower layer but access or modify the message 125  (protocol data unit) 
passed to them by higher-layer protocols. 126  In that case, the mechanisms 
violate the second constraint imposed by the layering principle in the 
context of layered communication networks: a lower-layer protocol may 
not make any assumptions about the protocol data unit passed to it by a 
higher-layer protocol for delivery to its higher-layer protocol peer, and 
consequently may neither access nor act on the information contained in 
higher-layer protocol data units. 127  

 The application-blindness of an end-to-end network prevents the 
network owner from discriminating against applications running on its 
network. Thus, the broad version of the end-to-end arguments effectively 
shields independent application developers from strategic behavior by 
network owners. 128  From the perspective of an independent application 
developer, this is a benefi t resulting from the application of the broad 
version of the end-to-end arguments. From the point of view of a network 
owner, this feature constitutes a cost of end-to-end design if the network 
owner has an incentive to discriminate against independent applications. 
This question is explored more in chapter 6. 

 Since the application-blindness of an end-to-end network prevents the 
network owner from discriminating against applications, an end-to-end 
network is neutral among applications. The  “ network neutrality ”  that 
results from applying the broad version of the end-to-end arguments is at 
the core of the current policy debates. 129  Arguing that network neutrality 
has benefi cial effects on innovation, proponents of regulation are asking 
legislators and regulators worldwide to protect network neutrality by 
regulating the owners of broadband networks. 130  Opponents of regulation 
argue that, because network owners do not have an incentive to 
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discriminate against independent applications, network neutrality does 
not have to be enforced through regulation, 131  or, alternatively, 132  that a 
network-neutrality regime would reduce network owners ’  incentives to 
upgrade their broadband networks in the future. 133  

 Costs of the Broad Version of the End-to-End Arguments   The broad version 
of the end-to-end arguments does not come without costs. First, it may be 
diffi cult for inexperienced Internet users to understand and manage 
complex end hosts. Since all application-specifi c functionality is concen-
trated at the end hosts, application software must be installed, confi gured, 
upgraded, and maintained by users. For inexperienced users, this may be 
highly problematic. 134  The problem can be ameliorated, however, by hiding 
this complexity from the user — for example, users have the option of 
buying personal computers with pre-installed, pre-confi gured software. 
Similarly, software can be upgraded automatically over the Internet. 135  
Second, for the network owner, an end-to-end design may complicate 
network management, security, and pricing. The complications arise 
mainly from the application-blindness of the network. Network manage-
ment may be easier if you know what applications are running over the 
network. For example, data on patterns of use may enable network provid-
ers to predict or at least observe changes in the behavior of users, and may 
facilitate capacity planning in a network. 136  Similarly, a clear overview of 
the applications using a network at a specifi c point in time may make it 
easier to detect security attacks. 137  (How the broad version of the end-to-
end arguments affects security is discussed in chapter 9.) Finally, in an 
application-blind network, it is not possible to price-discriminate between 
users on the basis of the applications they use. (How differences in applica-
tion awareness affect the pricing strategies available to a network operator 
is explored in chapter 6.) 

 The analysis in the preceding paragraph refers to a network that realizes 
the broad version of the end-to-end arguments in its pure form. Depending 
on a network ’ s architectural design, it may be possible to collect some 
information about the applications running over the network in a way 
that, although it violates the layering principle, does not destroy the ben-
efi ts of applying the broad version of the end-to-end arguments. Thus, 
depending on the architecture, it may be possible to ameliorate the prob-
lems with network management and security mentioned above while 
affecting architectural integrity only slightly. For example, in the architec-
ture of the Internet, the Internet Protocol (IP) header and the transport 
protocol header contain information that can often be used to infer what 
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application is sending the data (e.g., the IP protocol fi eld and the TCP/
UDP/SCTP port numbers). 138  Although these fi elds were not intended to 
be interpreted by routers in the network, a packet fi lter operating at the 
Internet layer with access to these fi elds can nevertheless gather this infor-
mation. Such packet fi lters are often used by network providers to collect 
information on user behavior or identify security attacks. 139  Although this 
violates the layering principle (the packet fi lter needs information about 
the format of transport-layer protocol data units, and accesses transport-
layer protocol data units 140 ), the negative effect of this violation is marginal 
as long as the packet fi lter neither modifi es nor acts on the data. Since the 
fi lter does not modify the higher-layer information or acts upon it, it does 
not affect the operation of higher-layer protocols. If existing higher-layer 
protocols are changed, or if new higher-layer protocols are added, the 
fi lter may collect useless information, but it does not impede or prevent 
the operation of these higher-layer protocols. Using such devices consti-
tutes a trade-off between architectural purity on the one hand and network 
management and security on the other. In contrast, the architectural 
effect of devices that not only access but also modify or act upon infor-
mation contained in higher-layer protocol data units is usually quite 
severe. 141  

 Comparison of the Two Versions 
 The two versions of the end-to-end arguments differ considerably with 
respect to scope, content, and validity. In other words, they differ with 
respect to the range of functions to which they apply, the rules for the 
placement of these functions, and the justifi cations for these rules. 

 Scope   During the design of a layered architecture, the complete function-
ality of the system must be assigned to layers. The narrow version applies 
only to a sub-group of this functionality: end-to-end functions (functions 
that cannot be completely and correctly implemented in the lower layers 
of the system). The narrow version does not offer any guidance on func-
tions that do not have these characteristics. In contrast, the broad version 
guides the design of the system ’ s complete functionality. 

 Content   The two versions of the end-to-end arguments apply different 
criteria to determine the proper allocation of functionality. The narrow 
version distinguishes between  “ complete ”  and  “ partial ”  implementations 
of end-to-end functions (functions that can only be completely and cor-
rectly implemented in higher layers at the end hosts). The design rules 
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  Table 2.1 
 Differences in design rules between the narrow version and the broad version.  

 Narrow version  Broad version 

 Case 1: 
 The function can be 
completely and correctly 
implemented at the higher 
layer and at the lower layer 
and is needed by all clients 
of the lower layer. 

 The function can be 
implemented at the higher or 
the lower layer. 

 The function can 
be implemented 
at the higher or 
the lower layer. 

 Case 2: 
 The function can be 
completely and correctly 
implemented at the higher 
layer and at the lower layer 
and is not needed by all 
clients of the lower layer. 

 The function can be 
implemented at the higher or 
the lower layer. 

 The function 
should be 
implemented at 
the higher layer. 

 Case 3: 
 The function can only be 
completely and correctly 
implemented at the higher 
layer. 

 The function must be 
implemented at the higher 
layer. An additional 
implementation of the 
function at the lower layer is 
possible for performance 
reasons; the decision about 
an additional implementation 
at the lower layer should be 
made on a case-by-case basis. 

 The function 
should be 
implemented at 
the higher layer. 
No additional 
implementation 
of the function 
at the lower layer 
for performance 
reasons. 

 Case 4: 
 The function can only be 
completely and correctly 
implemented at the lower 
layer. 

 The function should be 
implemented at the lower 
layer. 

 The function 
should be 
implemented at 
the lower layer. 

provided by the narrow version provide guidance not only with respect 
to the partitioning of functionality between the network and end hosts 
but also with respect to the allocation of functionality to different layers 
in the network or on end hosts. In contrast, the broad version distinguishes 
between  “ general ”  and  “ application-specifi c ”  functions and uses this 
distinction to allocate functions to the network or end hosts; it does not 
distinguish further between different layers in the network or on end 
hosts.  

 Though the two versions agree that functions that cannot be completely 
and correctly implemented in the network must be implemented on end 
hosts, they differ with respect to other functionality (   table 2.1  ).  
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 First, the narrow version does not say anything about functions that 
can be completely and correctly implemented in lower and higher layers 
of the system. The decision where to implement these functions is left to 
the system architects. As a result, a system based solely on the narrow 
version could implement these functions in lower or higher layers of the 
system.  

 In contrast, the broad version only allows implementing functions in 
lower layers of the system, if they are needed by all clients of the layer and 
can be completely and correctly implemented at that layer, or if they 
cannot be correctly implemented at the end hosts. Thus, a system that 
implements a function in a lower layer of the system that can be com-
pletely and correctly implemented in a lower and a higher layer, but is not 
needed by all clients of the lower layer would violate the broad version 
but not the narrow version.  

 Second, according to the narrow version, the designers of the system 
must decide in each case whether they should implement a necessarily 
incomplete version of end-to-end functions in lower layers of the system 
to improve the performance of the system. While the original paper shows 
a bias against such lower-layer implementations, it presents this choice as 
an open trade-off that system architects must resolve case by case. The 
performance improvement resulting from such an additional implementa-
tion is an important argument to be considered in this trade-off. 

 In contrast, the broad version has resolved the trade-off between evolv-
ability and performance on a general basis, and it forbids the implementa-
tion of functions (including incomplete lower-level implementations of 
end-to-end functions) in lower layers of the system unless they are needed 
by all clients of these layers, owing to their negative effect on the evolv-
ability of the system. The fact that such a design reduces performance has 
already been factored in the decision to use this design principle. If per-
formance had been more important than evolvability, the system archi-
tects would not have chosen to use this design principle. Thus, the broad 
version entails a strong presumption that the performance gains of imple-
menting application-specifi c functionality in the lower layers of the system 
do not outweigh the costs for the evolvability of the system. As a result, 
the performance gains resulting from such an implementation usually 
cannot be used to justify a deviation from this rule. Reasons that could 
justify a deviation from this rule may exist, but they must go beyond those 
that were already considered in the trade-off. In other words, these reasons 
must be so important or the circumstances must be so different that they 
justify reversing the trade-off that originally led to this design rule. 142  For 
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example, as we will see in chapter 9, it may be justifi able to deviate from 
the broad version to make the Internet more secure. 

 If designers were allowed to decide whether to deviate from the broad 
version and implement application-specifi c functionality in the network 
case by case, the long-term evolvability of the system would not be ade-
quately protected. 143  A case-by-case analysis biases system designers in favor 
of deviating from the broad version and quickly reduces the generality of 
the system. This is because of the problems associated with resolving the 
trade-off between evolvability and performance case by case. Whereas the 
benefi ts of deviating from the broad version (including the reduction in cost 
and the improvement in performance of certain applications) are immedi-
ately apparent, the costs associated with reducing the system ’ s evolvability 
are diffi cult to determine because the applications that may suffer from the 
deviation are not yet known. This makes it impossible to determine whether 
and to what extent some of these future applications will be harmed. Since 
the applications are not yet known, their social value cannot be known 
either; this makes it impossible to determine what the ultimate costs to 
society will be. As research in behavioral economics has shown, humans 
tend to assign disproportionately more weight to present benefi ts (i.e., the 
performance optimization or cost saving in the present) than to future 
benefi ts (i.e., the ability to use unknown applications in the future), which 
makes it more likely that designers will deviate from the broad version. That 
the future benefi ts are uncertain aggravates this bias. Moreover, designers 
working on a specifi c problem may lack the architectural knowledge to 
adequately assess the architectural effect of their solution. For example, 
when fi rewalls and network-address translators (which both deviate from 
the broad version) were fi rst deployed, their negative consequences for the 
evolvability of the network were not immediately recognized. It took a 
while to understand why and how they affect different classes of applica-
tions. Though the effect of a specifi c deviation may seem small, the inter-
actions between several deviations quickly erode the evolvability of the 
system. 144  For example, network-address translators and fi rewalls together 
have made it much more diffi cult to develop certain kinds of applications, 
and almost impossible to deploy new transport-layer protocols in the Inter-
net, severely constraining the evolvability of the Internet. 145  

 Finally, the two versions constrain applications in different ways. As we 
will see below, the broad version of the end-to-end arguments requires that 
applications be implemented in higher layers on end hosts. In contrast, 
the narrow version may require designers to implement certain end-to-end 
functions in the application itself. 
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 Validity   The two versions are based on different justifi cations. The narrow 
version is based on an argument about correctness: if designers want to 
build a correct system (one that behaves as required), they must follow the 
fi rst design rule embodied in the narrow version and implement each end-
to-end function at a higher layer at the end hosts, where it can be com-
pletely and correctly implemented. Whether an additional, necessarily 
incomplete version of an end-to-end function is implemented at a lower 
layer does not affect the correctness of the system. The second design rule 
of the narrow version presents this question as an open trade-off that must 
be resolved by the system architects case by case. 

 The broad version is based on different considerations. For all functions 
other than end-to-end functions (which must be implemented end-to-end 
for reasons of correctness anyway), the broad version ’ s design rules emerge 
from a trade-off: they refl ect the decision to prioritize long-term system 
evolvability, application autonomy, and reliability over short-term perfor-
mance optimizations. 146   

 Owing to these differences, both versions offer different amounts of 
freedom to system architects. Since designers usually want to build a 
correct system, system architects and subsequent designers must follow the 
fi rst rule of the narrow version. In contrast, system architects can choose 
freely whether or not they want to use the broad version. If they do not 
agree with the trade-off struck by the broad version, they can choose a 
different design principle and still build a correct system. Once the system 
architects have chosen the broad version, however, subsequent designers 
must comply with the rules established by that principle or else the long-
term evolvability of the system will suffer. 

 Rationale for Separation   Even if the authors of the  “ end-to-end papers ”  
did not intend to propose two different (though related) design principles, 
it is necessary to distinguish between those two design principles. 

 Owing to the differences in the content of the rules, both versions 
constrain the design of an architecture in different ways. Often an archi-
tecture is compliant with one version but not with the other. (We will 
encounter examples in chapter 3.) A clear conceptual separation between 
the two principles makes it easier for designers to recognize whether none, 
one, or both of them must or could be applied to solve their particular 
design problem. 

 A clear conceptual separation between the two versions would avoid 
unnecessary arguments about the  “ correct ”  application of  “ the end-to-end 
argument ”  and direct attention to the real question: how to resolve the 
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trade-offs associated with the placement of functionality. Over the years, 
both versions have been adopted by the scientifi c community as  “ the end-
to-end argument. ”  Whereas general books on network architecture often 
present the narrow version, texts published by the Internet Engineering 
Task Force or the Internet Architecture Board and papers on Internet policy 
usually are based on the broad version. Owing to the different rules embod-
ied in the two versions, two designers can apply  “ the end-to-end argu-
ment ”  to assess a technical solution and arrive at contradicting results. 
Thus, contradicting views of compliance with the end-to-end arguments 
often arise because people use different versions of the end-to-end argu-
ments, not because the same principle is incorrectly applied. In this case, 
the real issues lie elsewhere. The designers disagree about the proper resolu-
tion of the trade-off governing the placement of functionality, and they 
should argue about the prioritization of values, not about the meaning of 
the end-to-end arguments. 

 Failing to recognize the narrow version as a distinct design principle 
may even lead to incorrect systems. Designers can disagree about resolving 
a trade-off, but they cannot disagree about the requirements for correctness. 
Even someone who does not think that application autonomy, reliability, 
and long-term system evolvability are more important than short-term 
performance optimizations must comply with the narrow version and 
implement end-to-end functions end-to-end; otherwise the system will 
not execute correctly. If the two versions are not separated, there is a 
danger that designers will not recognize that the requirements for correct-
ness established by the narrow version are independent of the broad 
version, and that, because they disagree with the trade-off that underlies 
the broad version, they will not comply with the narrow version. 

 Because recent developments in the architecture of the Internet differ 
with respect to the challenges they pose to both arguments, the differences 
between the two versions may become even more relevant in the future. 
As will be discussed in the concluding chapter, some architectural solutions 
contradict one version but comply with the other. In this case, it is impor-
tant to be aware of the differences between the two versions so as to iden-
tify the issues posed by the problem under consideration. 

 A clear distinction would also resolve some common policy disputes. 
As was noted above, proponents of network neutrality regulation usually 
point to the benefi cial effect of network neutrality on innovation. Network 
neutrality, however, does not follow from the  narrow  version of the end-
to-end arguments — it is a consequence of applying the  broad  version. The 
argument in favor of regulation is based on the benefi ts of applying the 
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broad version of the end-to-end arguments and on the negative conse-
quences of deviating from that version. Opponents of regulation argue that 
proponents have extended the end-to-end arguments beyond their original 
meaning, referring to descriptions of the narrow version. 147  Thus, although 
both sides start from original descriptions of the end-to-end arguments, 
they arrive at contradicting results. This puzzle might be resolved quickly 
if the two sides would recognize that they are not using the same argument 
but rather two different versions of it. 
          
 
 
 
 
 





 3  The Original Architecture of the Internet 

 This chapter outlines how the layering principle and the end-to-end argu-
ments shaped the original architecture of the Internet. To situate the dis-
cussion, the fi rst section provides an overview of the original architecture 
of the Internet. (Readers already familiar with the Internet ’ s architecture 
may skip that section.) The second section discusses the effect of the layer-
ing principle and the two versions of the end-to-end arguments on the 
Internet ’ s original architecture. The fi nal section discusses some common 
misconceptions about the meaning of the end-to-end arguments and their 
relationship to the original architecture of the Internet. 

 Introduction to the Original Architecture of the Internet 

 The Internet aims to provide universal communication services to applica-
tions running on hosts attached to distinct but interconnected networks. 1  
A network provides universal communication services if any host can 
communicate with any other host no matter what network they are 
attached to. 2  

 Many different network technologies can connect computers. For 
example, wireless networks in homes or at hotspots usually use the IEEE 
802.11 family of standards, better known as Wi-Fi technology, to connect 
computers wirelessly within a local area. 3  Companies or universities often 
use Ethernet technology to connect the computers that constitute their 
local network. 4  A network that uses a specifi c technology to provide con-
nectivity between the computers attached to it is often called a  physical 
network . 5  Whereas the technologies and protocols used by a physical 
network let the network deliver data packets to any computer attached to 
that network, the differences between the technologies used by different 
physical networks (such as the different addressing schemes used by 
various physical network technologies) prevent hosts attached to different 
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physical networks from communicating with one another. The Internet 6  
is designed to solve this: it connects different physical networks using 
a set of conventions that let computers attached to these networks 
communicate. 7  

 To provide universal communication services across distinct, intercon-
nected networks, the Internet ’ s architecture partitions network functional-
ity into four layers, with one or more protocols implementing the 
functionality assigned to each layer (   fi gure 3.1  ). 8  Each layer provides com-
munication services to the next higher layer at a decreasing level of abstrac-
tion. To implement these services, each layer uses the services provided by 
the layer below. The lowest layer is called the  link layer . 9  Moving upward, 
it is followed by the  Internet layer , the  transport layer , and the  application 
layer . The family of protocols used in the global Internet is called the  TCP/
IP protocol suite  after its two main protocols, the Transmission Control 
Protocol (TCP) and the Internet Protocol (IP).  

 The Link Layer 
 The link layer contains a wide variety of protocols responsible for trans-
porting data packets to any computer attached to a physical network or 
for transporting data packets across a point-to-point link. 10  All computers 
belonging to a particular physical network run the same network protocol. 
Thus, the collection of protocols at this layer corresponds to the set of 
physical network or point-to-point technologies that can be attached to 
the global Internet. The Wi-Fi or Ethernet protocols mentioned above are 
examples of protocols at this layer. 

 In the context of the reimbursement-processing example in chapter 2, 
the link layer consists of the technologies that deliver an envelope from 

Transport

Internet

Transport

InternetInternet Internet

Application

Link

Application

LinkLink Link

End host End hostCore of network

 Figure 3.1 
 Layers in the Internet architecture. 
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one mail-processing center to the other — airplanes, trains, trucks, bikes, 
and so on. 

 The Internet Layer 
 The Internet layer consists of a single protocol: the Internet Protocol (IP), 
which transports data packets from one host to another across any set of 
interconnected networks. The Internet Protocol enables any pair of hosts 
to exchange data packets, independent of the particular physical network 
to which they are attached. 

 The Internet layer is implemented on end hosts at the edge of the 
network and on special computers called  routers  in the core of the network; 
it is the highest layer that must be implemented on computers in the core 
of the network. Layers above the Internet layer only have to be imple-
mented on end hosts; they do not have to be implemented on computers 
in the core of the network. 11  

 To higher layers, IP provides connectionless, unreliable, best-effort 
delivery of datagrams from end host to end host. 12  Datagrams — data packets 
in a specifi c format defi ned by IP — are the basic unit of data transfer across 
interconnected networks in a TCP/IP Internet. The delivery is connection-
less: instead of establishing a virtual connection through the network from 
source host to destination host over which all datagrams can travel, each 
datagram is treated independently from all others and travels separately 
through the Internet. As a result, two successive packets from one host to 
another may follow entirely different paths. The service is unreliable in 
that delivery is not guaranteed. If datagrams are lost, damaged, duplicated, 
delayed, or delivered out of order, IP does nothing. 13  It merely transmits 
any datagram arriving at the destination host to the appropriate protocol 
in the higher layer. Finally, the service model is called  best-effort  because, 
although IP does its best to deliver datagrams, it does not provide any 
guarantees regarding delays, bandwidth, or losses. 

 To implement the aforementioned services, IP specifi es an addressing 
scheme (a way to identify all hosts in the Internet), a method of intercon-
nection between different physical networks, and a set of rules and proce-
dures for moving datagrams from origins to fi nal destinations. 14  IP ’ s 
addressing scheme can be used to derive unique identifi ers —  “ IP addresses ”  —
 for each host and each router in the Internet. 15  

 As has already been noted, IP interconnects physical networks through 
routers in the core of the network. A router links two or more physical 
networks, receiving datagrams from one network and sending them to 
another. Typically, a sending host sends a datagram to the nearest router. 16  
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If the destination host is attached to one of the physical networks to which 
the router connects, the router delivers the datagram to the destination 
end host directly. If not, the router uses the destination address to compute 
the next router on the path and forwards the datagram to that router. Thus, 
the datagram travels through the Internet from router to router until it 
reaches a router that can deliver it directly. At each step, the IP implemen-
tation currently holding the datagram uses the service of a physical network 
at the link layer to move the datagram across that physical network to the 
next IP implementation on the path. 

 The postal layer in the reimbursement example in chapter 2 operates 
in a similar way. At each postal processing center, someone uses the postal 
address to determine the next stop on the way from the original sender to 
the ultimate destination. The postal layer then uses the services of the 
lower layer (trucks, airplanes) to deliver the postal envelope to the next 
postal location. This process is repeated until the envelope reaches its 
ultimate destination. Similar to the IP protocol, the basic service of the 
postal service does not make any guarantees as to the timing of delivery. 
Envelopes may get lost or damaged or may arrive in a different order (for 
example, envelopes sent on the same day may arrive on different days, or 
an envelope sent later may arrive earlier). 

 The Transport Layer 
 The Internet Protocol delivers datagrams from one host to another — it does 
not distinguish between different applications on the same host. Trans-
port-layer protocols deliver data to and from the applications within an 
end host. They pick up data from the sending application at the end host 
at the origin and deliver the data to the receiving application at the desti-
nation host. In other words, transport-layer protocols are responsible for 
differentiating among multiple sources or destinations within one host, 
letting multiple application-level processes 17  on the same end host use the 
network simultaneously. 18  Transport-layer protocols therefore ensure that 
application programs on different end hosts can communicate. 19  

 Whereas IP is implemented on the routers in the core of the network 
and on end hosts, transport-layer protocols only have to be implemented 
on end hosts. 20  The transport-layer protocol implementations on the 
sending and receiving end hosts exchange messages with each other to 
implement the protocol ’ s services. 

 Transport-layer protocols build on the services of the Internet Protocol 
at the Internet layer to provide additional services that may be useful 
for particular applications. Thus, the transport layer is the lowest layer 
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implementing application-specifi c functionality. As we will see below, this 
division of responsibility follows the broad version of the end-to-end 
arguments.  21  

 The most popular transport-layer protocol, the Transmission Control 
Protocol (TCP), provides a reliable, connection-oriented byte stream. 22  TCP 
lets two application-layer processes on different end hosts establish a con-
nection, send and receive data over this connection, and close the connec-
tion. The connection lets the application-layer processes send and receive 
a continuous byte stream (i.e., the sender writes bytes into a TCP connec-
tion, which the receiver reads out of the TCP connection). TCP does not 
interject any boundaries between bytes, but treats the sequence of bytes 
passed to it by the sender as a continuous stream. TCP ensures that data 
handed to it by the sending higher-layer process arrives at the receiving 
higher-layer process without errors or duplicates and in the correct order. 

 In contrast, the User Datagram Protocol (UDP) provides an unreliable 
datagram service to application-layer processes, where data may arrive at 
the next higher layer out of order, duplicated, damaged, or not at all. 
Unlike TCP, UDP accepts and delivers separate messages, not a continuous 
data stream. 23  

 Similarly, the postal service in the reimbursement example merely deliv-
ers mail from one mailroom to the other. It does not deliver mail to specifi c 
people within the building. This is the task of the next higher layer, the 
mailroom layer, which picks up mail from the sender and hands it over to 
the postal service at the sending location and which receives mail from 
the postal service at the receiving location and delivers it to the receiver. 
Thus, the mailroom layer builds on the mailroom-to-mailroom service of 
the postal layer to provide person-to-person communication services to the 
highest layer. Like transport-layer protocols, members of the mailroom staff 
work in the offi ce building at the origin and at the destination, but not in 
the postal processing centers in between. In our example, there is only one 
mailroom-layer protocol that provides a service similar to UDP: it accepts 
and delivers separate pieces of mail. The members of the mailroom staff 
do not implement additional procedures to ensure that the mail really does 
arrive at the receiver, or that separate pieces of mail sent between the same 
two people arrive in the order in which they were sent. 

 The Application Layer 
 The application layer contains a range of protocols that let applications 
communicate with one another. E-mail, the World Wide Web, Internet-
telephony applications (e.g., Vonage and Skype), fi le-sharing applications 
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(e.g., Napster, Kazaa, BitTorrent), and streaming video applications (e.g., 
Real Player, QuickTime, Windows Media Player) are all examples of appli-
cations operating at this layer. An application protocol defi nes the rules 
and conventions that govern the interactions among different parts of 
a distributed application. 24  To communicate with an application on a 
different end host, both application programs exchange data according to 
the format and conventions specifi ed in the application protocol. 25  For 
example, the Web browsers Mozilla Firefox and Internet Explorer are appli-
cation programs, running on an end host, that communicate with Web 
servers — application programs running on a different end host — to show 
users webpages. The browser contacts the server and asks for the desired 
page; the server then sends a copy of that page back to the browser. Web 
browsers and Web servers can cooperate in this way because they com-
municate in accordance with the Hypertext Transfer Protocol (HTTP), 
which defi nes the format and the procedure for Web browser-server 
interactions. 

 Any distributed application has to defi ne rules governing the interac-
tions among its parts; otherwise, the distributed parts will not be able to 
communicate or cooperate to accomplish a task. As a result, any designer 
who builds a distributed application based on the TCP/IP protocol suite 
specifi es an application-layer protocol. For example, the rules that govern 
the communication among Skype programs operating on different 
machines form an application-layer protocol. Skype keeps this protocol 
proprietary, so only Skype implementations produced by Skype can com-
municate with each other. In contrast, a number of application-level pro-
tocols for such popular applications as e-mail and fi le transfer have been 
standardized by the Internet Engineering Task Force (IETF), by the World 
Wide Web Consortium, or by some other standards body to let programs 
communicate with each other using standardized protocols, no matter 
who designed them. As a result, an e-mail program produced by one 
vendor can send e-mail to an e-mail program produced by another vendor 
if both programs conform to the same application-layer protocol (usually 
the Simple Mail Transfer Protocol). 26  

 The Internet and the Layering Principle 

 Apart from specifying the division of functionality between layers, the 
Internet ’ s architecture imposes constraints on the interactions between 
protocols belonging to different layers and on the number of protocols 
that may populate a layer. 
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 Whereas lower layers are not allowed to use the services of higher layers, 
higher layers are allowed to invoke the services of protocols in the same 
layer or any layer below them, down to the Internet layer. In other words, 
layers above the Internet layer are not allowed to make direct use of the 
services of a layer below the Internet layer. 27  Thus, the Internet ’ s architec-
ture realizes relaxed layering with a portability layer at the second-lowest 
layer, the Internet layer (   fi gure 3.2  ). 28   

 Although the Internet layer is restricted to a single protocol — the Inter-
net Protocol — other layers may host a variety of protocols. 29  As described 
above, the link layer contains a wide variety of protocols that correspond 
to the different types of physical networks over which the Internet Protocol 
can run. Above the Internet layer, each layer is allowed to contain various 
protocols, which in turn may support multiple protocols at the next 
higher layer. The resulting structure of protocol dependencies is often 
likened to an hourglass, with the Internet Protocol as the hourglass ’ s waist 
(fi gure 3.2). 30   

 This design isolates the transport layer and the application layer from 
changes below the Internet layer. Owing to the use of the Internet 
layer as a portability layer, the visibility of the link layer is restricted to 
the Internet layer. 31  Thus, as long as the service interface provided by 
the Internet Protocol does not change, the Internet Protocol can take 
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 Figure 3.2 
 Layering in the Internet architecture. 
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advantage of new physical network infrastructures and new transmission 
and link technologies without needing changes in the higher layers.  

 At the same time, since lower layers are not allowed to use the services 
of higher layers, the Internet layer and the link layer remain unaffected by 
innovations in the transport and application layers. As a result, the Inter-
net layer divides the protocol stack into two quasi-independent subsystems 
that can evolve separately. 

 The Internet and the End-to-End Arguments 

 The End-to-End Arguments and the Division of Functionality between 
the Internet Layer and the Transport Layer 
 During the initial design of the Internet ’ s architecture, end-to-end argu-
ments shaped the division of functionality between the Internet layer and 
the transport layer. Whereas the narrow version required that functions 
such as reliable data transfer, duplicate suppression, and reordering be 
implemented end-to-end between the original source and ultimate destina-
tion of data (i.e., end-to-end between end hosts), the broad version infl u-
enced the general division of functionality between the two layers. 
Although the two design principles had not been formally identifi ed, 
named, and described as design principles when the Internet ’ s original 
architecture was developed (the relevant papers were published in 1981 
and 1998 32 ), the Internet ’ s architects implicitly applied and followed the 
rules that later came to be known as (the two versions of)  “ the end-to-end 
arguments. ”  33  

 The Narrow Version   The narrow version of the end-to-end arguments 
postulates that, since certain functions cannot be completely and correctly 
implemented in lower layers of the network, they must be implemented 
end-to-end between the end hosts that are the original source and the ulti-
mate destination of data. As described above, error control, duplicate sup-
pression, and reordering are functions that exhibit this characteristic. 
Performing these functions hop-by-hop in the Internet layer would not 
guarantee their correct execution. Consider reliable data transfer. If the 
Internet Protocol had implemented hop-by-hop error control between hosts 
and routers and between routers, datagrams would have been transported 
correctly from host to router, from one router to the next, and from router 
to host. Datagrams could still be corrupted at the routers themselves (e.g., 
as a result of memory bit errors in the routers). Only an end-to-end error 
control covers the entire communication path from source host to destina-
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   Box 3.1 
 The Decision to Implement Error Control End-to-End 

 The decision by the Internet ’ s architects to implement error control end-to-

end between the two end hosts involved in the connection constituted a 

deliberate departure from other network architectures. For example, the 

Arpanet Host-to-Host Protocol (AHHP) did not use end-to-end acknowledg-

ment and retransmission, but relied on the lower-layer subnet protocols and 

the host-to-subnet protocols for reliable delivery. As some of the researchers 

involved in the design of the Internet noted, this design prevented the AHHP 

from fully guaranteeing reliable delivery (framed in the terminology of the 

narrow version, they argued that this design does not constitute a complete 

and correct implementation) — a defi ciency the Internet Transmission Control 

Protocol was designed to correct by performing error control and retransmis-

sion end-to-end between the end hosts. a  Similarly, the X.25 architecture, an 

alternative network architecture favored by traditional telecommunication 

carriers, originally did not offer end-to-end error control and retransmission 

between the computers attached to the network, but instead relied on the 

communication subnet to deliver data reliably. Researchers involved in the 

design of the Internet criticized this choice, arguing that the lack of end-to-

end integrity checks made it impossible for X.25 networks to guarantee end-

to-end reliability (framed in the terminology of the narrow version, they 

argued that only an end-to-end implementation of the function could com-

pletely and correctly implement it). b  Although the decision by the Internet ’ s 

architects to implement error control end-to-end seems obvious today, it was 

controversial at the time. c  

 a. See Garlick, Rom, and Postel 1977, pp. 1 – 2; Abbate 1999, pp. 127 – 128. 

 b. See Bochmann and Goyer 1977, pp. 15 – 16, 26 – 29; Cerf and Kirstein 1978, 

pp. 1397, 1402 – 1403; Pouzin and Zimmerman 1978, p. 1367; Abbate 1999, 

p. 158. 

 c. See Bolt, Beranek and Newman Inc. 1974 (defending Arpanet) or Blackshaw 

and Cunningham 1980 (defending X.25).   

tion host. On the basis of this insight, the Internet ’ s architects decided to 
implement error control end-to-end between the end hosts (   box 3.1  ).     

 Functions such as error control and duplicate suppression were origi-
nally implemented end-to-end at the Internet layer as part of the Internet-
work Transmission Control Protocol, but were later split from the Internet 
layer and moved to a separate transport-layer protocol called the  Transmis-
sion Control Protocol  (TCP). 34  If one assumes that transport-layer protocols 
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operate end-to-end between the original source and the ultimate destina-
tion of data, placing end-to-end functions in a transport-layer protocol 
such as TCP is compliant with the narrow version (   fi gure 3.3  ). If this 
assumption does not hold, end-to-end functions must be implemented at 
a higher layer that truly operates end-to-end. Ultimately, the appropriate 
place may be the application itself. For example, if the original source and 
the ultimate destination of data are connected by a concatenated sequence 
of transport-layer connections, the transport layer operates hop-by-hop 
between the original source and the ultimate destination of data (   fi gure 
3.4  ). For example, e-mail or the World Wide Web may exhibit this struc-
ture. (For a description of the structure of e-mail, see box 3.6.) As was 
explained above, however, for end-to-end functions such as reliable data 
transfer, a concatenation of hop-by-hop functions at the lower layer is not 
equivalent to a single end-to-end execution of the function at the higher 
layer. 35    
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 TCP operates end-to-end between end host 1 and end host 2. 
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 TCP operates hop-by-hop between end host 1 and end host 3. 
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 Placing an end-to-end function in a transport-layer protocol also fails 
to constitute a complete implementation of the function if events falling 
within the function ’ s domain occur after the data leaves the transport 
layer. How likely this is to happen must be judged for each application 
(   box 3.2  ). If, for a specifi c application and a specifi c function, events falling 
within that function ’ s domain occur after the data leaves the transport 
layer, the narrow version requires that the functionality be implemented 
at or above the layer where the event occurs, potentially in the application 
itself. 36  Although the implementation of the function provided by TCP 
constitutes only a partial implementation for that application, the applica-
tion can use TCP ’ s services to guarantee the function ’ s execution across 
the network and up to the transport layer. Providing reliable data transfer 
or other end-to-end functions across a communication network is a very 

   Box 3.2 
 Error Control above the Transport Layer in the Current Internet 

 If data may get corrupted after leaving the transport layer, the narrow version 

requires that error control be performed at a layer above the transport layer, 

at or above the layer at which data may get corrupted. For example, in their 

1984 paper describing the narrow version, Saltzer, Reed, and Clark argue that 

a fi le-transfer application must implement end-to-end error control itself in 

order to eliminate all threats to data integrity that may occur after the data 

leaves the communication system — for example, when the data is stored on 

the disk. a  In spite of this insight, most present-day applications do not imple-

ment such functionality themselves but rather use the reliable data-transfer 

functionality provided by transport-layer protocols such as TCP. On the one 

hand, implementing integrity checks is diffi cult and costly. On the other 

hand, the remaining threats to data integrity in the end system are negligible 

in regard to the needs of most applications. Thus, for most applications the 

costs of providing error control in the application outweigh the benefi ts of 

doing so. b  In accordance with the narrow version of the end-to-end arguments, 

however, it is usually strongly recommended that mission-critical applications 

that depend on data integrity implement their own integrity checks. c  

 a. See Saltzer, Reed, and Clark 1984, p. 280; Border et al. 2001, section 

4.1.3. 

 b Moors 2002, pp. 1215 – 1216. The decision where to implement error control 

is also related to trust (Clark and Blumenthal 2007). 

 c. See Stone and Partridge 2000, sections 5.4 and 6; Moors 2002, pp. 1215 –

 1216; Border et al. 2001, section 4.1.3.   
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complex task that requires sophisticated mechanisms and functionality. 
Using TCP may thus greatly simplify the end-to-end implementation of 
the function at the higher layer. 37  Although TCP may not be able to 
provide a complete implementation of end-to-end functions for all applica-
tions, implementing this functionality in a transport-layer protocol lets 
different applications share this functionality without negatively affecting 
applications that do not need it. Applications that do not need the func-
tionality and do not want to pay its costs can simply use another transport-
layer protocol — one that is more appropriate to their needs. Thus, for 
applications that must implement an end-to-end function in the applica-
tion itself to guarantee a function ’ s correct execution, the function ’ s imple-
mentation in TCP is a partial implementation that, according to the narrow 
version, can be justifi ed as a performance enhancement. 38   

 Thus, the narrow version shaped the Internet ’ s original architecture by 
requiring that end-to-end functions such as error control, duplicate sup-
pression, and reordering be implemented end-to-end between the original 
source and the ultimate destination of data. However, the narrow version 
does not explain two other, related choices made during the design of the 
original architecture: the decision to split the original Internetwork Trans-
mission Control Protocol at the Internet layer into two protocols (the 
Internet Protocol at the Internet layer and the Transmission Control Pro-
tocol at the transport layer) and the decision not to implement hop-by-hop 
error control in the Internet layer. 

 The researchers working on the Internet ’ s architecture initially proposed 
an  Internetwork Transmission Control Protocol  for the Internet layer (   fi gure 
3.5  , left). This protocol combined the hop-by-hop aspects of datagram 
transfer through the Internet and end-to-end implementation of reliable 
data transfer, duplicate suppression, and other end-to-end functions. It 
transferred datagrams hop-by-hop, but it performed error control, duplicate 
suppression, or packet reordering end-to-end, combining the functionality 
of today ’ s Internet Protocol and Transmission Control Protocol in a single 
protocol. 39  Under this proposal, all applications that wanted to use the 
Internet had to use the services of the Internetwork Transmission Control 
Protocol, including the parts of the protocol that provided connection-
oriented reliable data transfer. 40  This solution complied with the narrow 
version. As indicated above, the narrow version allows the implementation 
of functions in a lower layer in the network if the function can be com-
pletely and correctly implemented at that layer. Reliable data transfer and 
duplicate suppression are end-to-end functions that can be completely and 
correctly implemented only end-to-end between the original source and 
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ultimate destination of data. Since the proposed monolithic protocol imple-
mented these functions end-to-end between the sending and receiving end 
hosts, it implemented them completely and correctly. 41   

 Although the Internetwork Transmission Control Protocol complied 
with the narrow version, the Internet ’ s architects decided to split the pro-
tocol into two separate protocols: the Internet Protocol and the Transmis-
sion Control Protocol that we know today (fi gure 3.5, right). 42  In this 
architecture, end-to-end functions such as reliable data transfer or dupli-
cate transmission are implemented as part of the Transmission Control 
Protocol at the transport layer. As we saw earlier in this section, this solu-
tion also complies with the narrow version. 

 In addition, the Internet ’ s architects had to decide whether to imple-
ment hop-by-hop error control at the Internet layer. Since error control 
can be completely and correctly implemented only end-to-end, hop-by-
hop error control at the lower layer provides only an incomplete imple-
mentation of this function. The narrow version explicitly allows (but does 
not require) such an additional implementation to optimize performance, 
but leaves this decision for the system architects to make in each individual 
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case. Although the designers of the Internet ’ s architecture chose not to 
implement such functionality at the Internet layer, a decision to imple-
ment hop-by-hop error control at this layer would have complied with the 
narrow version. 43  

 In neither of the cases discussed above can the narrow version explain 
why the Internet ’ s architects chose one solution over the other, since all 
the options under consideration complied with the narrow version. As will 
be shown in the next subsection, these choices were driven by the broad 
version of the end-to-end arguments (   table 3.1  ).  

 The Broad Version   The broad version of the end-to-end arguments argues 
that application-specifi c functionality usually cannot — and preferably 
should not — be implemented in the lower layers of the network, the net-
work ’ s core. Instead, a function should be implemented in a network layer 
only if it can be completely and correctly implemented at that layer and 
is used by all clients of that layer. Thus, lower layers, or the core of the 
network, should provide only general services of broad utility across appli-
cations, whereas application-specifi c functionality should be implemented 
in higher layers at the end hosts. 

 Separation of the Internet Layer and the Transport Layer   The initial pro-
posals for an Internetwork Transmission Control Protocol combined the 
hop-by-hop aspects of datagram transfer through the Internet with the 
end-to-end implementation of functions such as reliable data transfer and 

  Table 3.1 
 Internet design decisions that only the broad version can explain.  

 Decision 

 Does solution comply 

with narrow version? 

 Does solution comply 

with broad version? 

 One monolithic Internet-layer 
protocol, combining 
functionalities of TCP and IP 

 Yes  No 

 Split TCP from IP  Yes  Yes 

 Decision 

 Does solution comply 

with narrow version? 

 Does solution comply 

with broad version? 

 Hop-by-hop error control in 
Internet layer 

 Yes  No 

 No hop-by-hop error control 
in Internet layer 

 Yes  Yes 
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duplicate suppression in a single protocol. 44  In this design, all applications 
that wanted to use the Internet had to use the Internetwork Transmission 
Control Protocol, which provided a single service: connection-oriented 
reliable data transfer (or a  “ virtual circuit ” ). 45  

 Some of the researchers opposed this design. They argued that reliable 
data transfer and connection orientation are application-specifi c functions 
that are needed by some but not all applications, and that implementing 
these functions in the Internet layer may be ineffi cient for, and may even 
hurt, applications that do not need them. 46  The 1998 paper describing the 
broad version later presented this insight — i.e., that performing applica-
tion-specifi c functions in the network may harm or even rule out applica-
tions that do not need them — as one important argument for keeping 
application-specifi c functions out of the network. 47  Applications have very 
different requirements regarding reliability, throughput, and delay. 48  For 
example, e-mail and fi le transfer require reliability but are less sensitive to 
delay than some other applications. Real-time transmission of uncom-
pressed voice or video can tolerate a certain amount of data loss, but suffers 
from increased delay (or variability in delay). 49  Ensuring reliable data trans-
fer by performing end-to-end error control and retransmission usually 
increases delay (and variability in delay). 50  Thus, researchers working on 
real-time delivery of voice argued, forcing all applications to use reliable 
data transfer reduces the performance of applications such as real-time 
delivery of voice that do not need perfect reliability but suffer from 
increased delay. 51  Similarly, to provide connection-oriented data transfer, 
a bi-directional virtual path through the network is established before the 
actual data transmission starts. Establishing the connection takes time and 
requires the exchange of several control messages between the sender and 
the receiver before the actual data transmission can start. 52  Again, the 
latency of connection set-up and the corresponding signaling overhead 
may hurt some applications that do not need connections. For example, 
as researchers working on local-area networks pointed out, when comput-
ers communicate with one another they often exchange single packets (not 
streams of packets) in patterns that differ from the bi-directional point-to-
point connections needed by such traditional applications as remote log-in 
and fi le sharing. 53  For these types of computer-to-computer communica-
tions, setting up a connection to send a single packet creates substantial 
overhead for a service that the application does not need. 

 According to the critics, removing all application-specifi c functions from 
the Internet layer by splitting the Internetwork Transmission Control Pro-
tocol into two protocols and providing only unreliable datagram service in 
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the Internet layer would enable the network to support a broader range of 
applications. In comparison with virtual circuits, they argued, unreliable 
datagram service is a more elemental building block out of which a broader 
range of services can be built. 54  A network offering unreliable datagram 
service at the Internet layer can support applications that require connec-
tion orientation and reliability as well as applications that do not need these 
functions. For applications that require connection orientation and reli-
ability, transport-layer protocols at the end points can construct a virtual 
circuit based on an the unreliable datagram service at the Internet layer. 55  
Applications that do not require these functions can avoid the associated 
delay and overhead by choosing a different transport-layer protocol that 
better meets their needs — for example, one that lets them send individual 
datagrams without guaranteeing their delivery. In contrast, a network offer-
ing a virtual circuit service at the Internet layer cannot effi ciently support 
applications that do not require connection orientation or reliability 
(i.e., the non-connection-oriented computer-to-computer communications 
mentioned above) and may even rule out applications (i.e., real-time 
delivery of voice) that suffer from increased delay. Higher-layer protocols 
at the end hosts cannot construct an effi cient datagram service based on 
a virtual circuit at the Internet layer, since the delay and the overhead 
introduced by the Internet layer cannot be removed at a higher layer. 

 On the basis of these considerations, the Internet ’ s architects decided 
to split the Internetwork Transmission Control Protocol into two protocols 
that were allocated to different layers: the Internet Protocol, which offered 
unreliable datagram service, and the Transmission Control Protocol, which 
provided connection-oriented reliable data transfer (   box 3.3  , fi gure 3.5). 56  
Under the new design, which became the Internet ’ s original architecture, 
the Internet Protocol, the only protocol at the Internet layer, is designed 
to provide a basic building block of broad utility across applications. 57  
Transport-layer protocols can use this building block to construct more 
elaborated services better suited to specifi c classes of applications. 58  Thus, 
the transport layer is the lowest layer that implements application-specifi c 
functionality; it is also the lowest layer that only has to be implemented 
on end hosts (   fi gure 3.6  ). Although the Internet ’ s architects specifi ed only 
two transport-layer protocols in the original architecture (the Transmission 
Control Protocol and the User Datagram Protocol, the latter of which offers 
unreliable datagram service), they envisaged that more transport-layer 
protocols would be added over time.   

 In sum, although the broad version of the end-to-end arguments had 
not been formally identifi ed and described as a general design principle 
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   Box 3.3 
 The Decision to Split TCP and IP 

 The decision to split the initial monolithic protocol into two separate proto-

cols was made at a meeting of the researchers involved in the design of the 

Internet Transmission Control Protocol on January 30 – 31, 1978, at the Infor-

mation Sciences Institute in Marina Del Rey. a  In an e-mail exchange with Bob 

Frankston and Vinton Cerf, David Reed (one of the authors of the papers 

describing the end-to-end arguments) later described the events that led to 

this decision b : 

 There were a small number of proponents for specifying the Internet protocols as based 
on datagrams, with the idea of reliable in-order delivery being an  “ application layer ”  
mechanism. This all came together at the meeting I attended in Marina del Rey. John 
Schoch, Danny Cohen and I each presented arguments to that effect, from different 
points of view. John argued based on the PUP architecture, which was an architecture 
based on datagrams, where streams were one option among many. c  

 Danny argued for the idea that packet speech did not want retransmission, but instead 
just a sequence-numbered stream of packets, where non-delivery was an option because 
latency was the key variable and the application could fi ll gaps. I argued that non-con-
nection based computer-computer protocols, such as those we were developing for 
interconnected LANs, could be more general, and that end-to-end reliability was ulti-
mately up to the endpoints to assure — for example, there were useful protocols that 
involved a packet from A to B, handing off of the request from B to C, and a response 
back from C to A were quite useful, and would be end-to-end reliable at the application 
level, while gaining little or no benefi t from low level  “ reliability ”  guarantees. Other 
protocols, such as multicast, etc. were essentially datagram-oriented. I remember arguing 
quite strongly that you could support streams on top of datagrams, but by requiring a 
streams, you ’ d never get effective or effi cient datagram services. Danny equally argued 
that reliable streams would create latency variability (jitter) where none was necessary. 
John Schoch argued that PUP was datagram-based, with streams built on top, and that 
architecture was quite effective. . . . 

 As I recall, we 3 people, plus Steve Crocker, conspired to argue that we needed a datagram 
service so we could continue to do research on more general protocols, and in the heat 
of the argument proposed why not split out the addressing layer from the stream layer, 
just as we had split the TCP from the functions of the Telnet layer. . . . In the heat of 
the Marina del Rey meeting, we 3 (sitting next to each other) agreed to push for splitting 
the TCP packet into two layers, the routing header and the end-to-end stream payload. 
This resulted in a sidebar meeting in the hall during the next break, where I remember 
it was Jon [Postel], you [Vinton Cerf], Danny [Cohen], me, Steve [Crocker], and John 
Schoch, and you [Vinton Cerf] agreed that we should try defi ning how we ’ d split the 
layers, and see if the overhead would be signifi cant. This resulted in 3 protocols, IP, TCP, 
and UDP (for us datagram nuts). Danny went off being happy that he could defi ne a 
packet speech protocol layered on UDP, I went off happy that I didn ’ t need to pursue 
DSP d  anymore, but could focus on how to use UDP for protocols like TFTP, which we 
built at MIT shortly thereafter. ”  
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 Figure 3.6 
 Distribution of functionality in the Internet ’ s original architecture. 

 a. See Postel 1978b, p. 1 (describing the results of the TCP meeting) and Postel 

1977b, p. 8 (noting the location of the next meeting). See also Abbate 1999, 

pp. 129 – 130. 

 b. Peter, no date. 

 c. For a description of the Pup architecture, see Boggs et al. 1980. 

 d. DSP (which stands for  “ Data Stream Protocol ” ) was a LAN-centric Inter-

networking protocol that David Reed had developed at MIT to allow for both 

datagram-like and stream-like behavior to coexist (Peter, no date). According 

to Reed (2009a),  “ DSP was developed as part of our research work at MIT on 

protocols for high speed networks to support distributed computing applica-

tions. Bob Kahn had insisted that we unify our research with the ongoing 

TCP project as a condition of funding — because the goal of TCP was to inter-

connect every kind of transport and every kind of application, he wanted to 

understand how to make TCP a universal interoperability solution. ”    

Box 3.3
(continued)

when the Internet ’ s architects decided to split TCP and IP, they implicitly 
applied the rules established by the broad version. First, the Internetwork 
Transmission Control Protocol implemented application-specifi c function-
ality in the network, which violates the broad version. The architects 
rejected this solution. Second, their decision to offer unreliable datagram 
service at the Internet layer instead of the virtual circuit service provided 
by the Internetwork Transmission Control Protocol was based on the desire 
to have a more general service that did not contain application-specifi c 
functionality and that, as a result, could support a broader range of appli-
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cations. Finally, their decision to split TCP and IP placed all application-
specifi c functionality in higher layers at end hosts. 

 In addition, the choice to offer unreliable datagram service at the Inter-
net layer was motivated by two other design considerations: the designa-
tion of the Internet layer as the portability layer and the desire to enable 
applications to survive partial network failures. 

 Designating the Internet layer as the portability layer makes it possible 
to incorporate a wide variety of physical networks into the Internet. As a 
portability layer, the Internet layer provides an abstract interface indepen-
dent of the specifi c characteristics of underlying physical network tech-
nologies. To let the Internet Protocol run over a particular physical network, 
the network only has to be able to transport a packet of reasonable size to 
any computer attached to it. 59  Though there should be some level of reli-
ability, perfect reliability is not required. Had the service interface provided 
by the Internet Protocol made stronger assumptions about the services 
available from underlying networks, some physical network technologies 
would not have supported all services. To let the Internet Protocol run over 
such networks, the missing services would have to be implemented in 
software to simulate their existence for the Internet layer. This would have 
complicated the incorporation of such networks. Keeping the Internet 
Protocol ’ s service interface simple made it possible for a wide variety of 
physical networks to be incorporated in the Internet without requiring 
much programming in the Internet layer. 60  

 Providing a connectionless, unreliable datagram service at the Internet 
layer, while placing connection-oriented functionality in transport-layer 
protocols operating end-to-end between end hosts, makes the Internet 
more robust. 61  Owing to this division of functionality, information about 
the state of the connection between the two end hosts (such as the number 
of packets transmitted or the number of packets acknowledged) is concen-
trated at the end hosts, while computers in the core of the network do not 
maintain information about the state of ongoing connections. As a result, 
even if network components or sub-networks fail, no information essential 
for the continuation of this connection is lost — the transport-layer-
protocol entities can continue to use the connection as long as an appro-
priate communication path through the network remains. Since all the 
state information regarding the ongoing connection between two end 
hosts resides at these two hosts, this state is lost only if one or both of 
the end hosts involved in the connection are destroyed. Since state and 
communicating entities live and die together, this feature has been called 
 fate-sharing . 62  In contrast, a connection-oriented packet-switched network 
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maintains information about specifi c ongoing connections at packet 
switches within the network; if one of these packet switches is destroyed, 
the information about the state of the connections going through this 
switch is destroyed too, and all connections currently going through this 
switch fail. 

 No Hop-by-Hop Error Control in the Internet Layer   The Internet ’ s architects 
also had to decide whether to implement hop-by-hop error control between 
hosts and routers, and between the routers along the path. 63  Although 
performing hop-by-hop error control in the Internet layer increases the 
performance of applications that need reliability, it also increases delay 
(   box 3.4  ). Thus, implementing this function in the Internet layer optimizes 
the network for the needs of some applications (those that require reli-
ability), but makes it more diffi cult or even impossible to support applica-
tions that do not need reliability but are sensitive to delay (e.g., applications 
that transmit uncompressed speech or other media streams in real time). 
Thus, implementing hop-by-hop error control in the Internet layer reduces 
the range of applications that the network can support. On the basis of 
this argument — one of the main arguments underlying the broad version —

   Box 3.4 
 The Effect of Hop-by-Hop Error Control 

 Compared to an architecture that only implements error control and retrans-

mission end-to-end, additional hop-by-hop error control and retransmission 

at a lower layer may reduce the frequency of end-to-end retransmissions initi-

ated by the end-to-end implementation of the same functionality at a higher 

layer. Since retransmissions from source to destination across the whole 

network take longer than retransmissions across a single hop, an additional 

hop-by-hop implementation may reduce overall delay and improve the per-

formance of applications that need reliability. a  

 Hop-by-hop error control, however, increases delay due to the time needed 

to check integrity and potentially retransmit data at each  “ hop ”  along the 

path. This creates a problem for applications for whom fast transmission is 

more important than data reliability (e.g., applications that transmit uncom-

pressed speech or other media streams in real time). b  

 a. See Saltzer, Reed, and Clark 1984, p. 281; Moors 2002, p. 1216. 

 b. Saltzer, Reed, and Clark 1984, p. 282, 284 – 285; Sterbenz and Touch 2001, 

p. 373.   
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 the Internet ’ s architects decided not to implement hop-by-hop error 
control at the Internet layer. 64  Thus, on the basis of the reasoning underly-
ing the broad version, the Internet ’ s architects (implicitly applying the 
design rule that later was called  the broad version ) decided not to implement 
an application-specifi c function in the network.  

 The End-to-End Arguments and Application Design 
 Apart from guiding the division of functionality between the Internet and 
the transport layer, both versions of the end-to-end arguments infl uence 
the design of individual applications. 

 The Narrow Version   As we saw above, 65  the narrow version may require 
that end-to-end functions be implemented in layers above the transport 
layer, and ultimately in the application. This is the case if the transport-
layer protocols do not operate end-to-end between the original source and 
the ultimate destination of data, or if events falling into the responsibility 
of the end-to-end function occur after data leaves the transport layer. In 
the fi rst case, the function must be implemented at a layer that operates 
end-to-end between the original source and the ultimate destination of the 
data. In the second case, it must be implemented at or above the layer at 
which the event occurs. 

 The Broad Version   The broad version constrains the design of individual 
applications by requiring application-specifi c functionality to be imple-
mented in higher layers at the end hosts, not in the core of the network. 
Within these boundaries, designers are free to choose any application 
design they like. 

 Some Misconceptions about the End-to-End Arguments and Their 
Relationship to the Architecture of the Internet 

 This section explores some propositions regarding the meaning of the end-
to-end arguments and their relationship to the architecture of the Internet 
which have been advanced in the literature. These propositions have been 
used to support arguments against using the end-to-end arguments as 
Internet design principles or policy guidelines. 

 The propositions in the fi rst group question the role of the end-to-end 
arguments in the design of the Internet ’ s original architecture. They are 
usually used in debates about the relevance of the end-to-end arguments 
to Internet policy. Scholars argue that — because the end-to-end arguments 
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are no different from the layering principle, or because the original paper 
describing the end-to-end arguments was published after the original archi-
tecture of the Internet was developed, or because e-mail had a certain 
management structure — the Internet ’ s original architecture was not based 
on the end-to-end arguments. If the Internet ’ s original architecture was 
not based on the end-to-end arguments, this line of reasoning continues, 
the end-to-end arguments cannot and should not have any relevance to 
Internet policy. 

 The propositions in the second group are often used to argue against 
the continuing use of the end-to-end arguments as a principle of design 
or of policy. According to this stance, the end-to-end arguments constrain 
the development of the Internet ’ s architecture too much and prevent the 
network ’ s core from evolving as it should. For example, researchers advanc-
ing this argument assert that the end-to-end arguments rule out architec-
tures that store state in the network, prohibit the provision of Quality of 
Service in the network, require the network to be simple, or constrain the 
design of applications by preferring certain application-management struc-
tures over others. They then go on to argue that, because the end-to-end 
arguments interfere with the Internet ’ s need for state in the network (or 
Quality of Service, or a complex network), those arguments no longer 
should guide the Internet ’ s design. 

 As we will see, these propositions are based on misconceptions. Though 
this does not imply that the end-to-end arguments are still the appropriate 
design principles for the Internet, or that they should guide Internet policy, 
it does imply that these propositions cannot be used to support the argu-
ments against their use outlined above. 

 End-to-End Arguments and Layering 
 Some argue that the broad version of the end-to-end arguments directly 
fl ows from the layering principle. 66  This perception is not correct. 67  

 The layering principle usually results in a system in which lower layers 
provide more abstract services than higher layers. 68  Thus, both design 
principles tend to create systems in which lower layers are more abstract 
or general than higher layers. The broad version of the end-to-end argu-
ments, however, establishes much more restrictive rules for placing func-
tions in lower layers in the network than the layering principle. A system 
based on the layering principle must comply with the constraints imposed 
by that principle — i.e., lower-layer protocols are not allowed to use higher 
layers, and so on. Beyond these constraints, system architects are free to 
place functions as they see fi t. 69  In contrast, in a system following the broad 
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version,  “ a function or service should be carried out within a network layer 
only if it is needed by all clients of that layer, and it can be completely 
implemented in that layer. ”  70  

 Thus, a layered network architecture that complies with all the con-
straints imposed by the layering principle, but implements application-
specifi c functions in the network, complies with the layering principle, but 
violates the broad version of the end-to-end arguments. The Open Systems 
Interconnection architecture ’ s X.25 protocol suite is an example of such 
an architecture. 71  It implements error control and error handling at all 
lower layers up to the transport layer. As we saw above, performing error 
control in the Internet layer violates the broad version. Thus, this archi-
tecture respects the layering principle, but contradicts the broad version 
of the end-to-end arguments. Similarly, the initial proposals for an Inter-
network Transmission Control Protocol that provided reliable connection-
oriented data transfer at the Internet layer complied with the layering 
principle, but violated the broad version. 72  

 If applying the layering principle can result in networks that violate the 
broad version, the broad version cannot fl ow from, and cannot be an 
automatic consequence of, the layering principle. 

 End-to-End Arguments and Fate Sharing 
 Some researchers assume that the end-to-end arguments require the 
network architecture to comply with the principle of  “ fate sharing ”  
(explained above). 73  Thus, they assume that the end-to-end arguments 
constrain the amount of state in the network. This view can be traced back 
to  “ Request for Comments 1958, ”  a document published by the Internet 
Engineering Task Force that described the architectural principles of the 
Internet (Carpenter 1996). After quoting the narrow version of the end-to-
end arguments from the original paper, the text continues:  “ . . . this prin-
ciple has important consequences if we require applications to survive 
partial network failures. An end-to-end protocol design should not rely on 
the maintenance of state (i.e. information about the state of the end-to-end 
communication) inside the network. Such state should be maintained only 
in the endpoints, in such a way that the state can only be destroyed when 
the endpoint itself breaks (known as fate-sharing). ”  74  Neither version of 
the end-to-end arguments directly establishes rules for state in the network. 
Whereas the broad version emphasizes evolvability, the narrow version 
focuses on correctness. In contrast, fate sharing aims at survivability in case 
of partial network failures. As the original architecture of the Internet 
shows, there are situations in which all three principles are usefully applied. 
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This need not always be the case. As a result, it seems more useful to dis-
tinguish clearly between the different rules instead of confl ating them in 
a single design principle. 75  

 End-to-End Arguments and Quality of Service 
 Some researchers assume that the broad version of the end-to-end argu-
ments rules out the provision of Quality of Service in the network. 76  This 
interpretation of the end-to-end arguments is too strong. 77  

 The current version of the Internet Protocol provides the same service 
to all data packets. The Internet Protocol does its best to deliver a packet 
to its destination, but does not guarantee a particular bandwidth or a par-
ticular delay. If a network provides  “ Quality of Service, ”  the network offers 
different types of service. For example, it may guarantee a minimum band-
width or a maximum delay, or it may give some traffi c priority over other 
traffi c without giving absolute guarantees. 78  Providing Quality of Service 
consists of two tasks: specifying which packets get which level of service 
quality, and providing packets with the service quality specifi ed. The broad 
version of the end-to-end arguments constrains the two tasks to different 
degrees. 79  

 Although it is possible to build a service that offers reliable data transfer 
at a higher layer and operates only on end hosts on the basis of an unreli-
able datagram service at the Internet layer, it is not possible to build a 
service that offers guaranteed bandwidth or delay at a higher layer if the 
Internet layer does not guarantee bandwidth or delay. 80  Thus, providing 
guaranteed bandwidth or delay is a function that cannot be implemented 
at the end hosts only. Since the broad version does not prevent functions 
from being implemented in the network if they cannot be completely and 
correctly implemented at the end hosts only, 81  it does not prohibit the 
implementation of functions in the network that are necessary to guaran-
tee bandwidth and delay. 

 The broad version may constrain which entity determines which packet 
gets which service quality. The principle of application autonomy described 
above suggests that applications (or ultimately the users) should determine 
which type of service they need; this does not imply that they should get 
this service for free. Imagine that the Internet layer offered different 
services with different bandwidth and delay characteristics to higher 
layers at the end hosts. The higher layers would choose the type of service 
they desired and would communicate that choice to the Internet layer 
through the Internet layer ’ s service interface (e.g., by setting a type-of-
service fi eld). Such an architecture would not require application-specifi c 
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functionality to be implemented in the network ’ s core beyond what is 
necessary to implement functions that cannot be implemented by the end 
hosts alone. Thus, it would not violate the broad version of the end-to-end 
arguments. 

 In contrast, a Quality of Service architecture in which the network 
decides who gets what service quality runs counter to the principle of 
application autonomy that underlies the broad version. In particular, a 
Quality of Service architecture in which entities operating at the Internet 
layer or below make this decision on the basis of information obtained by 
accessing or modifying messages passed to them by higher-layer protocols, 
or by mechanisms that implement application-specifi c functionality in the 
network ’ s core, would directly violate the layering principle and/or the 
broad version of the end-to-end arguments. For example, using deep packet 
inspection to  “ look into ”  a data packet and determine to which application 
it belongs and then slowing down packets that belong to specifi c applica-
tions or classes of applications (e.g., slowing down packets belonging to 
BitTorrent in particular or to peer-to-peer fi le-sharing applications in 
general) 82  would violate the layering principle and the broad version of the 
end-to-end arguments. 83  

 Thus, the broad version of the end-to-end arguments constrains, but 
does not rule out, the provision of Quality of Service in the network. 

 End-to-End Arguments and the Stupid Network 
 Some scholars assume that the end-to-end arguments require the network ’ s 
core to be  “ stupid ”  — that is, to contain only simple functionality. 84  The 
term  “ stupid network ”  was coined by David Isenberg to describe the origi-
nal Internet (   box 3.5  ). Though Isenberg ’ s arguments in favor of stupid 
networks are similar to those underlying the broad version of the end-to-
end arguments, not all networks based on the broad version are  “ stupid. ”  
The broad version of the end-to-end arguments does not require simplicity; 
it requires only that network functions be general. The broad version of 
the end-to-end arguments advises that the network should not contain 
application-specifi c functionality and should provide only general services 
useful for a large variety of applications. The argument does not restrict 
how the network realizes these services. 85   

 End-to-End Arguments and Management Structure of Applications 
 Some researchers assume that the end-to-end arguments prescribe a specifi c 
structure for applications. For example, some researchers assume that dis-
tributed applications with application-level intermediaries that are part of 
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   Box 3.5 
 Stupid Networks 

 The term  “ stupid network ”  was coined by David Isenberg in an article in 

which he compared the  “ stupid network ”  design that characterizes the Inter-

net to the  “ intelligent network ”  model, on which conventional telecommu-

nications networks are based. a  Isenberg ’ s arguments in favor of stupid networks 

are very similar to those underlying the broad version of the end-to-end argu-

ments: contrary to the telephone network, which is optimized for a single 

application (telephony), a stupid network is  “ underspecifi ed ”  (that is, not 

optimized in favor of specifi c applications). This makes it very fl exible with 

respect to new applications. b  A stupid network only provides  “ dumb trans-

port, ”  while intelligence is concentrated at the end hosts, under the control 

of the users. This design shifts control over applications and application-level 

innovation to users. c  According to Isenberg, a stupid network is characterized 

by three features: it has  “ nothing but dumb transport in the middle, and 

intelligent user-controlled endpoints, ”  d   “ the center of the network is based 

on plentiful infrastructure — cheap bandwidth and switching ”  — not on 

scarcity, e  and  “ transport is guided by the needs of the data, not the design 

assumptions of the network. ”  f  

 a. Isenberg 1997. 

 b. Isenberg 1998, p. 28. 

 c. Ibid., pp. 28 – 29. 

 d. Isenberg 1997, p. 16. 

 e. Isenberg 1998, p. 26. 

 f. Isenberg 1997, pp. 16, 18.   

the application but that are owned and operated by a network or applica-
tion service provider and that topologically are in the network somehow 
contradict the end-to-end arguments (   fi gure 3.7  ). For example, it has been 
argued that, because e-mail has such a structure (   box 3.6  ), the Internet 
never was wholly end-to-end. 86  Based on a similar reasoning, some may 
think that Web-based applications or cloud computing violate the end-to-
end arguments.  

 This view arises from an interpretation of the terms  “ end hosts ”  and  “ in 
the network ”  that differs from the interpretation that underlies the end-
to-end arguments. Instead of understanding the two categories as indicat-
ing a computer ’ s functional relationship to the network as a user or provider 
of communication services, these researchers interpret them in the context 
of network topology or in the context of administrative ownership and 
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 Figure 3.7 
 Management structure of applications. 

   Box 3.6 
 The Structure of E-Mail 

 In general, the e-mail program running on the sending user ’ s computer trans-

fers the e-mail to an intermediary mail server (i.e., an application program 

which is typically running on a computer that is topologically in the network 

and operated by the user ’ s Internet service provider). The intermediary mail 

server then transfers the e-mail to the receiving user ’ s mail server, typically 

also running on a computer that is topologically in the network and is oper-

ated by the receiver ’ s Internet service provider. Finally, the e-mail program 

running on the receiving user ’ s computer is used to get the e-mail from the 

receiver ’ s mail server. Thus, the structure of the overall application consists 

of one part running on a computer that is topologically at the edge of the 

network and operated by an end user, two parts running on computers that 

are topologically in the network and operated by a third party, and one part 

running on a computer that is topologically at the edge of the network and 

operated by an end user. a  Some argue that this structure violates the broad 

version of the end-to-end arguments, because the two intermediary parts of 

the application are running on computers topologically in the network and 

operated by third parties. 

 a. For a description of the protocols commonly used to send and receive 

e-mail in the Internet, see Kurose and Ross 2008, pp. 116 – 130. The topological 

and management structure for e-mail described above is not the only possible 

structure. For an overview of possible management structures, see Gaynor 

2003, pp. 54 – 60.   
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control. Thus, they assume that an  “ end host ”  is an end system that is 
topologically at the edge of the network (i.e., co-located with subscriber 
end systems) and owned and controlled by an end user; a computer  “ in 
the network ”  is topologically in the network (i.e., co-located with network 
nodes) and owned and operated by a network provider or by a third-party 
service provider. 87    

 Though differences in location, in ownership, or in control may be rel-
evant from a policy perspective and may also have implications for applica-
tion innovation, 88  they do not matter for the broad version of the 
end-to-end arguments. As explained above, the broad version describes 
how functionality is distributed among layers in a layered network archi-
tecture and does not cover topological or administrative relationships. 89  In 
the context of the broad version, the distinction between end hosts and 
computers in the core of the network is a purely functional distinction 
between users and providers of network communication services. End 
hosts are computers that run applications that use the network; computers 
in the core of the network provide services to the computers using the 
network. In the original architecture of the Internet, this distinction maps 
to the layers in the protocol stack: layers up to the Internet layer are con-
sidered to be in the network, layers above the Internet layer are not. Thus, 
any application implemented in layers above the Internet layer at end 
hosts is compliant with the broad version of the end-to-end arguments; 
who controls the different parts of the application and where they are 
located is not relevant to this design principle. 

 Similarly, some assume that the broad version of the end-to-end argu-
ments favors peer-to-peer applications over client-server applications. Peer-
to-peer applications are often run by  “ normal ”  end users on their end 
systems, whereas the server component of a client-server application is 
often owned and operated by a network provider or by a third-party service 
provider and co-located with computers belonging to the network ’ s core.  

 Again, these differences are not relevant to the broad version. As long 
as distributed parts of a peer-to-peer application and the client and server 
components of a client-server application are implemented in layers above 
the Internet layer at end hosts, the two application architectures are equally 
compliant with the broad version. 

 End-to-End Arguments and the History of the Internet 
 Some claim that the end-to-end arguments cannot have infl uenced the 
design of the Internet ’ s original architecture, insofar as the papers that 
named, identifi ed, and described them as design principles were published 
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in 1981 (narrow version) and 1998 (broad version), 90  after the Internet ’ s 
original architecture had been created. 91  This view neglects the fact that 
the design rules and accompanying rationales that later came to be known 
as the  “ end-to-end arguments ”  had been used for many years before the 
papers formally describing them were published. The 1984 paper (the 
revised journal version of the 1981 paper that is usually cited when schol-
ars refer to the end-to-end arguments) does not claim to invent a new 
design principle from scratch; rather, it aims to formally articulate and 
analyze a design principle that had already been used in a variety of areas. 92  
The 1998 paper aims to evaluate whether a new approach to networking 
( “ active networking “ ) complies with the end-to-end arguments (an existing 
design principle). To do so, it describes the (broad version of the) end-to-
end arguments, discussing the trade-offs and the rationale associated with 
this design principle and its history. Both papers explicitly acknowledge 
earlier work — by the authors or other researchers — that made an end-to-
end argument of the type described in the paper in a specifi c context and 
thereby provided the basis for the paper ’ s more general articulation of this 
design principle. 93  For example, the paper describing the narrow version 
points to earlier papers making an end-to-end argument in the context of 
encryption, and to work making an end-to-end argument in the context 
of reliable fi le backup. The paper describing the broad version points to 
the authors ’  own work on local-area networks and secure operating system 
kernels, and to research regarding the reduced-instruction-set computer 
(RISC) architecture, as examples from which the more general principle 
emerged. Both papers — and other papers by Saltzer, Reed, and Clark —
 explicitly mention the design of communication networks and the design 
of the Internet as areas in which end-to-end arguments had been applied. 94  
For example, the 1984 paper discusses the decisions on where to place 
functions such as reliable data transfer, duplicate suppression, or reorder-
ing as typical examples of decisions in which end-to-end arguments are 
applied, and frames the debate over  “ datagrams, virtual circuits, and con-
nectionless protocols ”  as a debate about end-to-end arguments. 95  The 1998 
paper points to the authors ’  work on  “ end-to-end transport protocols in 
LANs and the Internet Experiment ”  as work from which the more general 
design principle emerged, and discusses the decision not to optimize the 
Internet for  “ telephony-style virtual circuits ”  as an example of the applica-
tion of the (broad version of the) end-to-end arguments that has been 
validated by history. 96  

 In sum, the papers describing the two versions articulate design 
rules that had been used in various contexts before they were formally 
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recognized as a design principle. The design decisions made during the 
development of the Internet ’ s original architecture were important (but 
not the only) examples of earlier applications of the principles from which 
the general description of the principles emerged. Thus, although the 
papers formally describing the end-to-end arguments as design principles 
were published after the Internet-related design decisions ascribed to them 
were made, the underlying design rules shaped the Internet ’ s original 
architecture. 

 As was explained in chapters 2 and 3, the original architecture of the 
Internet was based on a variant of the layering principle called  relaxed layer-
ing with a portability layer  and on the end-to-end arguments. Layering, in 
turn, is a special form of modularity. There are two versions of the end-to-
end arguments, the narrow version and the broad version. Although both 
versions infl uenced the Internet ’ s original architecture, only the broad 
version affects the economic environment for innovation. Therefore, parts 
III and IV of this book will focus on modularity, relaxed layering with a 
portability layer, and the broad version. 
        
 
 
 
 
 
 



 III   Architectural Constraints on Innovation 





 4  Architecture and the Cost of Innovation 

 To evaluate how the Internet ’ s architecture affects innovation, we must 
understand exactly how architecture constrains economic actors. How do 
design principles and the architectures they shape infl uence the costs and 
benefi ts associated with a given innovation? How do they affect who can 
design and build an innovation? Answering these questions is the goal of 
part III. Chapters 4 – 6 each focus on a particular aspect of the relationship 
between architecture and innovation and explore it in detail. The resulting 
insights are then applied to assess how the Internet ’ s original architecture 
infl uences innovation. 

 This chapter examines how architecture affects the costs of realizing 
innovations (that is, the costs of developing and producing the fi rst com-
plete version of the system that contains the new or improved good or 
service). This book focuses on innovation that can be infl uenced by archi-
tectural features — developing components for a new system, improving 
existing components, developing new components for an existing system, 
changing an architecture to enable new functionality, or creating new 
architectures. Thus, in the context of this book, innovating involves chang-
ing components of a system or its underlying architecture.  

 Architectures differ in the kinds of changes that are needed to realize a 
particular innovation: The architecture of a system describes how the 
system is decomposed into components and how these components coop-
erate to provide the overall functionality of the system. The distribution 
of functionality among components affects which components need to be 
altered to realize the innovation. The nature and strength of dependencies 
among components determines if these changes require subsequent 
changes to other parts of the system that depend on the changed func-
tionality. Thus, the architecture of a system affects how many and what 
kinds of components must be altered to realize a specifi c innovation, which 
in turn affects the costs of making these changes (   fi gure 4.1  ). Changing 
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many components of an architecture is more diffi cult and costly than 
changing only one, even if the total amount of change 1  is the same (   box 
4.1  ). And although such costs are decreasing continually, changing a sys-
tem ’ s hardware components is usually more costly than changing its soft-
ware components, because of the higher costs associated with prototyping, 
testing, and manufacturing hardware components. 2    

 While an architecture implies what kinds of changes are necessary to 
realize a particular innovation, the actual costs to an innovator of making 
these changes may differ among innovators. For example, the costs of 
having a programmer revise the code for a program may differ depending 
on whether the revisions are being done by an established fi rm, by a start-
up company, or by a freelance programmer. Each innovator will incur 
costs — e.g., an established fi rm and a start-up company may have to hire 
additional programmers, and a freelance programmer may have to decline 
another project — but the actual costs may differ because of different salary 
structures or different amounts of overhead among fi rms, and their effects 
may be assessed and felt differently. Similarly, an innovator who owns all 
the components involved in a change will be able to implement the change 
at lower costs than an innovator who owns only one of these components 
(box 4.1). Thus, although the activities causing the costs of change depend 
on the architecture, the actual costs are relative to the actors and the 
context in which they are operating. 

 Because of architectural differences, the number and the kinds of com-
ponents that need to be changed to realize a particular innovation may 
differ among architectures. As a result, realizing that innovation may be 
more costly in one architecture than in another. These differences in cost 
affect the economic environment for innovation in several ways: 

 First, the costs of change determine the amount and the kind of invest-
ment needed to realize a certain innovation, effectively selecting which 
economic actor is able to realize the innovation. Innovation that involves 
prototyping, testing, and ultimately producing physical products requires 
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 Figure 4.1 
 How architecture affects the costs of innovation. 
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   Box 4.1 
 Number of Affected Components and Costs of Change 

 In general, the costs of changing an architecture rise with the number of 

architectural components involved in the change. a  The effort involved in 

understanding affected components and then designing, implementing, and 

testing changes rises with the number of components that must be changed; 

e.g., making fi ve small changes to one component is usually less costly than 

making one simple alteration in fi ve different components. b  This is because 

realizing a change entails more than simply changing code. For example, in 

large software systems, alterations involving several components must be 

approved by change control boards, the documentation of affected compo-

nents must be changed, and the testing of new components and their intro-

duction into the system must be a coordinated across development teams. 

The higher the number of affected components, the more these development-

process costs dominate the economics of a proposed change. 

 The increase in costs that results from an increase in the number of 

affected components is particularly large if the various components are owned 

and maintained by different fi rms. As we will see in chapter 5, coordinating 

changes across fi rm boundaries is considerably more diffi cult and costly than 

coordinating changes within a single fi rm. In addition, one (or more) of the 

fi rms involved may use the opportunity to behave strategically in order to 

improve its (or their) competitive position at the expense of other organiza-

tions. For example, a fi rm may try to  “ hold up ”  another (a tactic that will be 

described in chapter 5). c  

 a. In addition, the costs of change generally rise with the size and complexity 

of code that must be modifi ed or produced to implement the change. Thus, 

predicting the real costs of implementing a change requires an estimate of 

the number of lines of code that are affected. These estimates can then be 

multiplied by productivity factors derived from empirical studies to yield an 

estimate of the time required to change the code. These factors vary depend-

ing on the kind of programming involved; for example, studies have shown 

that the productivity of writing new code is higher than that of changing 

existing code. (See Bosch and Bengtsson 2001, p. 171.) In addition, changing 

code you have written yourself is easier than changing someone else ’ s code. 

 b. This is a statement of a general relationship that may not hold in some 

cases. For example, changing one very complex component may be more 

diffi cult than changing several simple ones. Implementing a very simple 

change across a number of components may be easier than realizing a complex 

local change. (See Bass, Clements, and Kazman 1998, p. 82.) 

 c. For an analysis of these and additional factors that may increase the costs 

of innovation in such a situation, see the discussion in chapter 5 below.   
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a different type of investment than software innovation. For example, a 
lone inventor working in a garage may be able to prototype a new piece 
of hardware but probably is not able to complete the subsequent evalua-
tion, manufacturing, and distribution necessary to commercialize the 
innovation in the same way a single software programmer may be able to 
realize and distribute a new piece of code. The effect of the costs of change 
on the type of economic actors who can realize innovations will be dis-
cussed more in the next chapter. 

 Second, the costs of realizing an innovation establish the minimum 
benefi t that the innovation must provide in order to justify innovating. 
Different innovators may do their work for different reasons and may 
evaluate opportunities for innovation in different ways 3  — expressed more 
formally, they may have different preferences, and act under different 
decision rules — but we can assume that they will not innovate unless the 
expected benefi ts at least equal the expected costs. 4  If the costs of realizing 
a particular innovation differ between two architectures, the difference 
between expected benefi ts and expected costs may lead a particular innova-
tor to innovate in one architecture but not in the other. 

 Finally, the costs of change implied by an architecture determine 
whether isolated changes to system components can be made at low costs, 
allowing innovators to improve pieces of a system without having to 
change the whole system. As we will see, the ability to experiment at the 
component level — trying out new functions, novel ways of implementing 
functions, and new relationships among components — may result in a 
system that is of higher quality than a system that does not enable this 
type of experimentation. A system that allows experimentation at the 
component level will evolve more rapidly than a system that can only be 
replaced as a whole. The value of being able to experiment at the compo-
nent level increases with the uncertainty about the best way to innovate, 
since innovators can take risks on components without compromising the 
quality of the whole system. 

 Thus, differences in the costs of innovation among architectures may 
result in a different  number  of innovations being realized and in different 
 types of innovators  realizing them. 

 Costs of Change in Modular and Integrated Architectures 

 The overall costs of innovation consist of three parts: the costs of realizing 
an innovation, the costs of production and distribution, and the costs 
of deployment. The costs of realizing an innovation are the costs of 
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developing and producing the fi rst complete version of the system that 
contains the new or improved good or service. They are incurred by the 
innovator and, if the rest of the system has to be changed in order to 
integrate the new component, by the providers of complementary compo-
nents. 5  The costs of deployment are the costs of making changes to the 
operational system that are necessary before the innovation can be used 
in that system for the fi rst time. This section will focus on how modular 
and integrated architectures affect the costs of realizing an innovation. 

 The costs of realizing an innovation can be separated into two catego-
ries. First, there are the costs associated with developing and testing the 
innovation itself; these are the costs of designing and developing the nec-
essary changes to the components directly affected by the innovation. I 
will call these the  core costs of innovation . Second, there are the costs associ-
ated with developing and testing the changes necessary in the rest of the 
system in order to enable the new or improved components to function 
properly. I will call these the  costs of system adaptation . For example, if 
Microsoft wants to change an existing application programming interface 
to its Windows operating system, the core costs of this innovation are the 
investments it must make in designing and implementing the new version 
of the application programming interface and the code within the operat-
ing system that implements the functionality provided by the application 
programming interface. If the new version completely replaces the old 
version of the interface, applications that relied on the old version will not 
be able to function properly. The costs incurred in changing the applica-
tions so that they work with the new version of the interface are the costs 
of system adaptation. 

 Architectural Differences and Costs of Innovation 
 The architectural differences between integrated and modular architectures 
result in different costs of innovation. In an integrated architecture, it 
usually isn ’ t possible to make changes to a component that do not trigger 
subsequent changes in the rest of the system. Owing to the highly inter-
dependent nature of the design, it is very likely that changes in an inte-
grated architecture will affect at least one design parameter that is linked 
to design choices in other components. Changing such a parameter may 
start a chain of changes in other components. The cascade of changes 
resulting from a single change to an interdependent design parameter is 
often called the  ripple effect . Because the complexity of the design makes 
the implications of changes diffi cult to understand or predict, it is not easy 
to identify which parts of the system will be affected and exactly how they 
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will be affected. Often various parts of a system have to be redesigned, 
implemented, and tested; in the worst case, all of a system ’ s components 
have to be changed. 6  

 Suppose the designers of the iMac are thinking of introducing a new 
screen technology into the next version of the computer. The new screen 
technology may require more space than its predecessor, and it may 
produce more heat. Owing to the change in the dimensions of the screen, 
components that were located adjacent to the screen may no longer fi t. 
Other components may be negatively affected by the heat, and trying to 
move them elsewhere may require adjustments in the rest of the system. 

 Thus, even small changes to an integrated architecture usually require 
changing larger parts of the system. Implementing these changes is diffi -
cult, time-consuming, and costly; thus, the costs of system adaptation are 
high. 

 Compared to this integrated approach to design, modularity reduces the 
number of cross-component interdependencies and the level of coupling 
between components. As a result, a large number of changes can be imple-
mented through autonomous changes — that is, changes that affect only 
one component and do not require altering the rest of the system. 

 Owing to the strict partitioning between visible and hidden informa-
tion, modules can depend only on other modules ’  visible information. As 
a result, all changes that do not affect the architecture ’ s existing visible 
information are autonomous changes that do not affect the rest of the 
system, resulting in zero costs of system adaptation. Changes in this 
category include replacing a component with a better implementation 
without changing its interfaces, adding a new interface to an existing 
component, and adding a new component. 7  For example, in the modular 
architecture of the PC, introducing monitors with a new screen technology 
does not require any changes in the rest of the system as long as the 
interface between the monitor and the rest of the system stays the 
same. Similarly, adding a new application programming interface to the 
Windows operating system without altering the existing application pro-
gramming interfaces does not require any changes to existing applications, 
since they can continue to use the existing application programming 
interfaces. 

 As we will see later in this chapter, innovations that can be realized 
through autonomous changes are especially attractive targets for innova-
tive efforts. Since autonomous changes do not incur any costs of system 
adaptation, the threshold for innovation is considerably lower than for 
systemic changes, making it more likely that the innovation will be real-
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ized. As the next chapter will show, autonomous changes can often be 
realized independently by actors other than the system architect. They do 
not require cooperation from the system architect or from other compo-
nent makers; thus, they free the innovator from the need to convince 
others of the usefulness of his innovation. 8  

 As soon as a change involves altering an architecture ’ s existing visible 
information, adaptation costs are incurred. These costs depend on the 
number of system components that directly or indirectly depend on the 
changed component. This number, in turn, depends on the type and 
density of interactions among components — i.e., the dependencies and 
strength of coupling among them — which subsequently depend on the 
distribution of functionality among components determined by the 
architecture. For example, the costs of system adaptation associated with 
changing an existing Windows application programming interface depend 
on the number of applications that directly or indirectly rely on this 
interface. 

 Owing to the costs of system adaptation, innovations that require 
changes to an architecture ’ s existing visible information are considerably 
more costly to realize than innovations that can be realized through auton-
omous changes. 9  Because the costs of system adaptation quickly subsume 
the benefi ts of innovation, such innovations must provide considerably 
higher benefi ts if they are to be realized. Thus, large costs of system adapta-
tion can quickly neutralize potential gains from innovation, raising the 
threshold for innovation. 

 Owing to the different levels of coupling between components, the costs 
of realizing a specifi c innovation probably will be greater in an integrated 
architecture than in a modular architecture. In an integrated architecture, 
the innovation will almost always require changing large parts of the 
system. In contrast, in a modular architecture many innovations may be 
realized through autonomous changes at much lower costs. Owing to these 
cost differences, it is likely that more innovations will be justifi ed under a 
modular architecture. For example, the benefi ts associated with the new 
screen technology mentioned earlier may be larger than the costs of design-
ing, building, and testing a monitor with the new technology in the 
modular architecture of the PC, but may not be suffi cient to justify a com-
plete redesign of the integrated architecture of the iMac. 10  The difference 
in costs may also have consequences for the types of innovators that are 
able to innovate within a certain architecture: smaller fi rms may be able 
to muster the resources necessary to improve one component but may not 
have the resources necessary to develop a complete system. 
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 Options Theory and the Value of Flexibility under Uncertainty 
 Architectures affect innovation costs by infl uencing how functionality is 
distributed among components and how components depend on one 
another. If innovators can change parts of the architecture at low cost, 
they are better and more easily able to react to future developments. This 
fl exibility is particularly valuable if there is uncertainty about the best 
technical approaches to innovation, or about the features that consumers 
may value. The theory of real options provides a framework for reasoning 
about the relationship between the costs of innovation implied by an 
architecture and the value of experimentation under uncertainty. In par-
ticular, it lets us understand how architectures can leverage the risks sur-
rounding innovation and shape the potential rewards from innovating. 

 Innovating on an architecture or its components can be understood as 
acquiring a real option. Since modular and integrated architectures differ 
in how much it costs to change them, they also differ in the types of 
options they provide. Similarly, alternative modular architectures may 
differ in how much it costs to change a particular module, which may 
affect the option value of experimenting on that module. These differences 
in option value, in turn, indicate how much effort innovators will invest 
in improving that module under the different modular architectures. 

 Options theory provides a method of analysis that recognizes and quan-
tifi es the value of being able to fl exibly choose alternative courses of action 
in the future under conditions of uncertainty. The framework originated 
in fi nance, where it is used to value fi nancial options — for example, options 
on stocks or bonds. 11  Real-options theory extends the framework to options 
on non-fi nancial (real) assets. 12  

 An option is a right, but not an obligation, to take action in the future. 
For example, a fi nancial option may provide the right to buy a specifi c 
stock at a specifi c price (called the  exercise price ) at some specifi ed time in 
the future (the  expiration date ). (This is an example of a  “ European call 
option. ” ) If the value of the stock is higher on the expiration date than 
the exercise price, the owner can exercise the option and buy the stock for 
the exercise price. His payoff will be the difference between the value of 
the stock at the expiration date and the exercise price. If the value of the 
stock is lower than the exercise price, the owner does nothing, since he 
had a right but not an obligation to buy the stock. In this case, his payoff 
is zero. Thus, the owner of the option can limit his loss in the case of an 
unfavorable outcome, but can profi t from any positive developments. 13  

 Thus, an option is a way to deal with uncertainty. It provides an oppor-
tunity to delay deciding about an investment whose future value is not 
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known until the uncertainty is resolved. If the future value is negative, the 
owner of the option does nothing; in this case, his payoff is zero. If 
the future value is positive, the owner exercises the option. His payoff is 
the positive future value minus the exercise price. Thus, an option gives 
its owner the possibility to capture potential future gains while avoiding 
potential future losses. 14  

 The value of an option increases with uncertainty. If uncertainty is high, 
then very high and very low future values are more likely. Direct invest-
ment in the underlying asset would be very risky: there is a chance of high 
gains, but there also is a chance of high losses. For the owner of an option, 
the increase in uncertainty has a one-sided effect: there is an increase in 
the upside potential (the chance of a very high payoff), but there is no 
increase in potential losses. 15  

 Since options can limit risks, it is not surprising that they are valuable. 
Acquiring an option requires paying a price. The difference between the 
present value of the option (the equivalent of the future value of the option 
in terms of wealth today) and its price denotes the net present value, or 
net option value, of an option. If the net option value is negative, the 
benefi ts associated with the ability to limit risks are smaller than the costs 
of acquiring the option. If the net option value is positive, the benefi ts are 
larger than the costs. 

 Since it is not clear how an option ’ s value will evolve, we need a valua-
tion methodology to determine the present value of the option — a way to 
translate a range of potential outcomes in the future into a single value in 
the present. Over the past decades, scholars of fi nance (including Fischer 
Black, Myron Scholes, and Robert C. Merton) have developed ways to solve 
this problem. 16  These methodologies are used to determine the value of 
options in the fi nancial markets. 

 Real Options in Modular and Integrated Architectures 
 The theory of real options extends the theory of fi nancial options to 
options on real assets. 17  In contrast with fi nancial options, real options are 
not bought; they arise from investment decisions affl icted with uncertainty 
that open the opportunity to choose alternative courses of action in the 
future when the uncertainty is resolved. If the outcome is bad, the fi rm 
chooses an action that limits its losses. If the outcome is good, the fi rm 
can leverage the situation. 

 An investment decision can be understood in the context of real-options 
theory if (1) the decision depends on an uncertain outcome, (2) the 
decision can be made in a way that opens the opportunity to choose 
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alternative courses of action in the future when the uncertainty is resolved, 
and (3) these alternative courses of action let the fi rm either truncate its 
losses in case of an unfavorable outcome or profi t from favorable develop-
ments. 18  If these conditions hold, the real option is the opportunity to 
make the decision in the future, and the fi rm acquires this option by 
making the investment decision now. Thus, the  “ price ”  of the real option 
is the cost associated with the current investment. In the real-options 
framework, the decision about the current investment becomes a decision 
to acquire an option: although the outcome of the decision depends on 
characteristics of the investor (for example, a value-maximizing investor 
who can take on as many projects as he likes would acquire the option by 
making the investment decision, if the present value of the option exceeds 
its price, or, in other words, if the net option value is positive), 19  no inves-
tor would buy an option if its net option value were negative. Over the 
past years, a number of methods have been developed that can be used to 
calculate the value of a real option. 20  

 Real options are much harder to detect than fi nancial options. Because 
real options are hidden in the investments of a fi rm, the fi rst step of a 
real-options analysis is to identify and defi ne the real options associated 
with investment decisions. 21  

 A fi rm ’ s choice to innovate on components of an architecture is such 
an investment decision. In a sense, when we understand particular types 
of architectures — e.g., integrated versus modular — in relation to a fi rm ’ s 
real options, we may better understand how decisions to innovate in 
uncertain environments depend on the architecture of the systems being 
innovated on and the costs associated with doing so. Innovation on exist-
ing integrated and modular architectures can thus be understood from a 
real-options perspective. 22  

 First, the decision to innovate is affl icted with uncertainty. It depends 
on the expected costs and benefi ts of the innovation. Owing to the inher-
ent complexity of the designs of large systems, it is often impossible to 
predict how valuable changes to an architecture will be. 23  It may be diffi -
cult, for example, to predict which technical approach will provide the 
best solution to a specifi c problem (technical uncertainty) and whether 
and how consumers will value the resulting product (business uncertainty). 
As a result, the expected value of the innovation is uncertain at the time 
of the decision. It may be worth more or less than the existing design. 
Often, the value of the innovation can be determined after it is complete. 
In particular, this applies to technical uncertainty, insofar as the technical 
quality of an innovation can be determined once it has been realized. 
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Although the use of focus groups or customer prototype testing may reduce 
business uncertainty once an innovation is realized, 24  often only the market 
can resolve business uncertainty. 

 Second, innovating on an existing architecture provides the right, but 
not the obligation, to use or sell the result of the innovative process instead 
of the existing product. Thus, innovating opens up alternative courses of 
actions when the uncertainty is resolved. 

 Third, these alternative courses of action let the fi rm either truncate its 
losses in case of an unfavorable outcome or profi t from favorable develop-
ments. If the result is better than the existing system, the innovator can 
use the new system and reap the rewards of her innovation. If the result 
is worse than the existing system, she can continue using or selling the 
existing product without having to suffer profi t losses or produce an infe-
rior product. The innovator can minimize her losses by maintaining the 
status quo. 25  

 Thus, the decision to innovate opens the real option to decide whether 
or not to use or sell an innovation in the future when its value is known. 
The cost of acquiring this option is the cost of developing the innovation. 
An innovator will not innovate if the net option value is negative — that 
is, if the present value of the innovation is smaller than the cost of acquir-
ing the option. 26  To determine the present value of the innovation, one 
needs a methodology that translates the uncertain future value of an inno-
vation into a known value today. 27  

 Though innovators who innovate on modular or integrated architectures 
all acquire a real option to use or sell the innovation in the future, they 
acquire different types of options depending on the architecture. Innovat-
ing on an integrated architecture provides an option on a portfolio, whereas 
innovating on a modular architecture provides a portfolio of options. 28  

 In an integrated architecture, it is usually not possible to make changes 
to a component that do not trigger changes in the rest of the system. As 
a result, isolated innovation at the level of individual components is rarely 
feasible. Improving one component requires that large parts of the system 
be redesigned and tested. Often it is more effi cient to redesign an integrated 
system from scratch than to try to improve the existing system. Thus, 
innovation on an integrated architecture usually takes place at the system 
level, providing the option to replace one system with another. Because 
the new system consists of a fi xed set of components, the innovator 
acquires an option on a portfolio of components. 29  

 In contrast, a modular architecture enables innovation at the module 
level. 30  These changes do not affect the rest of the system as long as the 



126 Chapter 4

architecture ’ s existing visible information stays the same. As a result, it is 
possible to improve or change individual components while retaining the 
rest of the system. For example, it is possible to replace one module with 
a better version, to add components that offer new functionality using 
the services of existing modules, or to remove modules that are not 
used by other modules — all without changing the architecture ’ s existing 
visible information. Existing modules can be split or merged without any 
changes to the architecture, or with only minor changes, depending on 
the system. 31  

 Innovating on a specifi c module provides the option of replacing the 
existing version of the module with the result of the innovation. 32  If all 
modules are changed, the innovator acquires corresponding options for all 
new modules. Instead of getting one option on a complete system (as with 
an integrated architecture), she acquires as many options as there are 
modules in the system. As a result, she can choose with respect to each 
module whether the new version is better than the old one, and can act 
accordingly. Thus, a modular architecture provides a portfolio of 
options. 33  

 Under very general assumptions (the result has been proved for general 
probability distributions for any distribution of underlying value, assuming 
conservation of aggregate value), it can be shown that a  “ portfolio of 
options ”  is more valuable than an  “ option on a portfolio. ”  34  This is 
so because a portfolio of options exploits the lack of correlation in the 
development of the value of the underlying assets. If the value of the 
underlying assets is positively correlated, the value of the assets increases 
and decreases together. If the value of one asset increases, the value of the 
other assets increases too. Often the value of the underlying assets is not 
positively correlated. While the value of some assets may rise, the value of 
others may fall. If one owns an option on a portfolio, one can get the 
portfolio only as a whole. Even if the option has a positive payoff, increases 
in the value of some assets may have been neutralized by decreases in the 
value of other assets. In contrast, the owner of a portfolio of options has 
separate options on any of the underlying assets. For each of these options, 
he can exercise the option if the payoff is positive, and can do nothing 
otherwise. Because his gains will not be diluted by the losses of other assets 
in the portfolio, he is better off than the owner of the option on a 
portfolio. 

 Therefore, from an options perspective, a modular architecture is more 
valuable than an integrated architecture if the underlying distribution 
of aggregate value is the same. 35  In general, the results of experiments 
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on different modules will not be correlated. 36  While the value of some 
components rises, the value of others may fall. In a modular architecture, 
innovators can use any module innovation that is better than the 
existing module, and can reject the others. In an integrated architecture, 
an innovator has to accept or reject a complete system, improvements in 
some parts of which may be offset by deteriorations in others. As a result, 
the expected value of the resulting system is higher in the modular 
architecture. 

 The difference in option value between modular and integrated archi-
tectures also affects how innovators react to the risk of failure associated 
with uncertainty. 37  In a modular architecture, innovators can experiment 
on a module without affecting the quality of the whole system. If the 
innovation fails, they can limit their losses by continuing to use the exist-
ing module. Because a modular architecture enables innovators to capture 
the potentially large benefi ts associated with risky projects and avoid the 
downsides, risky projects become very attractive. In an integrated architec-
ture, the failure of a risky approach to one component may compromise 
the quality of the whole system, owing to the interconnected nature of 
the design. As a result, innovators in integrated architectures will try to 
avoid risky approaches so as not to endanger the success of the next gen-
eration of the integrated design. 

 The option to replace an existing module with a better version is not 
the only option provided by modular architectures. A modular architecture 
contains a much more complex set of options. 38  In addition to options at 
the module level, a modular architecture provides options at the system 
level. For example, with a modular architecture it is possible to fi rst design 
and produce a minimal system at a lower cost than would be incurred 
designing and producing a complete system. Instead of requiring innova-
tors to bear all development costs initially, this approach gives them the 
chance to save a part of the development costs if, for example, demand 
for the system is too low or the technical challenges become too great. If 
the system sells well, or if the technical hurdles are overcome, new modules 
can be added later. If the system does not sell well enough, or if the tech-
nical barriers are too great, no more modules are developed. Thus, by 
developing a minimal system, designers gain the option to proceed with 
further system design in the future. 39  In the terminology of options theory, 
a minimal system provides an  “ option on a portfolio of options. ”  40  Though 
it is important to recognize the complex structure of options embedded in 
modular architectures, it is almost impossible to calculate the value of these 
more complex options. 41  
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 The decision to innovate with respect to a specifi c module, however, 
depends on the option value of that module, not on the option value of 
the architecture. 

 Real Options in Different Modular Architectures 
 In the preceding subsection we focused on the differences in option value 
between modular and integrated architectures. In this subsection we will 
examine more closely the differences among modular architectures and 
the option values they provide. For a specifi c module, alternative modular 
architectures may imply different costs of innovation. Consider the design-
ers of an operating system. Should the functionality needed to communi-
cate with the printer be implemented in hardware, or in software? Because 
hardware is more diffi cult and costly to change than software, the core 
costs of innovation will be much lower if the functionality is implemented 
in software. Should applications be allowed to interact with the printer 
directly, or should they only be allowed to interact with the printer through 
the application programming interfaces provided by the operating system? 
Relative to the fi rst option, allowing applications to access the printer 
functionality only through application programming interfaces constrains 
the dependencies within the system, resulting in lower costs of system 
adaptation if the printer functionality should change. These architectural 
decisions affect the option value associated with innovating on a compo-
nent of a particular architecture by affecting the costs of innovating on a 
given module. How do these differences affect the amount of effort that 
innovators will invest in improving the module and the rate of change of 
the module? 

 Until now, we have focused on the option to be acquired by developing 
one innovation on a specifi c module. Instead of developing one innova-
tion, the innovator could experiment and start several independent, paral-
lel innovative efforts with respect to the same module. As a result, he would 
acquire the option to replace the existing module with the best of the new 
versions, if it is better than the existing one. The value of this option 
depends on the number of approaches pursued by the innovator. 42  If there 
is uncertainty, increasing the number of experiments will increase the 
expected quality of the best result. At the same time, innovating on a 
module is not costless. After a certain number of experiments, the addi-
tional benefi ts may not be worth the costs. 43  Thus, the costs of innovation 
put an upper limit on the number of approaches that may be pursued to 
improve a module in a specifi c architecture. 44  Owing to the differences in 
the costs of innovation among architectures, different architectures may 
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justify a different number of experiments on a module. By comparing the 
number of experiments on a module that may be pursued under alternative 
architectures, one can get an indication of how much innovation will 
occur on this module in the different architectures. 45  

 The following model, which is based on work by Baldwin and Clark 
(2000), will help us to think more formally about the relationship between 
the benefi ts of additional experimentation and the costs of innovation on 
a module. 

 Innovating on one module provides the option to replace the existing 
module if the new module proves to be better. However, by starting  several  
innovative efforts on a module, the innovator can replace the existing 
module with the best of the new ones if it is better than the existing one. 46  
To understand the benefi ts that might accrue from such parallel innova-
tion, we need to know the net option value of being able to select the best 
module among the module versions created by the different innovative 
efforts. 

 The model is based on the following scenario: an innovator starts  k  
innovative efforts on the same module. After the innovations, she chooses 
the best of the resulting  k  module versions and compares it with the exist-
ing module. 47  If it is better than the existing module, she exercises the 
option by replacing the existing module and making the necessary adjust-
ments in the rest of the system. If it is worse, she continues to use the 
existing module. 

 Thus, the model assumes that the selection of the best of the  k  alterna-
tive module versions can take place at the  module  level once the innovation 
is realized. 48  It is therefore not necessary to implement any changes in the 
rest of the system before the best innovation has been chosen and 
the decision to replace the existing module has been made. As a result, the 
innovator acquires the option by investing in  k  independent approaches 
to innovation. She exercises the option by making the adjustments in the 
rest of the system. 

 To simplify this idea, we can assume that there is only one innovator 
who owns the whole system and, for now, ignore the diffi culties associated 
with coordinating changes across the components of a system. These chal-
lenges will be discussed in the next chapter. 

 The  net   option value  of the option consists of the value of the option 
minus the cost of acquiring and exercising the option. To determine the 
present value of an option, we must translate uncertain outcomes in the 
future into a single number in the present. Options theory solves this 
problem by viewing the time between now and the future as a random 
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experiment leading to a specifi c outcome. The random experiment begins 
with acquiring the option and results in a specifi c payoff. In the terminol-
ogy of probability theory, the value of the payoff function is a random 
variable that can be described by a probability distribution. 49  The  present  
 value  of the option equals the  expected   value  of this distribution, adjusted 
for time and risk. 50  

 The value of the option to select the best of  k  versions of a module 
equals the expected value of the best of  k  experiment results, as long as 
the best of the  k  experiment results is better than the existing module. 51  
Following Baldwin and Clark, 52  we assume that a single approach to inno-
vation on one module (module  i ) can be modeled by a random variable  X i   
that denotes the outcome of one innovative effort in terms of the increase 
in consumers ’  willingness to pay for the improvement in functionality or 
performance caused by the innovation; in other words,  X i   denotes consum-
ers ’  willingness to pay for the incremental value added by the improved 
functionality or performance of the module. We assume that  X i   can be 
approximated by a normal distribution with mean     i   and variance     i   2 . In 
a normal distribution, values around the mean are more likely than values 
far from the mean. Thus, this modeling assumes that, for innovative 
efforts, values close to the performance of the existing module are more 
common, and very good or very bad outcomes are rare. 53  The mean,     i  , 
represents the existing performance of the module, normalized to zero. 
The variance,     i   2 , is a measure of the uncertainty underlying the innovative 
process with respect to this module. 54  This modeling embodies the assump-
tion that very good or very bad outcomes are more likely if uncertainty is 
high (   fi gure 4.2  ).  

 Given these assumptions and assuming the  k  approaches are indepen-
dent, 55  the option value of replacing the existing module  i  with the best 
of  k  designs,  Q   i  ( k ), can be described by the equation 

  Q   i  ( k ) =     i    ·   Q ( k ), 

 with  Q ( k ) denoting the expected value of the best of  k  designs, as long as 
the best of the  k  designs is better than zero, of a standard normal distribu-
tion with mean 0 and variance 1. 56  (See    box 4.2  .)  

 The value of  Q   i  ( k ) rises with  k  (that is with the number of experiments), 
but at a decreasing rate. 57  The value of  Q   i  ( k ) also rises with uncertainty. 

 The cost of acquiring the option is the cost of making  k  experiments 
on the module. In the terminology of this book, the costs of making 
one experiment on the module are the  “ core costs of innovation ”  with 
respect to that module. The costs of acquiring the option increase with the 
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number of experiments and with the core costs of innovation on that 
module. 

 The costs of exercising the option are the costs of adjusting the rest of 
the system to the changes between the existing module and the new 
module. In the terminology of this book, these are the  “ costs of system 
adaptation ” ; they must be paid if the innovator chooses the best of the  k  
alternative innovations over the existing module. Changes in one module 
trigger corresponding changes in the rest of the system only if the change 
affects the visible information of the changed module  and  other modules 
directly or indirectly depend on this information. The number of modules 
that have to be changed is the number of modules that directly or indirectly 
depend on the module ’ s changed visible information. Furthermore, since 
existing modules will depend on the new module in different ways, the 
costs of adjusting a particular module may differ among affected modules. 
Thus, the cost of exercising the option increases with the number of 
modules that directly or indirectly depend on the module that is the target 
of the innovation, and increases with the costs of changing the affected 
modules. 

 Formally, the net option value of the option to select the best of  k  
designs for module  i  is the value of the option minus the costs of acquiring 

Small variance

Large variance

f(x)

x

 Figure 4.2 
 Probability density functions  f ( x ) of normal distributions with the same    but dif-

ferent variance    2 . 



   Box 4.2 
 Calculating the Option Value of Being Able to Select the Best of  k  Experiments 

 To calculate the option value, one must fi rst construct a random variable that 

describes the value of the payoff function of the underlying experiment. In our 

case, the experiment consists of the following steps: First, an innovator takes  k  

independent approaches to develop an innovation on module  i . Each of these 

approaches can be interpreted as an independent experiment that is modeled 

by the random variable  X i   that describes the result of one innovation on 

module  i . The results are  k  specifi c values of  X i   that describe the value of the 

resulting module relative to the value of the existing module. Next, the 

maximum of these values is selected. This experiment —  “ choose the best of  k  

independent experiments described by  X i   ”  — can be directly described by 

another random variable that yields the value of the best experiment. In sta-

tistics, this random variable is called  the maximum order statistic of a sample of 

size k . a  The probability distribution of  “ the maximum order statistic of 
a sample of size  k  ”  describes all potential values of the best of  k  designs 
and their associated probabilities. It can be derived from the probabil-
ity distribution of the random variable  X i   using statistical theory. 

 The value of the option to select the best of  k  alternative designs of module 

 i ,  Q i  ( k ), can be determined by calculating the expected value of the positive 

value portion of the distribution of  “ the maximum order statistic of a sample 

of size  k . ”  b  On the assumption that the  k  approaches are independent, calcu-

lating the value of the option yields 

  Q i  ( k ) =     i    ·   Q ( k ), 

 where  Q ( k ) denotes the expected value of the best of  k  designs (as long as the 

value of the best of the  k  designs is greater than zero) of a standard normal 

distribution with a mean of 0 and a variance of 1: 

 Q k k z N z n z dzk( ) [ ( )] ( )1

0

 

 where  N ( z ) and  n ( z ) are, respectively, the standard normal distribution and 

density functions. c  

 a. Lindgren 1962, pp. 268 – 271. 

 b. The probability distribution of the maximum order statistic of a sample of 

size  k  describes all potential outcomes of the best of the  k  designs, both positive 

and negative. Because the innovator will not use the best innovation if it is infe-

rior to the existing module, outcomes lying on the negative-value portion of the 

distribution (i.e., outcomes that are worse than the existing module, whose per-

formance was normalized to 0) do not infl uence the option value of the innova-

tion; for these cases, the value of the innovator ’ s payoff function is 0. See Sanchez 

1991, p. 30; Baldwin and Clark 2000, pp. 255 – 256, note 7. 

 c. See Baldwin and Clark 2000, p. 264, note 17.   
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and exercising the option: 

 NOV  i  ( k ) =  Q   i  ( k )  –   k   ·  C Innovation (Module  i  )  –       j     “ sees ”     i   (C Adaptation (Module  j  )) 
  =     i    ·   Q ( k )  –   k   ·  C Innovation (Module  i  )  –       j     “ sees ”     i   (C Adaptation (Module  j  )), 

 where module  j   “ sees ”  module  i  if it directly or indirectly depends on 
module  i  ’ s changed visible information. The net option value varies with 
 k , the number of approaches. The number of approaches  k  max  that maxi-
mizes the net option value depends on the specifi c characteristics of the 
module. In particular, it depends on the degree of uncertainty about how 
best to improve the module as well as on the module ’ s core costs of inno-
vation and costs of system adaptation. The costs of system adaptation, in 
turn, depend on the visibility of a module, i.e., on the number of modules 
in the rest of the system that directly or indirectly depend on the module. 
If no other modules depend on a particular module, it is called a  hidden 
module . 58  Innovating on such a module will not incur any costs of system 
adaptation, so that the costs of exercising the option will be zero. 

 The net option value formula can be used to predict how differences 
among modules (e.g., varied costs of innovation among architectures) 
affect how many innovative approaches innovators will pursue with respect 
to a specifi c module. The number of parallel efforts indicates how much 
innovation will occur on a module. 

 Exactly how many approaches innovators will pursue depends on the 
market structures of the design and product markets and on potential 
innovators ’  predictions and expectations of the nature of the competition 
in these markets. It therefore cannot be derived from architecture alone. 59  
For example, if the design and product markets for a particular module are 
controlled by a single actor, he will choose the number of approaches that 
maximizes the net option value associated with that module. The monopo-
list will add an approach only if its additional costs — the core costs of 
innovating on this particular module — are less than the associated increase 
in expected value of the best approach. More formally, the monopolist will 
add an additional approach only if the cost of the ( k  + 1)th approach is 
less than | Q i  ( k  + 1)  –   Q i k )|. In this case, the number of approaches is calcu-
lated by determining  k  max , the number of approaches that maximizes the 
net option value of the module. In contrast, if there is free entry into the 
design market and the product market is characterized by winner-take-all 
competition, fi rms will start additional approaches as long as the net 
option value of the total number of approaches is positive. 60  In this case, 
the number of approaches is calculated by determining the largest  k  for 
which the net option value is positive. 
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 Even without more information about the specifi c market structure, we 
can make the following four observations about how differences among 
modules may affect the relative likelihood of innovation on these modules 
(for a summary, see    table 4.1  ). 61  Different modules may incur different 
core costs of innovation, be more or less visible, 62  be subject to varying 
degrees of uncertainty, and be developed and sold in markets with different 
market structures. For the fi rst three observations, assume that out of 
the four parameters (core costs of innovation, visibility, uncertainty, 
and market structure) only one parameter changes, and the others stay 
the same.  

 First, other things being equal, the higher the core costs of innovation 
on a module, the fewer the approaches that will be pursued with respect 
to this module. The higher the number of independent approaches, the 
higher the option value of the best approach; that is,  Q i  ( k )     Q i  ( k  + 1). 

  Table 4.1 
 Architectural features and likelihood of innovation.  

 Parameters 

that change 

 Parameters held 

constant 

 Effect of change on 

likelihood of innovation 

 Observation 1  Core costs of 
innovation 

 Visibility, 
uncertainty, 
market structure 

 As the core costs of 
innovation on a module 
increase, fewer approaches 
will be pursued with 
respect to that module. 

 Observation 2  Uncertainty  Core costs of 
innovation, 
visibility, 
market structure 

 As the uncertainty 
surrounding a module 
increases, additional 
approaches on the module 
become more valuable and 
more parallel approaches 
are justifi ed. 

 Observation 3  Visibility  Core costs of 
innovation, 
uncertainty, 
market structure 

 As a module ’ s visibility 
increases, the number of 
experiments that affect its 
existing visible information 
decreases rapidly. 

 Observation 4  Core costs of 
innovation, 
visibility, 
uncertainty 

 Market structure  Relative to other modules 
with the same market 
structure, hidden modules 
with high uncertainty and 
low or medium core costs 
of innovation justify a 
particularly large number 
of parallel approaches. 
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Thus, an additional approach always increases the expected value of the 
best approach. 63  The incremental value of an additional approach is 
decreasing in  k ; that is, the incremental value of the ( k  + 1)th approach is 
smaller than the incremental value of the  k th approach; that is, 

 | Q i  ( k  + 1)  –   Q i  ( k )|    | Q i  ( k )  –   Q i  ( k   –  1)|. 

 At some stage, the incremental value of an additional approach is lower 
than the costs of the additional approach. 64  Thus, the number of approaches 
is limited by the costs of additional experiments, or by the core costs of 
innovation on that module. Remember the example given at the beginning 
of this subsection. Implementing a computer ’ s functions for communicat-
ing with a printer in hardware rather than in software probably would 
result in fewer approaches for improving this functionality, owing to the 
higher core costs of innovation if the functions are implemented in 
hardware. 

 Second, other things being equal, the higher the uncertainty surround-
ing a module, the more valuable it is to add approaches, and the more 
parallel approaches will be justifi ed. This is because the value of an option 
increases with uncertainty. If uncertainty is high, very good or very bad 
outcomes are more likely. Because of the loss-limiting characteristic of 
options, an innovator profi ts from the increase in upside potential without 
being affected by the increase in potential losses. 65  Therefore, the option 
value of experimenting on a module is highest in modules with a great 
deal of uncertainty. 

 Third, other things being equal, as the visibility of a module increases 
(i.e., as the number of modules that depend on this module increases), the 
number of experiments that affect its existing visible information will 
decrease rapidly. For example, an architecture that reduces the visibility of 
the printer to the rest of the system (e.g., by restricting applications ’  access 
to the functionality of the printer to the application programming inter-
faces of the operating system) will attract a higher number of innovations 
aimed at improving the printer than an architecture that lets applications 
access the printer ’ s functionality directly. The system-adaptation costs 
associated with innovation on a module ’ s visible information increase with 
the number of modules that depend on this information. Although they 
are incurred only once, high system-adaptation costs associated with ensur-
ing that changed component behaves correctly with the rest of the system 
quickly neutralize potential gains from experimentation. As a result, it may 
not be economically justifi ed to innovate on the existing visible informa-
tion of highly visible modules. 66  This does not mean that there will be 
 no  innovation on visible modules. Any module can be a subject of 
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autonomous changes that do not require changes to the rest of the system 
and therefore do not suffer from the negative effect of high system-adapta-
tion costs. Thus, some experimentation may go into improving the imple-
mentation of visible modules without changing their visible information. 
In addition, adding new interfaces to an existing module without changing 
its existing interfaces does not require any adaptations in the rest of the 
system. Existing modules can continue to use the old interfaces, and new 
modules can take advantage of the added functionality by using the new 
interfaces. The improved module is thus  “ backward compatible. ”  67  In both 
cases, however, the constraints imposed by the need to adhere to the old 
visible information may considerably decrease the potential gains from 
such experiments. As a result, the net option value associated with such 
changes — and, consequently, the number of approaches that will be justi-
fi ed in view of this net option value — will often be lower than the net 
option value of (and the number of approaches to) innovation in hidden 
modules, where innovators can innovate freely without incurring any costs 
of system adaptation. Thus, although some innovation will take place no 
matter how visible a module is, visible modules will change much more 
slowly than hidden modules. In addition, owing to the need for backward 
compatibility, successive versions of visible modules will exhibit more 
continuity than successive versions of hidden modules. In essence, the 
 degree  of innovation will be less among versions; there will be fewer  mean-
ingful  differences among iterations. Thus, the visibility of a module con-
strains its evolution. Put differently: By infl uencing the dependencies 
among modules, an architectural design infl uences the future evolution of 
the architecture: by placing certain functionality in hidden modules, archi-
tects enable that functionality to evolve more rapidly; by placing certain 
functionality in modules that are highly visible, architects accept that this 
functionality will evolve more slowly. 

 Fourth, relative to other modules developed and sold under the same 
market structure, hidden modules with high uncertainty and with low or 
medium core costs of innovation will justify a particularly large number 
of parallel approaches. The option value of experimenting on a module is 
highest for modules with a great deal of associated uncertainty. Since no 
other modules depend on them, changes in hidden modules never require 
changes in the rest of the system, so the option value is not reduced by 
system-adaptation costs. Finally, in view of the high value of additional 
approaches (due to the high uncertainty and the low to medium core costs 
of innovation), it takes a large number of approaches until the incremental 
benefi t of an additional approach becomes lower than the costs of an 
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additional approach (the decision rule under monopoly in the design and 
product markets for the module) or until the net option value becomes 
negative (the decision rule under free entry into the design market and 
winner-take-all competition in the product market). 

 Costs of Change in the Original Architecture of the Internet 

 The general insights about the effects of architecture on the costs of inno-
vation and on the likelihood of innovation in modular and integrated 
architectures gained above can help us understand how specifi c design 
choices in the Internet ’ s original architecture affect these factors. The costs 
of innovation in the original architecture of the Internet were infl uenced 
by two design decisions: 68  using relaxed layering with the Internet layer as 
a technology-independent portability layer populated by a single protocol, 
and applying the broad version of the end-to-end arguments. Together, 
these led to the Internet Protocol ’ s service interface that provides to higher-
layer protocols a technology-independent and application-independent 
interface to the network infrastructure of the Internet. This design isolates 
applications and transport-layer protocols from the effect of innovation in 
the network infrastructure, and vice versa. 

 The following two subsections explain how these design decisions affect 
the costs of innovation at the application layer and at the link layer; 
and how the differences in innovation costs between architectures that 
are or are not based on these design principles affect the amount of 
innovation happening at these layers. They also highlight the effect of 
these architectural choices on the costs of production, distribution, and 
deployment. 

 By affording or constraining the implementation of functionality in 
either hardware or software, the architecture of a network infl uences the 
costs of producing and distributing an innovation; these costs affect the 
resources required to commercially exploit the innovation. Since they are 
borne by the economic actor seeking to produce and distribute the innova-
tion (e.g., the innovator herself, or someone who licenses the idea from 
her), these costs infl uence what type of economic actor can commercially 
exploit an innovation. 

 Deployment costs consist of the one-time outlays that operators or 
users of a system must make before they can use an innovation for the 
fi rst time. 69  These costs are especially noticeable in communication 
networks. Whereas in stand-alone systems changes can be installed one 
system at a time, communication networks are distributed systems that 
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consist of computers running protocols that must interoperate to create a 
functioning network. Before an innovation can be used in the operational 
network, the new software or hardware components that are needed to let 
it run must be installed on a potentially large number of computers in the 
network. A network architecture defi nes the  “ what ”  and the  “ how ”  associ-
ated with the deployment of an innovation — that is, which components 
in the operational network will have to be updated or replaced, and 
whether this can happen incrementally, through individual action, or 
whether it must be done in one large, coordinated effort that involves a 
potentially large number of actors. In essence, the scope of changes required 
for deployment and the associated costs defi ne how diffi cult it is to adopt 
the innovation. 

 In addition, the deployment requirements implied by a network archi-
tecture interact with the economic system in which the network is used 
to constrain the evolution of the architecture. 70  As we will see in the fi nal 
subsection, the deployment context of the commercial Internet 71  has made 
it more diffi cult to change certain parts of the Internet ’ s architecture than 
a purely technological analysis of the structural dependencies within the 
architecture would suggest. 

 The Broad Version of the End-to-End Arguments and Innovation at the 
Application Layer 
 Networks that have been designed according to the broad version of the 
end-to-end arguments differ from other networks in how they distribute 
application-specifi c functionality among their layers. In networks that 
follow the broad version of the end-to-end arguments, applications and all 
application-specifi c functionality are concentrated in higher layers at the 
end hosts. Networks that deviate from these arguments place varying 
amounts of application-specifi c functionality in the core of the network. 
When designers create new applications, the differences in the distribution 
of functionality among the architectures result in different costs of innova-
tion and deployment. 

 Adding an application in a non-end-to-end network will often require 
changing the network ’ s core. 72  Existing application-specifi c functionality 
in the network ’ s core may prevent a new application from operating. In 
this case, the core of the network will have to be changed to enable the 
new application to function. Usually, this will require changes to the 
service and peer interfaces of lower-layer protocols. Changing a lower-layer 
protocol ’ s peer interface means coordinating changes to  all  computers 
running this protocol, both at end hosts and in the network. And since 
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existing higher-layer protocols and applications may have come to depend 
on features in the core of the network, altering the network may require 
changing them, too. Changes to the core of the network may also be 
required if the new application has to implement supporting functionality 
in the core of the network — again requiring changes to higher-layer pro-
tocols, if they directly or indirectly depended on the changed network 
functionality (   fi gure 4.3  ).  

 Consider an innovator who wants to develop a new Internet-telephony 
application in a network that provides reliable data transfer at the Internet 
layer, both hop-by-hop between routers and end-to-end between sending 
and receiving end hosts. Such an architecture violates the broad version 
of the end-to-end arguments. 73  Ensuring reliable data transfer in the Inter-
net layer creates delays, because lost packets are retransmitted until they 
are transmitted successfully. Internet-telephony applications do not need 
this functionality, since they do not necessarily require that every one of 
their packets be successfully sent and received; their principal uses — people 
talking and listening to each other — can tolerate a signifi cant amount of 
packet loss without affecting the overall experience. Telephony applica-
tions are, however, especially sensitive to delays. If the delay introduced 
by the reliability control is too large, the application will not be able to 
operate over the network. 74  This functionality may have to be removed to 
let the new application work properly. As a result of the changes to the 
core of the network, every application that depended on the reliable data 

End host End hostCore of network

Must be changed to realize innovation

Must be changed to adapt to

 Figure 4.3 
 Application innovation in a network deviating from the broad version. 
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transfer provided by the network will have to be updated, which will incur 
large costs of system adaptation. 

 Thus, the core costs of innovation in a network that deviates from the 
broad version of the end-to-end arguments consist of the costs of design-
ing, implementing, and testing the changes to higher layers at the end 
hosts and to the core of the network. Whereas higher-layer protocols are 
usually implemented in software, changes to the core of the network may 
require experimentation with hardware and software, which increases the 
costs of innovation. Since the application cannot be tested on the opera-
tional network, the innovator usually must have access to a test network. 75  
Owing to the need to change not only the end hosts, but also the core of 
the network, the core costs of innovation associated with new applications 
are considerably higher in such a network than in a network that is based 
on the broad version. If the changes to the core of the network require 
new hardware, it must be manufactured and physically distributed. Thus, 
the costs of production and distribution associated with the innovation 
are potentially higher too. In addition, the changes to the core of the 
network may trigger huge costs of system adaptation. 

 A new application designed for such a network cannot run unless the 
core of the network has been changed, but changes to the core of the 
network usually cannot be made incrementally. They require a coordinated 
deployment of new hardware or software throughout the network. Since 
lower-layer protocols usually operate hop-by-hop across a network, adding 
a new lower-layer protocol requires changing all computers running the 
protocol. Therefore, to enable the application to run in a particular network, 
that network must be changed — and to ensure that the application can 
run across  all  networks attached to the global Internet,  all  networks must 
be changed. 76  These costs of deployment quickly can become exorbitant. 

 In an end-to-end network (such as the original Internet) in which 
network operators and application designers follow the broad version of 
the end-to-end arguments, designing, implementing, testing, and deploy-
ing a new application do not require changing the network ’ s core (   fi gure 
4.4  ). First, since the core does not contain application-specifi c functional-
ity, and since it provides only general services, it can support a wide variety 
of applications. As a result, it is unlikely that the core of the network will 
block a new application or that it will have to be changed to allow an 
application to be deployed. 77  Second, since the end-to-end arguments 
prohibit applications from incorporating application-specifi c functionality 
in the network, a new application will deliberately concentrate its func-
tionality at higher layers at the end hosts. Third, since lower layers are 
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independent of higher layers, an isolated change at a higher layer will 
never require changes at a lower layer.  

 Thus, in an end-to-end network, developing a new application consists 
of writing a program that will run in a higher layer at an end host (fi gure 
4.4). Higher-layer protocols operate end-to-end between end hosts: two 
specifi c protocol implementations — one at the source host and one at the 
destination host — cooperate to implement the protocol ’ s services. 78  As a 
result, a new application can be tested using the operational network by 
installing it on two end hosts. 

 For example, an innovator who wants to develop a new Internet-
telephony application in a network based on the original architecture of 
the Internet writes a software program that can be tested by installing it 
on two end hosts attached to the Internet. There is no need to change the 
core of the network: the Internet Protocol was designed to be as general 
as possible, containing no application-specifi c functionality (such as reli-
ability controls to which telephony applications are especially sensitive) 
that might hurt an application ’ s performance or degrade a user ’ s experi-
ence (   box 4.3  ).  

 All this results in very low core costs of innovation and zero costs of 
system adaptation. Because the innovator can build on the Internet ’ s exist-
ing lower-layer infrastructure, she only needs to know how to design and 
write a distributed application (which requires access to and knowledge of 
a programming language), to have access to the application programming 

End host End hostCore of network

Must be changed to realize innovation

Must be changed to adapt to

 Figure 4.4 
 Application innovation in a network based on the broad version. 
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   Box 4.3 
 The Generality of the Internet Protocol 

 Some have argued that the service provided by the Internet layer is not general 

enough, insofar as the Internet Protocol does not offer Quality of Service. a  In 

particular, its best-effort service does not guarantee specifi c bandwidth or delay. 

Since it is not possible to construct a transport-layer service that guarantees 

delay, if the Internet layer does not guarantee delay, the best-effort service 

may preclude the use of applications that strictly require guaranteed delay. 

The same argument applies to applications that strictly require guaranteed 

bandwidth. b  Viewed from this perspective, the Internet Protocol ’ s best-effort 

service may not be general enough, insofar as it effectively precludes develop-

ment of applications in a certain class (those that cannot function properly 

without guaranteed bandwidth or delay). Though this argument is valid, Skype 

and other Internet-telephony applications have become quite successful in 

practice, even though they are forced to use the Internet ’ s best-effort service. 

In particular, network engineers and application designers have developed 

techniques that help real-time applications cope with the problems resulting 

from best-effort service. c  Thus, so far, the fact that the Internet Protocol does 

not guarantee bandwidth or delay has not prevented the deployment of real-

time applications (such as Internet telephony or video telephony) that may 

benefi t from guaranteed delay. It is possible, though, that this may change if 

network congestion increases. As we saw in chapter 3, the broad version of 

the end-to-end arguments does not prevent the introduction of Quality of 

Service, although it constrains how Quality of Service can be realized. 

 a. Wu 2003a, pp. 147 – 149. Technologies that would enable the Internet to 

offer Quality of Service have been standardized by the Internet Engineering 

Task Force. As we will see later in this chapter, these technologies have been 

implemented, but they have not been widely deployed in the operational 

Internet. 

 b. Kurose and Ross 2008, p. 199. 

 c. Kurose and Ross 2008, pp. 608 – 618.   

interfaces to the Internet ’ s lower-layer protocols and knowledge of how to 
use them, and to have access to an end host connected to the Internet. 79  
Insofar as software can be copied and distributed over the Internet at 
essentially no cost (the exact costs of distribution depend on the costs of 
operating a server or renting server space from which the software can be 
downloaded), the innovator has to incur only minor costs to produce and 
distribute the application. 80  In essence, this type of innovation requires 
almost no physical capital. 81  
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 The overall costs of developing an application and making it available 
to others on an ongoing basis (whether for a fee or not) differ depending 
on the type of application. For applications that run entirely on users ’  
machines, not on computers provided by the application developers, the 
costs of renting or operating a server for distributing the software are the 
only necessary ongoing costs associated with the application, and even 
these costs can be reduced if the innovator uses an alternative peer-to-peer 
distribution mechanism such as BitTorrent. 82  Peer-to-peer applications fall 
in this category: they usually consist of software that users run on their 
own computers and are largely independent of central servers. When it 
fi rst came on the market, Skype was entirely based on a peer-to-peer struc-
ture. Apart from the servers used to download the software and to authen-
ticate users, the application ran entirely on users ’  computers. As a result 
of this structure, adding a new user cost Skype one-tenth of a cent, as 
 Fortune  reported in 2004. 83  Client-server applications that run entirely on 
users ’  computers, not on computers provided by innovators, are another 
example of applications with this cost structure. For example, the Web 
server software developed by the Apache Foundation or Microsoft is 
downloaded by users, who then use the software to run their own Web 
servers. 

 In contrast, applications that need servers run by the innovator herself 
require a higher level of investment. Not only does the innovator incur 
the one-time costs of acquiring the hardware and software necessary to 
operate a server; these applications are also more expensive to operate on 
an ongoing basis, because of the costs of operating the server infrastructure. 
While an application does not have many users, innovators without addi-
tional funding may be able to run a server themselves at relatively low 
costs. But as the application gets more successful, the costs of operating 
the server infrastructure (e.g., renting physical space for the servers and 
paying for electricity, for air conditioning, and for the employees who 
manage the servers) and connecting it to the Internet become signifi cant. 
At the same time, operating a server infrastructure is subject to consider-
able economies of scale. Firms (such as EBay, Amazon, and Google) that 
operate large data centers that host their servers are able to buy bandwidth, 
equipment, and software at much lower costs than smaller fi rms, putting 
smaller companies at a disadvantage. 

 Recent developments have drastically reduced the minimum level of 
investment needed to develop and operate server-based applications. 84  
First, in the past, application developers interested in developing server-
based applications had to buy the software necessary to operate a server 



144 Chapter 4

and buy programming tools to program the application-specifi c part of the 
server. Today ’ s application developers can rely on a complete stack of 
open-source software for running servers, consisting of a Linux operating 
system, Apache Web server software, an open-source database such as 
MySQL or PostgreSQL, and an open-source application programming and 
development language such as PHP, Perl, Phyton, or Ruby. All these com-
ponents are available for free. For the remaining programming tasks, Web-
based matching platforms enable innovators to fi nd freelancers from all 
over the world, which increases access to talented programmers and which 
potentially lowers costs. Second, following Moore ’ s law, the cost of com-
puter hardware has come down. Third, new hosting services such as those 
offered by Amazon enable small innovators to benefi t (at least some) from 
the economies of scale realized by the hosting company. Pay-as-you-go 
offerings that let innovators increase the amount of server space as they 
need it, while paying only for used resources, reduce the need for up-front 
investments in server infrastructure when the ultimate demand for the 
application is not yet known. 85  As we will see in chapter 5, these develop-
ments have greatly increased the number and type of innovators who can 
develop these types of applications. 

 Finally, since a new application only has to be installed on two end 
hosts to be used between these hosts, it can be deployed incrementally. 86  
The costs of deployment are the costs of installing the application on an 
end host, and are borne by the user of the application. 

 Since a non-end-to-end network has application-specifi c functionality 
in the network ’ s core, innovators developing a new application that 
requires changes to the network ’ s core will incur high core costs of innova-
tion and high costs of system adaptation. Furthermore, because the appli-
cation requires changes in the network, it cannot be run unless the network 
itself is altered; thus, deployment of the application requires a signifi cant 
investment by network providers before user demand for the new applica-
tion is known (   table 4.2  ). In contrast, new applications developed for end-
to-end networks have very low core costs of innovation and zero costs of 
system adaptation, and can be deployed incrementally (table 4.2). 87  Thus, 
deviating from the broad version of the end-to-end arguments consider-
ably raises the threshold for application-level innovation and the require-
ments that potential innovators must meet. Owing to the signifi cant 
differences in innovation costs, a network that uses the broad version of 
the end-to-end arguments will yield far more new applications, since such 
programs will more easily meet the threshold required to invest in an 
innovation. Architectures that deviate from the broad version will produce 
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  Table 4.2 
 Costs of application-layer innovation.  

 Network based on 

broad version of 

end-to-end arguments 

 Network deviating from 

broad version of 

end-to-end arguments 

 Core costs of 
innovation 

 Low (developing a 
software program) 

 High (developing a software 
program and developing 
changes to the network) 

 Costs of system 
adaptation 

 Zero  Potentially high 

 Deployment  Can be deployed 
incrementally by users 

 Changes to the network 
must be deployed fi rst 

far fewer new applications, because, in many cases, the associated costs of 
innovating will likely not exceed the benefi ts associated with the new 
application. In particular, applications targeting niche markets or low-
value markets may be profi table under the architecture that is based on 
the broad version of the end-to-end arguments, but not under the archi-
tecture that deviates from that design principle.  

 The costs of innovating on an existing application depend on the cir-
cumstances. If the innovation requires changing the network ’ s core, inno-
vating on an existing application in non-end-to-end networks will cost the 
same as creating a new application. In this case, the real-options framework 
developed above would predict that, even if there is uncertainty, no or 
only few parallel approaches aimed at improving the innovation will be 
justifi ed (owing to the high core costs of innovation and the high system-
adaptation costs), which results in little or no improvement in existing 
applications (table 4.1, observations 1 and 3). 88  

 In contrast, an application in a network based on the broad version, on 
which no other application depends, is the prototype of a  “ hidden module ”  
(that is, a module on which no other module depends). 89  Under these cir-
cumstances, the architecture lets innovators innovate on existing applica-
tions at low costs, without requiring adjustments in the rest of the system. 
According to real-options analysis, hidden modules with low core costs of 
innovation may justify a large number of parallel approaches aimed at 
improving the module (table 4.1, observation 4). The larger the uncer-
tainty, the larger the number of parallel approaches that will be justifi ed. 
At the same time, being able to experiment at low costs becomes more 
valuable to innovators as the uncertainty surrounding their applications 
increases (table 4.1, observation 2). Thus, the real-options framework 
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developed above predicts that, relative to their counterparts in an archi-
tecture deviating from the broad version of the end-to-end arguments, 
applications in end-to-end architectures will evolve much more rapidly, 
and that the rate of change will increase with uncertainty (   box 4.4  ).  

   Box 4.4 
 Factors Infl uencing an Application ’ s Rate of Change 

 A specifi c application ’ s rate of change depends on (among other things) 

the architecture of the application, the ownership of the architecture ’ s visible 

information and of the component implementations, the deployment 

context, the technical or business uncertainty surrounding the application, 

the structure of the application market, and the demand by consumers 

for the application. For example, an application-layer protocol (such as HTTP, 

the protocol governing the interaction between Web browsers and Web 

servers) that is maintained by a standard-setting organization will change 

more slowly than a proprietary application protocol such as Skype, since 

negotiating and coordinating changes among the members of the Internet 

Engineering Task Force, which maintains the HTTP standard, a  is more diffi cult 

and costly than having Skype (the company) decide on the proper evolution 

of the Skype protocols internally. The problems associated with distributed 

ownership of architecture are discussed in chapter 5. 

 As we will see in the discussion of innovation at the Internet and transport 

layer later in this chapter, changes that must be deployed by a large number 

of actors will happen more slowly and will be more incremental than changes 

that must be deployed by one actor. For example, if the client of a popular 

client-server application changes, the changes must be deployed by a large 

number of users before they can be used by all users; at the same time, the 

application must to continue to function even if not all users have deployed 

the change yet. These requirements constrain the ways in which traditional 

client-server applications can evolve. For this reason, new versions of AOL ’ s 

instant messenger are usually backward compatible; only a few new versions 

were not. Similarly, new versions of the Skype software are usually backward 

compatible. In contrast, Web-based applications are impeded neither by dis-

tributed ownership nor by deployment requirements, and thus they are able 

to evolve particularly rapidly. Web-based applications reside on a server run 

by the application provider; they are accessed by users through their browser. 

As a result, changes to the application do not require users to make any 

changes; this eliminates the need to deploy the application to a large number 

of users. In addition, the application code resides on the server and is under 

the sole control of the application provider; this eliminates the need to coor-

dinate changes with other parties. As a result, Web-based applications can 
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evolve particularly rapidly. The ability to make, deploy, and reverse changes 

at low incremental costs makes these applications perfectly suited to a real-

options approach to the resolution of technical or business uncertainty. For 

example, during the early days of Flickr, the Flickr team deployed more than 

ten new features a day. If the users liked them, the changes stayed; otherwise, 

the Flickr team restored the original feature (the  “ fallback option, ”  in real-

options terminology). b  Similarly, Amazon and Google test the effect of changes 

to their website or search engine in real time on some of their users. If the 

changes are successful, they are extended to the whole user population; if not, 

the company continues to use the existing version of the application. c  

 a. Within the Internet Engineering Task Force, the HTTP protocol is main-

tained by the Hypertext Transfer Protocol Bis (httpbis) Working Group (IETF 

2008). 

 b. Garrett 2005. 

 c. Helft 2008; Varian 2007; Hansell 2007.   

Box 4.4
(continued)

 In addition, the two architectures support risk taking with respect to 
market uncertainty to different degrees. Whereas technological uncertainty 
is usually resolved during application development, market uncertainty 
often can be resolved only by the market. Since the incremental costs of 
making an application available to users in an end-to-end network are low, 
application developers can test their innovations in the market. Thus, the 
broad version of the end-to-end arguments enables them to resolve not 
only technical uncertainty but also market uncertainty at low cost. 90  If the 
application is successful, the innovator reaps the benefi ts. If users do not 
like the application, the application developer can stop offering it, or can 
change it (again, at low cost) in response to consumer feedback. As we will 
see in chapter 8, the online payment service PayPal and the photo-sharing 
platform Flickr emerged in this way. The relatively low incremental cost 
of failure due to market uncertainty (as opposed to technical uncertainty) 
will make it easier for application developers to pursue ideas for which 
market uncertainty is high. 

 In contrast, in a network deviating from the broad version, applications 
that require changes to the network ’ s core are very costly to deploy, which 
reduces network provider ’ s willingness to take risk with respect to market 
uncertainty. If the application is not successful, the application provider 
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can stop offering it, but the changes to the network will have been made. 
Thus, the incremental cost of failure due to market uncertainty (as opposed 
to technical uncertainty) are high. As a result, application developers and 
network providers will be less willing and able to take on projects for which 
market uncertainty is high. 

 Relaxed Layering with a Portability Layer and Innovation at the Link Layer 
 The Internet ’ s architecture uses relaxed layering with a portability layer at 
the Internet layer. Compared with an architecture based on relaxed layer-
ing without a portability layer, a portability layer constrains the dependen-
cies within the system. These architectural differences result in different 
costs of innovation at the link layer, and, consequently, different rates of 
change at this layer under the two architectures. 

 In both architectures, changing the link layer involves creating new or 
improved network architectures and protocols for the physical networks 
underlying the Internet. Innovating at this layer usually includes experi-
ments with hardware and software. Even if the innovation is restricted to 
software, the innovator must have access to a physical network to experi-
ment with and test the innovation. 91  If the innovation involves new or 
improved hardware and is to be anything more than an experiment, the 
corresponding products have to be manufactured and physically distrib-
uted. As a result, this type of innovation has higher core costs of innova-
tion than developing a new application in a network based on the broad 
version of the end-to-end arguments and requires a different type of invest-
ment: whereas developing a new application requires programming skills, 
access to application programming interfaces, and access to an end host, 
innovation at the link layer requires physical capital for developing the 
innovation; if the product includes hardware, it also requires that the 
innovation be produced and distributed. 

 In the architecture without a portability layer, all higher-layer protocols 
can potentially use the link-layer protocol. Changing the service interface 
of protocols at the link layer may require changing all higher-layer proto-
cols that directly or indirectly depend on the changed interface, which will 
incur huge system-adaptation costs. For example, introducing a new physi-
cal network technology such as Wi-Fi may have required changes to trans-
port-layer protocols or applications such as the browser, streaming video, 
or online gaming (   fi gure 4.5  ).  

 In contrast, designating the Internet as a portability layer limits the 
dependencies within the system: higher-layer protocols can use all proto-
cols down to the Internet layer but are not allowed to use protocols at 
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layers below the Internet layer (e.g., the link layer). The service interface 
of the Internet Protocol has been carefully designed to be an abstract 
interface to the Internet ’ s network infrastructure and not to depend on 
particular features of any physical network technology. As a result, IP ’ s 
service interface does not have to change if the underlying network tech-
nology changes, as long as the changes to the underlying network technol-
ogy conform to the IP abstraction. 92  Since higher-layer protocols are only 
allowed to use the Internet layer, they are not affected by changes to the 
link layer, as long as IP ’ s service interface stays the same (   fi gure 4.6  ). 93  
Compared with an architecture without a portability layer, this design 
eliminates the system-adaptation costs associated with changing the link 
layer. Because this design was used for the architecture of the Internet, 
introducing Wi-Fi did not require changes to particular applications.  

 Thus, both architectures have the same core costs of innovation but very 
different costs of system adaptation (   table 4.3  ). For new physical network 
technologies, the potentially high costs of changing an architecture without 
a portability layer considerably increase the threshold for innovation. 
Instead of simply being larger than the costs of developing the new tech-
nology, the expected benefi ts must also cover the costs of changing a large 
number of higher-layer protocols. Though the benefi ts associated with 
some technologies (e.g., Wi-Fi) may be large enough to justify these changes, 
the benefi ts of other technologies may justify their development costs 
but not the additional investments in adjusting higher-layer protocols.  

End host End host

No portability layer

Core of network

Must be changed to realize innovation

Must be changed to adapt to

 Figure 4.5 
 Link-layer innovation in a network without a portability layer. 
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End host End host

Portability layer

Core of network

Must be changed to realize innovation

Must be changed to adapt to

 Figure 4.6 
 Link-layer innovation in a network with a portability layer. 

  Table 4.3 
 Costs of network-layer innovation.  

 Network based on relaxed 

layering with portability layer 

at Internet layer 

 Network based on relaxed 

layering without portability 

layer 

 Core costs of 
innovation 

 Medium to high (may involve 
hardware and software and 
require a testbed) 

 Medium to high (may involve 
hardware and software and 
require a testbed) 

 Costs of system 
adaptation 

 Zero  Potentially high 

 Deployment  Can be deployed one subnet 
at a time 

 Depends on network 
architecture 

 According to the real-options framework developed above, components 
with no system-adaptation costs are particularly attractive targets for inno-
vation and change rapidly. Components with the same uncertainty and 
the same core costs of innovation but higher system-adaptation costs will 
evolve much more slowly. To avoid these higher costs, subsequent versions 
of the service interface probably will be backward compatible. (See table 
4.1, observations 3 and 4.) Thus, the introduction of a portability layer at 
the Internet layer drastically increases the likelihood and the rate of inno-
vation at the link layer. 
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 The evolution of the Internet is in line with these predictions. The 
Internet has been able to incorporate a large number of new physical 
network technologies (e.g., Wi-Fi, WiMax, new Ethernet technologies, 
ATM, frame relay, optical network technologies) without changes to the 
Internet layer. 94  

 In the Internet ’ s architecture, a new link-layer protocol or physical 
network technology can be deployed subnet by subnet (i.e., one physical 
network at a time). The Internet was designed to interconnect subnets 
regardless of their physical network technology. In essence, the Internet 
layer makes different link-layer protocols functionally independent. To 
connect a new type of subnet to the Internet, all one needs is a router that 
can connect this type of subnet to a physical network that uses an existing 
network technology. 95  

 Internet Architecture and Innovation at the Internet and Transport Layers 
 The original architecture of the Internet lets protocols at the network layer 
and the application layer change rapidly. By restricting dependencies 
within the system, the broad version of the end-to-end arguments and the 
relaxed version of the layering principle with a portability layer isolate the 
rest of the system from changes to network-layer and application-layer 
protocols. These design choices make it possible to innovate on applica-
tion-layer protocols (as long as no other application-layer protocols depend 
on them) and on link-layer protocols (as long as the IP service interface 
stays the same) without any system-adaptation costs, both when new 
protocols are added and when existing protocols are innovated upon. 

 In contrast, the service interfaces of the Internet Protocol and of the 
transport-layer protocols are used by a large number of higher-layer pro-
tocols. Since the Internet Protocol is the only protocol at the Internet layer, 
and since all network communication goes through this protocol, all 
higher-layer protocols depend on it directly or indirectly. As all existing 
applications use one of the transport-layer protocols, transport-layer pro-
tocols are less visible than the Internet Protocol, but they are still highly 
visible. 

 By placing a large number of dependencies on the service interfaces of 
the Internet Protocol and the transport-layer protocols, the architecture 
constrains the evolution of these interfaces (table 4.1, observation 3). Thus, 
we would expect little or no change in the service interfaces of existing 
transport-layer protocols (such as TCP and UDP) or in the service interface 
of the Internet Protocol. 
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 As we saw above, architects may try to avoid the high costs associated 
with changing the visible information of highly visible modules by realiz-
ing their goals in other ways (table 4.1, observation 3 and accompanying 
text). For example, they may add new components, add new interfaces to 
existing modules, or make changes to the service interface in ways that are 
backward compatible. The evolution of the Internet ’ s architecture at the 
Internet layer and at the transport layer shows the soundness of these 
predictions (   box 4.5  ).  

 Architectural features such as the number of dependencies between 
components facilitate or constrain the evolution of the architecture by 
infl uencing the costs of system adaptation. There is, however, another 
factor that constrains the evolution of a network architecture ’ s visible 
information: the structure of the economic system in which the network 
will be used. 96  The economic system in which the network is used consists 
of the actors who use and operate the network, the relationships among 
them, and the governance structures through which they interact. By 
providing the context in which innovations are to be deployed, this eco-
nomic system may constrain the evolution of certain parts of an architec-
ture more than simply considering the dependencies within an architecture 
would suggest. 

 A network ’ s architecture affects which components will have to be 
changed to deploy an innovation and what the costs and benefi ts of 
deployment will be. For example, in an architecture based on the broad 
version of the end-to-end arguments, deploying a new application requires 
installing the new application on two end hosts. In contrast, deploying a 
new application in a network that deviates from the broad version may 
require changing the end hosts and the network ’ s core. The economic 
system in which the network is used infl uences who controls the compo-
nents that must be altered and what incentives these actors may have to 
make these changes. For example, in the commercial Internet, end hosts 
are generally controlled by users whereas the network ’ s core is controlled 
by many different providers. Thus, in an end-to-end network with a deploy-
ment context similar to the commercial Internet, the small costs of deploy-
ing an application are borne by users who gain the immediate benefi t of 
being able to use the application. In a non-end-to-end network with the 
same deployment context, network providers may need to make substan-
tial investments to enable an application to run on their network when it 
is not clear whether users will value the application enough for the provid-
ers to recoup their investments. As we will see in chapter 7, these differ-
ences make it much more likely that new and unproven applications or 



Architecture and the Cost of Innovation 153

   Box 4.5 
 Evolution of the Internet Architecture at the Internet Layer and the Transport 
Layer 

 At the transport layer, the Internet Engineering Task Force, the organization 

that develops most of the protocol standards for the TCP/IP protocol suite, 

has standardized several new transport-layer protocols a ; the service interfaces 

of the existing transport-layer protocols, TCP and UDP, have stayed the 

same. 

 At the Internet layer, the IETF has standardized several protocols that 

would augment the Internet layer ’ s functionality with services such as Quality 

of Service, IP Multicast, and support for mobility. b  These protocols add to the 

Internet Protocol ’ s existing service interface but do not change it. 

 The IETF has also standardized IPv6, a new version of the Internet Protocol. c  

This protocol is intended to replace IPv4, the existing version of the Internet 

Protocol. d  At its core, IPv6 introduces a new format for IP addresses that 

provides a greater number of addresses than the current version. With the 

current address format, the total number of unique IP addresses on the Inter-

net is limited to 4,294,967,296 (that is, 2 32 ). Owing to the rapid growth of 

the Internet and the advent of mobile laptop computers, personal digital 

assistants, mobile phones, and devices that are always connected to the Inter-

net (such as cable or DSL modems), the Internet is expected to run out of 

IPv4 addresses soon. e  Since the IP address is used in IP ’ s service and peer 

interfaces, f  the replacement requires changing both IP ’ s service interface and 

its peer interface. Owing to the large number of higher-layer protocols that 

directly or indirectly depend on IP, this change will result in substantial 

system-adaptation costs. All applications that directly store or transmit IP 

addresses will have to be adjusted to accommodate the new address format. 

Without the increase in IP addresses, the Internet would not be able to con-

tinue to operate with a universal address space. Thus, in the case of IPv6 the 

innovation ’ s expected benefi t (enabling the continued operation of the Inter-

net) is large enough to justify the high costs of system adaptation. 

 In sum, in line with the predictions of the real-options analysis developed 

above, the designers of transport-layer protocols and the Internet Protocol 

have generally added new protocols (at the transport layer) or new service 

interfaces (at the Internet layer) instead of changing the existing service 

interfaces of TCP, UDP, and IP. In the one case in which the service interface 

of IP was changed, the improvement is necessary for the Internet ’ s successful 

operation and growth. 

 a. The new transport-layer protocols are not yet widely deployed. The prob-

lems with deployment are attributable to deviations from the broad version of 

the end-to-end arguments and will be discussed in the concluding chapter. 
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Box 4.5
(continued)

 b. The current version of the Internet Protocol provides a single  “ best-effort ”  

service, which does not provide any guarantees as to the level of service a 

data packet receives. In contrast, Quality of Service solutions provide different 

types of service (for example, some offer guaranteed bandwidth or delay; 

others give some traffi c priority over other traffi c without giving absolute 

guarantees). See Peterson and Davie 2007, pp. 499 – 525. IP Multicast is a 

service that simultaneously delivers information to a potentially large number 

of receivers without creating unnecessary copies of the information. After the 

sender sends one copy of the data packet into the network, the network takes 

care of delivering the packet to all receivers, with routers in the network 

making copies of the packet as needed. See Peterson and Davie 2007, 

pp. 313 – 334. Mobile IP allows a mobile end host to move from one network 

to another without changing its IP address. See Kurose and Ross 2008, 

pp. 564 – 569. 

 c. For short overviews of IPv6 and its history, see Peterson and Davie 2007, 

pp. 318 – 329; Kurose and Ross 2008, pp. 360 – 366 

 d. Version number 5 was assigned to an experimental protocol, ST-2, that 

was never standardized. See Kurose and Ross 2008, p. 360. 

 e. Huston (2008) predicts that the Regional Internet Registries (RIRs), which 

are responsible for allocating IP addresses within a certain region, will allocate 

the last unallocated IP address in the year 2011. In the summer of 2007, the 

RIRs of North America (ARIN) and Latin America and the Caribbean (LACNIC) 

and the local registry of Japan (JPNIC) issued statements noting the likely 

exhaustion of unallocated IP addresses in the next few years and strongly 

recommending transition to IPv6 in their respective geographic areas. See 

American Registry for Internet Numbers 2007; Latin American and Caribbean 

Internet Addresses Registry 2007; Asia Pacifi c Network Information Centre 

2007. 

 f. The transport-layer protocol hands the IP address of the destination to the 

Internet Protocol through IP ’ s service interface; the IP addresses of the two 

end hosts that are sending and receiving the datagram are parts of IP ’ s peer 

interface.   
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applications serving small, widely dispersed audiences will be deployed in 
an end-to-end network than in a non-end-to-end network. 

 To see how a network ’ s deployment context constrains the evolution 
of its architecture, consider two examples. First, the peer interfaces of the 
existing transport-layer protocols have evolved much more slowly and 
incrementally than real-options analysis would predict. Second, many 
changes involving the Internet Protocol ’ s visible information have been 
standardized and implemented (as real-options analysis would predict), but 
they have not yet been widely deployed. 

 Consider fi rst the evolution of the transport-layer protocols ’  peer inter-
faces. By separating the vertical service interface through which higher-layer 
protocols access a protocol ’ s services from the horizontal peer interface 
through which the protocol peers cooperate to produce the protocol ’ s 
service, a layered network architecture makes it possible to change the peer 
interface without changing the service interface. Recall the real-world 
analogy introduced in chapter 2: the protocol at the second-highest layer, 
the mailroom layer, provided person-to-person delivery of documents 
between company employees. Its service interface required the higher layer 
to provide the documents to be delivered and the name of the receiver, while 
its peer interface described the format and meaning of the messages that 
the mailrooms at the sending and receiving location exchange to implement 
the mailroom services and actions. In the example, the internal mail code 
used by the mailroom employees to identify the location of people within 
the company was part of the mailroom protocol ’ s peer interface. This design 
lets parts of the peer interface (e.g., the internal mail code) change without 
changing the mailroom protocol ’ s service interface: Since the service inter-
face asks for the name of the receiver (not her internal mail code), it leaves 
the job of looking up the internal mail code to the mailroom layer, and the 
service interface is not affected by the change in the mail code. 97  

 The ability to change how the various entities belonging to a protocol 
communicate and cooperate without affecting the protocol ’ s service inter-
face makes it possible to change a protocol ’ s internal operation without 
affecting any higher-layer protocols that may use it. The ability to avoid 
any system-adaptation costs by changing the peer interface in ways that 
do not affect the service interface is particularly valuable for protocols with 
highly visible service interfaces (e.g., transport-layer protocols or the Inter-
net Protocol). 

 Since transport-layer protocols are implemented in higher-layer software 
at the end host, they have relatively low core costs of innovation. A real-
options analysis would suggest that changes without system-adaptation 
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costs (e.g., changes to these protocols ’  peer interfaces that do not affect 
the service interface, or changes to the internal implementation of the 
protocols that do not affect any interface) 98  would attract a signifi cant 
amount of innovation. As a result, we would expect the peer interface of 
the transport-layer protocols to evolve much more rapidly than their 
service interface. (See table 4.1, observations 3 and 4, and accompanying 
text.) 

 But although there have been changes to TCP ’ s peer interface, they were 
all designed to be backward compatible, and they could be deployed incre-
mentally. 99  Thus, the changes to TCP ’ s peer interface were much more 
incremental than we would expect. Instead of being constrained by char-
acteristics of the architecture alone, the evolution of TCP ’ s peer interface 
was constrained by the deployment context provided by the economic 
system that uses the Internet. 

 Before a new peer interface can be used in the operational Internet, the 
changes have to be implemented and the new implementations have to 
be deployed. Higher-layer protocols such as application and transport-layer 
protocols operate end-to-end between end hosts; in general, protocol 
implementations using the new versions of the peer interface have to be 
installed on two end hosts to be used between these two end hosts. Unless 
the new version of the peer interface is backward compatible, protocol 
implementations based on different peer interface versions will not cooper-
ate. Thus, in the absence of backward compatibility, it will be necessary to 
deploy the new version of the protocol on all end hosts using that protocol 
to ensure that they will be able to communicate. 

 If a protocol is used by only a small number of end hosts, or if the 
instances of that protocol that currently run in the network are controlled 
by a small number of actors, it may be possible to switch all protocol 
instances in use to the new version simultaneously. In this case, the new 
version of the peer interface does not have to be backward compatible and 
can evolve freely from one generation to the next. 

 However, if there are many different instances of the protocol controlled 
by a diverse set of actors, it is not likely that all protocol instances will be 
upgraded at the same time. To ensure that the protocol continues to 
operate under these circumstances, its designers must let the protocol ’ s 
different generations co-exist and interoperate. 100  This need for backward 
compatibility may severely constrain whether and how quickly a protocol 
evolves. Protocol designers can alleviate the problem by designing peer 
interfaces that can later be extended. For example, they can require two 
different protocol instances to negotiate which version should be used, 
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allow the use of options, or reserve fi elds in the protocol header that can 
be defi ned at a later stage. 101  Still, a solution that uses options and allows 
different protocol instances to negotiate the use of these options may be 
more cumbersome than a solution that does not need to adhere to the 
existing specifi cation of the protocol header. 102  This is problematic not 
only for transport-layer protocols (such as TCP) but also for application-
layer protocols (such as HTTP) that are widely deployed and whose instances 
are under the control of a large, diverse group of actors. 

 Thus, the context in which a higher-layer protocol is deployed con-
strains how its peer interface can evolve. If the protocol is used widely and 
the protocol instances that run in the network are controlled by many 
different actors, its peer interface will change in ways that are backward 
compatible, are incrementally deployable, or take advantage of extensibil-
ity mechanisms that were designed into the protocol from the start. If the 
protocol is used by only a small number of end hosts, or if the instances 
of that protocol that currently run in the network are controlled by a small 
number of actors, its peer interface can evolve in more radical ways that 
require a coordinated deployment. 

 For a second example, consider the changes to the Internet layer stan-
dardized by the Internet Engineering Task Force (IETF). The IETF has 
created a number of protocol standards to augment the existing Internet 
Protocol, for example by providing Quality of Service, Multicast, or support 
for mobility. In addition, they also standardized a new version of the 
Internet Protocol, IPv6. By providing a larger address space than the exist-
ing version of the Internet Protocol, the new version of the protocol is 
designed to prevent the Internet from exhausting its supply of IP addresses 
(box 4.5). As was noted above, these innovations confi rm the predictions 
made in real-options analysis. Although these protocols were standardized 
by the IETF and implemented by major vendors of routers and operating 
systems, they have not yet been widely deployed.  

 This lack of deployment is attributable to the deployment context pro-
vided by the economic system that uses the Internet. The Internet Protocol 
is deployed on all end hosts and routers in the operational Internet. As a 
result, adding functionality at the Internet layer or replacing the existing 
version of the Internet Protocol requires that end hosts and routers be 
changed. To ensure that the new functionality can be used within a 
network, it must be deployed on all end hosts and routers on that network. 
If the functionality is intended to work between  any  two end hosts con-
nected to the Internet, it must be universally deployed on  all  Internet end 
hosts and routers. 103  
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 The commercial Internet consists of a large number of providers who 
operate networks for profi t. The original versions of Quality of Service and 
IP Multicast were not well suited to this multi-network, for-profi t deploy-
ment context. 104  There was rarely a clear business model that would have 
let network providers recoup their investments in upgraded infrastructure. 
The technologies were very complex, and the tools needed to manage them 
in an operational network were not available. Although data packets often 
cross multiple network boundaries on their way from the sending to the 
receiving end hosts, the technologies did not address problems associated 
with using the technologies across network boundaries. 

 Thus, while these technologies required a large initial capital investment 
and signifi cant ongoing costs, their benefi ts were uncertain. As a result, 
most network providers did not have an incentive to deploy them. While 
the technological complexity would still have been an issue with one 
nationwide, non-profi t network, the lack of a business model and the 
problems associated with inter-domain operation would have been less 
signifi cant. (For a more detailed discussion of the interaction between archi-
tecture and deployment context in the case of multicast, see    box 4.6  .)  

 In addition to these technology-specifi c issues, the structure of the com-
mercial Internet seems to create a more general problem. To make new 
Internet-layer functionality universally available, all network providers 
must deploy it in a coordinated way. The need for coordinated group effort 
creates coordination problems or collective-action problems. 105  Moreover, 
since network providers have to act together to deploy Internet-layer func-
tionality, deploying such functionality does not create a competitive 
advantage. 106  This is particularly problematic if there is no clear business 
model that would let network providers recoup their investments. 

 There were real problems with the original Quality of Service or IP 
Multicast proposals that prevented their adoption. Thus, it is not clear to 
what extent the more fundamental coordination or incentive problems 
just described helped prevent the deployment of these technologies, or 
what would have happened if the technologies had better addressed the 
needs of network providers in the commercial Internet by offering clear 
benefi ts for network providers, providing management tools, and tackling 
issues associated with using the technologies across network boundaries. 
Some of these shortcomings have been addressed since the protocols were 
fi rst standardized, so the technologies may still be deployed. 

 Based on the experience with the deployment (or lack thereof) of 
Internet-layer technologies, networking researchers have developed two 
sets of strategies. 
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   Box 4.6 
 Multicast and the Interaction between Architecture and Deployment Context 

 Architecture affects which components must be changed in order to deploy 

an innovation; it also affects the costs and benefi ts of deployment. The eco-

nomic system in which the network exists and is used infl uences who controls 

the components that must be changed and what incentives these actors may 

have to make these changes. 

 Consider multicast, a service that simultaneously delivers information to 

a potentially large number of receivers without creating unnecessary copies 

of the information. This service is especially useful for applications used to 

webcast live events that simultaneously transmit audio or video streams to a 

potentially large number of viewers, or for video conferencing and online 

games that transmit data from one participant to all other participants. a  In 

the absence of a multicast service, the sender would have to send the same 

message to every receiver. Multicast lets the sender send only one version of 

the message, with the multicast service making copies as needed. In compari-

son with the traditional model, multicast can drastically reduce the number 

of messages the network has to transmit. b  

 IP multicast realizes the multicast service at the Internet layer. The sender 

sends the message into the network; the network then takes care of delivering 

the message to the receivers, routers making copies of it as needed. c  An alter-

native architectural solution, application-layer multicast, implements its solu-

tion at the application layer, embedding the multicast functionality within a 

particular application. In this solution, the different instances of the applica-

tion cooperate to deliver messages to everybody, while minimizing the 

number of messages. d  

 The two solutions offer different deployment benefi ts and costs. e  IP mul-

ticast is more effi cient than application-layer multicast; for example, applica-

tion-layer multicast may transfer the same packet over the same link several 

times, using non-optimal trees to distribute the packet. Thus, the bandwidth 

savings of application-layer multicast are lower than those of IP multicast. 

Deploying IP multicast requires changing applications that want to take 

advantage of IP multicast as well as altering both the service interface and the 

peer interface of IP at the end hosts; it also requires changing every router on 

the way from the sender to the receiver. Today, major end-host operating 

systems and routers are capable of supporting IP multicast. To make IP mul-

ticast universally available (i.e., to enable it to be used between any two end 

hosts attached to the Internet), it would have to be deployed on every router 

in the Internet. f  In contrast, to allow a specifi c group of senders and receivers 

to use application-layer multicast, only the sending and receiving applications 

that belong to this group have to support it. 
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 Now consider two different deployment contexts: the commercial Internet 

and an enterprise network. Consider fi rst the commercial Internet. The band-

width savings from IP multicast primarily benefi t senders who send informa-

tion to many different receivers. g  While these benefi ts accrue to end users, 

there are no good business and charging models which would enable network 

providers to transfer at least part of that benefi t to themselves. While the end 

hosts also have to change, the network provider must invest in an upgraded 

network and incurs considerable operational costs of managing the increased 

technical complexity with poor tools. h  Thus, for many network providers, the 

expected benefi ts do not justify the expected costs. i  While application-layer 

multicast provides comparably lower benefi ts, it only requires those users who 

would like to take advantage of it to install the corresponding application, 

giving them an immediate benefi t at a comparatively low cost. j  With this 

distribution of deployment costs and benefi ts, it is not surprising that IP 

multicast isn ’ t widely deployed in the commercial Internet, while application-

layer multicast has been relatively successful. k  

 Now consider an enterprise network. Enterprise networks typically have 

limited bandwidth. If the company intends to use the network to stream 

video to its employees (e.g., to distribute enterprise communications or edu-

cational offerings), sending the same packet to a large number of employees 

may overwhelm the network. l  In this case, the bandwidth savings from intro-

ducing IP multicast may justify the costs. Since the company operates both 

the applications and the network, it benefi ts from the bandwidth savings. 

Thus, in this context, the costs and benefi ts of using IP multicast are aligned 

in a way that they are not aligned in the commercial Internet. At the same 

time, some of the operational issues associated with managing multicast (e.g., 

ensuring the security of the sessions) are easier to tackle within a single, 

tightly controlled administrative domain. m  Finally, since the single enterprise 

controls end hosts and routers on its network, it does not face the coordina-

tion diffi culties that help prevent deployment in the commercial Internet. In 

view of the differences between the two deployment contexts, it is not surpris-

ing that deployment of IP multicast has been quite successful in enterprise 

networks, whereas IP multicast has failed to take off in the commercial 

Internet. n  

 a. Diot et al. 2000, p. 80. It is also useful for sending messages to more than 

one receiver to synchronize copies of information. 

 b. In addition, contrary to the traditional unicast model, a multicast sender 

does not need to know the addresses of the potential receivers (Garber 1999, 

p. 78). 

Box 4.6
(continued)
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 c. As multicast is not needed by all applications, the provision of multicast 

in the Internet layer violates the broad version of the end-to-end arguments. 

According to Reed, Saltzer, and Clark (1998, p. 69, note 1), the authors of the 

original end-to-end paper, this is one of the rare cases in which the deviation 

is justifi ed by the cost savings. See also Peterson and Davie 2007, p. 697. For 

an overview of IP multicast, see Peterson and Davie 2007, pp. 329 – 343; Kurose 

and Ross 2008, pp. 408 – 415. 

 d. For an overview, see Hosseini et al. 2007. 

 e. See Hosseini et al. 2007, pp. 60 – 61; Thaler and Aboba 2008, pp. 20 – 22. 

 f. It may be possible to work around this requirement using overlays; see 

Peterson and Davie 2007, p. 696. This strategy may be diffi cult to execute, 

though. For example, MBone, the overlay network that was intended to 

enable the use of IP multicast until all routers were able to support IP multicast 

directly, ran into problems as the number of users increased. See Almeroth 

2000, p. 14; Thaler and Aboba 2008, p. 21. 

 g. Diot et al. 2000, p. 80; Thaler and Aboba 2008, p. 20. 

 h. Diot et al. 2000; Sharma, Perry, and Malpani 2003. 

 i. Diot et al. 2000, pp. 82 – 83; Thaler and Aboba 2008, p. 20. 

 j. Hosseini et al. 2007, pp. 60 – 61; Thaler and Aboba 2008, p. 20. 

  k . Hosseini et al. 2007, pp. 60 – 61; Thaler and Aboba 2008, pp. 20 – 22. 

 l. Eubanks 2006, pp. 22 – 23. 

 m. Ganjam and Zhang 2005, p. 160; Sarac and Almeroth 2005, p. 85; Hosseini 

et al. 2007, p. 60. 

 n. Ganjam and Zhang 2005, p. 163; Sarac and Almeroth 2005, pp. 85, 86; 

Eubanks 2006, p. 66.   

Box 4.6
(continued)

 Some advocate changing how Internet-layer protocols are designed to 
make them more deployable in the commercial Internet. They accept the 
multi-provider, for-profi t nature of the Internet and the fundamental 
incentive problems that impede the deployment of new Internet-layer 
technologies. According to them, protocols and other solutions at the 
Internet layer should be designed in a way that increases their chances of 
being deployed in this context. 107  This entails exploring business models, 
developing management tools, and addressing problems associated with 
the use of Internet-layer protocols across network boundaries. 108  It entails 
creating solutions that better align adoption costs with their benefi ts, so 
that the actor who has to make changes to deploy the innovation also 
gains the benefi ts. 109  And it entails designing solutions that can be deployed 
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incrementally (one network at a time) while still providing benefi ts to 
those deploying them. 110  These guidelines severely constrain the range of 
potential solutions that can be considered at the Internet layer. Because 
these guidelines have been developed to enable networking researchers to 
innovate more successfully within the deployment context provided by 
the commercial Internet, they show how the Internet ’ s deployment context 
constrains the evolution of the Internet layer. 

 Others suggest solving the deployment problem in a more fundamental 
way: by changing the architecture to give network providers more incen-
tives to deploy new Internet-layer technologies. 111  They argue that network 
providers lack incentives to deploy new technologies because the provider 
who fi rst implements a new Internet-layer technology does not gain a sig-
nifi cant competitive advantage. They advocate for introducing mecha-
nisms into the Internet ’ s architecture that let all users attached to the 
Internet upgrade to a new Internet-layer protocol even if their network 
provider does not yet offer it. By driving traffi c and increasing revenue 
(through increased settlement charges from interconnection) to the pro-
vider offering the new protocol, this solution would reward fi rst movers 
among network providers and would put pressure on competitors to 
upgrade. Such an architectural solution would enable several potentially 
incompatible Internet-layer protocols to coexist until everyone had 
migrated to the new technology. Proponents of this solution view the 
coexistence of several potentially incompatible architectures as a transitory 
occurrence. Some researchers advocate a more radical approach. According 
to them, the coexistence of several potentially incompatible architectures 
should become the norm. Instead of providing a mechanism that enables 
the Internet to transition from one Internet-layer protocol to the next, the 
infrastructure and the mechanisms necessary to support different coexist-
ing architectures would form the new core of the Internet ’ s architecture, 
with different coexisting network architectures on top of it. 112  

 In the fi rst set of approaches, the deployment context directly con-
strains the Internet layer ’ s evolution; these approaches accept the con-
straints resulting from the structure of the commercial Internet and react 
by constraining the Internet layer ’ s evolution in ways that make it better 
suited to the deployment context. The approaches in the second set also 
react to the deployment challenges posed by the commercial Internet. 
However, instead of accepting the constraints, these approaches (whether 
they view the coexistence of multiple architectures as a transitory mecha-
nism or a permanent feature of the architecture) aim at changing the 
constraints by changing the architecture. 113  These two sets of approaches 
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mirror the different ways in which, according to North (2005), organiza-
tions and individual actors may react to a given set of constraints. They 
can play by the  “ rules of the game ”  and look for the best strategy given 
the existing set of constraints (effectively adjusting their behavior to the 
set of constraints); this is the strategy pursued by the approaches in the 
fi rst set. Or they can seek to change the  “ rules of the game ”  and change 
the constraints under which they operate; this is the strategy pursued by 
the approaches in the second set. Though it is too early to judge the merits 
of these approaches, they show that the economic system in which the 
Internet exists and is used can signifi cantly infl uence the evolution of its 
architecture. 
       

 

 

 
 
 
 
 
 





 5  Architecture and the Organization of Innovation 

 This chapter explores how a system ’ s architecture affects the organizational 
structures in which the development and production of the system, and 
subsequent innovations, can take place. 1  Product architectures constrain 
the options for organizing the initial development and production of a 
system ’ s components, and for organizing subsequent innovation, by 
enabling or disabling arm ’ s-length relationships. Once an architecture has 
been created, detailed design can begin. During detailed design, designers 
must decide how each component will be structured to provide the func-
tionality assigned to it by the architecture; subsequently, each component 
must be implemented or manufactured according to this specifi cation. 
Features of the architecture infl uence whether this work should take place 
within the boundaries of a single fi rm or whether independent economic 
actors can develop various components. This link has important economic 
implications. First, an architecture created by a single fi rm affects how that 
fi rm can organize the subsequent development and production of compo-
nents for that architecture. Thus, an architecture infl uences the organiza-
tional options available to individual fi rms. Second, the constraints imposed 
by the architecture constrain the potential structure of the industries that 
develop and produce components for the architecture. Finally, these mech-
anisms determine whether economic actors other than the system ’ s archi-
tect can participate in the development and production of the system ’ s 
components, both initially and later. Thus, architectural choices have 
important implications for the range of potential innovators who can 
innovate with respect to a particular architecture. As we will see in chapter 
8, the size and diversity of the innovator pool may, in turn, infl uence the 
amount and the type of innovation that can occur with respect to an 
architecture. 

 The fi rst section of the chapter explains how exactly an architecture 
may infl uence a fi rm ’ s organizational choices. On the one hand, the 
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architecture of a system provides a framework for dispersing work among 
design teams, the smallest organizational units involved in the design of 
the system. As the fi rst subsection shows, the boundaries between compo-
nents in the architecture determine the boundaries between design teams 
in the economic system that emerges to develop and produce system com-
ponents. The second subsection examines how the architecture of a system 
constrains the feasible organizational structures for the development of the 
system. The analysis focuses on two types of costs — coordination costs and 
transaction costs — that economic research has identifi ed as relevant for 
determining the vertical boundaries of fi rms. It explains how coordination 
costs and transaction costs affect fi rms ’  boundary choices, and it shows 
how different product architectures infl uence these costs. It then uses these 
insights to examine how modular and integrated product architectures 
affect the feasible governance structures for innovation at the level of 
individual components and at the architectural level, both initially and 
later. 

 The second section explores what the link between architecture and 
feasible governance structures in modular and integrated architectures 
means for the organizational options available to individual fi rms, the 
potential structure of the industries for the development and production 
of system components, and the ability of independent economic actors 
other than the system ’ s architect to innovate. 

 The third section applies the insights gained in the preceding sections 
to the question of how the original architecture of the Internet affects the 
organization of innovation. It explores the impact of the Internet ’ s original 
architecture on the organizational options available to individual fi rms, on 
the potential structure of the industries for the development and produc-
tion of system components, and on the ability of economic actors to 
innovate, particularly in applications. 

 Architecture and Organization in Modular and Integrated Architectures 

 There is a close relationship between a product ’ s architecture and the eco-
nomic structure of the system that emerges to develop and produce the 
product ’ s components. The architecture of a system constrains the feasible 
organizational structures for developing and producing the system. First, 
an architecture provides a framework for dispersing tasks among design 
teams, the smallest organizational units involved in the design of a product. 
Second, features of the architecture determine whether the different design 
teams must be within the same fi rm or can belong to different, indepen-
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dent fi rms. Thus, the architecture determines whether independent com-
ponent development is feasible. 

 How Architecture Affects Design Teams 
 Designing a complex system requires a large number of designers. In devel-
opment projects, the designers involved in the design of a system are 
organized in several design teams, each of which is responsible for design-
ing one component. Thus, the organizational structure of the project 
mirrors the technical architecture of the system: components within the 
architecture correspond to design teams in the development project. 2  This 
division of labor conforms to the predictions of classic organizational 
theory, 3  is described by the literature on product and software design, 4  and 
is widely observed in practice. 5  

 According to classic organizational theory, rational organizations assign 
tasks to organizational units such that overall coordination costs are mini-
mized. 6  In particular, a set of reciprocally interdependent tasks will be 
allocated to a single group. 7  Two tasks are reciprocally interdependent if 
they mutually affect each other; they must be executed coherently in order 
to create a correct overall outcome. 8  If the number of reciprocally interde-
pendent tasks is too large to be managed within a single group, the tasks 
will be grouped so that task interdependencies within a group are strong 
and task interdependencies across different groups are weak. 9  This division 
refl ects the insight that coordinating reciprocally interdependent tasks 
across group boundaries is more diffi cult than coordinating these tasks 
within a group. 10  Reciprocally interdependent tasks cannot be performed 
independently; they require ongoing mutual adjustment. As a result, 
people performing these tasks must continually communicate and coordi-
nate their decisions. As empirical studies have shown, communication 
across group boundaries within an organization occurs less frequently 
than communication within a group. 11  Members of a group communicate 
personally and frequently on an informal basis ( “ high bandwidth 
communication ” ); the resulting common knowledge base facilitates the 
communication of new information and the coordination of mutually 
dependent decisions. Communication across group boundaries tends to be 
more formalized and is often inhibited by the lack of familiarity with 
members of other groups and their responsibilities. 

 The architecture of a system affects the division of responsibility between 
design teams because decomposing a system into components determines 
the nature and strength of the interdependencies between the tasks 
involved in the detailed design of the system. 
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 An architecture implies both a set of tasks and interdependencies 
between them. 12  An architecture contains an inherent set of design prob-
lems which have to be solved to create a workable design. Thus, each 
design problem implies the task of solving it. If design problems are inter-
dependent, their solutions must be coordinated to ensure a coherent 
outcome. As a result, an interdependency between design problems implies 
an interdependency between the corresponding design tasks. 

 To limit complexity, any product architecture places strongly intercon-
nected design problems within the same component. As a result, interde-
pendencies between design problems inherent in the design of a single 
component are stronger than those between design problems shared 
among different components. Whereas the tasks involved in designing a 
single component are strongly interdependent, there are fewer interdepen-
dencies with design choices in different components. Consequently, com-
ponent boundaries implicitly separate strongly interdependent tasks from 
less interdependent ones. That, in turn, leads rational organizations, which 
group tasks so that task interdependencies within a group are strong and 
task interdependencies across different groups are weak, to use them as 
boundaries between design teams. 

 How Architecture Affects Firms ’  Boundary Choices 
 Apart from implying the boundaries between the different design teams 
involved in the design of the system, a system ’ s architecture constrains the 
number and the types of organizational structures that can feasibly develop 
the system. In particular, features of the architecture determine whether 
the various components have to be developed by a single fi rm or whether 
they can be developed by independent fi rms. In the terminology of eco-
nomics, the product architecture determines a fi rm ’ s feasible vertical 
boundaries. 

 The vertical boundaries of a fi rm separate the activities it performs itself 
from those it purchases from independent fi rms in the market. To defi ne 
its vertical boundaries, a fi rm must decide whether to organize transactions 
internally or across a market. The corresponding decisions are called  make-
or-buy decisions . 13  

 Economic theory has long investigated how fi rms decide whether to 
internalize certain transactions or to purchase them in the market. Ini-
tially, different strands of economic theory focused on different factors —
 for example, on transaction costs or on capabilities, which were viewed as 
mutually exclusive explanations for the vertical boundaries of fi rms. As 
theoretical and empirical analyses have shown, it is more appropriate to 
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view these theories as complementary approaches that jointly explain the 
vertical boundaries of fi rms. 14  According to this view, fi rms and markets 
constitute alternative means of economic organization (so-called gover-
nance structures), with distinct advantages and disadvantages. To defi ne 
its vertical boundaries, a fi rm must decide whether to internalize a transac-
tion and perform the activity itself, or to use the market and purchase it 
from an independent fi rm. Owing to the different characteristics of fi rms 
and markets, the costs and benefi ts of organizing the transaction may vary 
depending on governance structures. Economic theory assumes that fi rms 
base this decision on the comparative costs and benefi ts associated with 
the transaction under both governance structures. 15  As this chapter will 
show, product architecture affects the feasibility of different organizational 
choices by infl uencing the relative costs of using the market. 

 The analysis in this chapter focuses on two types of costs that economic 
research has identifi ed as relevant to a fi rm ’ s vertical boundary choices: 
coordination costs and transaction costs (   box 5.1  ). Whereas transaction 
costs result from the needs to economize on bounded rationality and to 
safeguard against opportunism, coordination costs arise from the need 
to ensure consistent treatment of interdependent transactions. According to 
economic theory, the fi rm is the superior governance mode for dealing with 
bounded rationality and opportunism and for ensuring the coordination of 
interdependent transactions. As a result, economic theory assumes that 
fi rms will choose to internalize transactions if transaction costs or coordina-
tion costs are high and are not offset by larger benefi ts of using the market.  

 Coordination costs and transaction costs are not the only factors affect-
ing the boundary choices of fi rms. As was noted above, fi rms base their 
decision on a joint evaluation of the different costs and benefi ts associated 
with the transaction under the different governance structures. Thus, a 
comparative advantage of internal organization with respect to transaction 
costs may be offset by a larger comparative advantage of using the market, 
for example because the market may provide access to superior capabilities 
or enable fi rms to take advantage of economies of scale. 16  As a result, an 
analysis based on coordination-cost and transaction-cost considerations 
alone is necessarily incomplete and cannot predict the actual choices of 
specifi c fi rms. 17  It does, however, provide an indication of the feasibility 
of different organizational choices with respect to these costs: If the fi rm 
is the superior governance mode with respect to transaction and coordina-
tion costs, the analysis of these costs indicates how large countervailing 
advantages of the market would have to be to eliminate this superiority. 
If internal organization and arm ’ s-length relationships are equally feasible 



170 Chapter 5

   Box 5.1 
 Coordination Costs and Transaction Costs 

 Whereas transaction costs have long been used to explain the vertical bound-

aries of fi rms, coordination costs have only recently been identifi ed as a dis-

tinct cost category affecting fi rms ’  governance choices. a  

 Historically, the two types of costs have been explored by different strands 

of economic research. b  Transaction costs have been analyzed by economics 

and strategy research, particularly by transaction-cost economics, property-

rights theory, and agency theory. Coordination costs have been examined by 

organizational research such as structure contingencies theories, organiza-

tional learning theory, and parts of the literature on product development in 

engineering science. 

 Conceptually, transaction-cost reasoning and coordination-cost reasoning 

are complementary, distinct approaches to the analysis of governance choices. 

Transaction costs and coordination costs describe different aspects of a rela-

tionship between economic actors and represent different concerns infl uenc-

ing the governance choices of fi rms. 

 Transaction costs capture the costs involved in the contractual governance 

of transactions, such as the costs of drafting, negotiating, monitoring, and 

enforcing contracts in the presence of bounded rationality and opportunism. 

According to transaction-cost reasoning, governance choices are driven by 

appropriation concerns. Coordination costs focus on the procedural aspect of 

the transaction (that is, the coordination of interdependent activities through 

the day-to-day interactions of the employees involved in executing the trans-

action); this approach traces fi rms ’  boundary choices to the desire to ensure 

effi cient coordination among interdependent activities. 

 The theoretical differences between the two approaches are also illustrated 

by the differing roles played by opportunism. c  Opportunism — which is 

defi ned as  “ self-interest seeking with guile, ”  and which includes lying, cheat-

ing, and subtler forms of deceit, such as violating agreements d  — is one of the 

main assumptions on which transaction-cost reasoning is based; without it, 

transaction-cost differences between different governance structures would 

disappear. In contrast, coordination-cost differences arise even in the absence 

of opportunism. The magnitude of these differences, however, may be intensi-

fi ed by opportunism. Thus, coordination-cost analysis does not depend on 

opportunism in the way that transaction-cost theory does. 

 Since coordination costs and transaction costs arise at different places in 

the organization, they can be separated empirically. e  Whereas responsibility 

for the contractual governance of a relationship is usually located in the pur-

chasing department, the day-to-day communication and decision making 

that are necessary to coordinate interdependent activities take place among 

employees involved in the execution of the transaction. 
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 a. The argument that coordination costs are a distinct cost category affecting 

fi rms ’  governance choices that cannot be explained by transaction-cost rea-

soning and therefore must be studied separately has been advanced by Gulati 

and Singh (1998), Gulati (1998), Sobrero and Schrader (1998), Sobrero and 

Roberts (2002), Jacobides (2002), Gulati, Lawrence, and Puranam (2005), and 

Jaspers and van den Ende (2006). 

 b. See Sobrero and Schrader 1998, pp. 587 – 595. 

 c. See Gulati and Singh 1998, pp. 782 – 783; Jacobides 2002, pp. 15 – 18. 

 d. Williamson 1985, pp. 47 – 49. 

 e. See Sobrero and Schrader 1998, p. 586.   

Box 5.1
(continued)

from a transaction-cost and coordination-cost perspective, other factors 
will determine fi rms ’  boundary choices. For example, fi rms and markets 
differ in their incentive intensity. 18  Whereas fi rms in an arm ’ s-length trans-
action directly appropriate the gains of the transaction, the allocation of 
gains to recipients in an internal transaction is usually less precise and 
subject to potential manipulation. As a result, in an arm ’ s-length transac-
tion, actions and consequences are often more tightly linked, resulting in 
higher incentive intensity and, consequently, higher effi ciency of market-
based transactions. In contrast, internal organization is characterized by 
lower incentive intensity and added bureaucratic costs. Other things being 
equal, this shifts fi rms ’  preferences toward market-based organization. 
Firm ’ s governance choices may also be infl uenced by specifi c capabilities 19  
within the fi rm or in the market or by the ability to exploit economies of 
scale. 20  Firms may also base their decisions on such strategic considerations 
as the desire to maintain or create strategically important capabilities  “ in 
house ”  or the desire to maintain exclusive control over critically important 
or particularly profi table components. 21  

 In the following analysis, we will look at how coordination and transac-
tion costs affect fi rm ’ s boundary choices and how different product archi-
tectures infl uence these costs. We will focus on a fi rm ’ s ability to insert an 
organizational boundary between the defi nition of the architecture and 
detailed component design by organizing the detailed design of particular 
components in an arm ’ s-length relationship (   fi gure 5.1  ). This interface 
is particularly relevant to the present book, since detailed component 
design is an important locus of innovation. If arm ’ s-length relationships 
across this interface are possible, economic actors other than the system ’ s 
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architects may be able to develop new or better components, affecting the 
amount and the type of innovation that may occur.  

 The analysis assumes that the detailed design and the production of a 
component are performed by the same fi rm. In reality, an organizational 
separation of detailed design and production is quite common. Whether 
such a separation is feasible can be determined by applying the analysis 
outlined below to the interface between detailed component design and 
production. 22  

 How Architecture Affects Coordination Costs   Coordination costs are the 
costs of coordinating interdependent tasks or sets of tasks. Two tasks are 
interdependent if the execution of one task may affect the execution of the 
other in a way that infl uences the correctness of the overall outcome. In this 
case, their execution must be coordinated to ensure a correct outcome. 

 Coordination costs have two elements: the costs of communicating 
relevant information and the costs of ensuring that the task in question is 
executed coherently. 23  
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 Options for organizing detailed design. 
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 Coordination-cost reasoning is based on the insight that fi rms possess 
distinct characteristics with respect to communication and decision making 
that enable them to coordinate certain types of interdependent tasks at 
lower costs within the fi rm than in arm ’ s-length relationships across fi rm 
boundaries. 24  For these tasks, fi rms will internalize both tasks unless their 
relative advantage with respect to coordination costs is offset by counter-
vailing advantages of using the market. 

 The relative advantage of fi rms over markets depends on the amount 
of communication and decision making necessary to ensure that the 
interdependent tasks in question are executed coherently. Thus, the coor-
dination requirements of two particular tasks determine the coordination-
cost differences between internal and external organization, which, in 
turn, infl uence the feasibility of the different governance choices. Thus, 
coordination-cost theory links an observable task attribute — the type of 
task interdependency — to feasible governance choices. 25  

 Coordination Advantages of Firms over Markets   Firms may have advantages 
over markets with respect to communication and decision making. Firms 
possess certain characteristics that make it easier to transfer information 
within a fi rm than across fi rm boundaries. The effect of these characteris-
tics may differ depending on the type of information that needs to be 
transferred: whereas the costs of communicating tacit information are 
usually lower within a fi rm than across fi rm boundaries, the two gover-
nance structures may be equally effi cient in communicating certain types 
of codifi ed information. 

 Tacit information is information that is informal, unstructured, uncodi-
fi ed, and stored in people ’ s heads. 26  Since it is closely linked to an individ-
ual ’ s specifi c knowledge and experience, it cannot be written down or 
shared easily. Instead, transferring tacit information usually requires 
 “ rich ”  27  interactive communication mechanisms, such as face-to-face com-
munication. Rich communication mechanisms are characterized by their 
capacity to provide feedback, transmit multiple cues, and use natural lan-
guage. As a result, they are capable of reducing the inherent ambiguity that 
makes tacit information diffi cult to transfer. 28  

 In general, the costs of communicating tacit information within a fi rm 
are lower than the costs of communicating it across fi rm boundaries. 29  Rich 
communication mechanisms are more readily available within a fi rm. Face-
to-face communication is easier to achieve within a fi rm. Members of a 
single fi rm are more likely to be co-located and better able to identify 
suitable communication partners; membership in the same organization 
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creates a sense of commonality that facilitates establishing new contacts. 30  
Should co-location be desired, fi rms can simply mandate co-location 
without any of the lengthy and costly negotiations that are common in 
arm ’ s-length relationships. 

 In addition, members of the same organization usually develop common 
languages and communication codes that reduce the potential for misun-
derstanding and the amount of information needed to explain something; 
this fi rm-specifi c standardization of information further reduces the costs 
of communicating tacit (and other) information. 31  

 Codifi ed information is written down and can be transferred easily. 
Whether fi rms can transfer this information internally at lower costs than 
across fi rm boundaries depends on the information in question. On the 
one hand, the existence of fi rm-specifi c language and communication 
codes may lower the costs of communicating within the fi rm. On the other 
hand, efforts toward industry-wide standardization of information and 
advances in information technology are reducing the advantages of fi rms 
with respect to codifi ed information. Efforts toward industry-wide stan-
dardization of information remove potential ambiguity. By eliminating the 
need for rich, interactive communication media, they make it easier to 
transfer this information across fi rm boundaries. 32  

 Electronic information systems reduce the costs of transferring large 
amounts of complex information. In the beginning, however, this cost 
reduction was restricted to information transfers within fi rms, because 
most fi rms originally adopted proprietary, non-interoperable systems. In 
recent years, information systems that provide standardized ways of 
exchanging and interpreting data across fi rm boundaries have become 
increasingly common. The widespread adoption of interoperable informa-
tion systems such as CAD/CAM and systems that implement the electronic 
data interchange (EDI) standard increases the range of codifi ed information 
that can effi ciently be communicated across fi rm boundaries. 33  

 Thus, if codifi ed information is standardized or well documented 
to reduce ambiguity, and if there are suitable mechanisms for transfer-
ring the information across fi rm boundaries, the relative advantage of 
fi rms with respect to communication is reduced considerably, if not 
eliminated. 

 Firms may also have advantages with respect to decision making. Owing 
to differences in governance structures, fi rms can make decisions regarding 
interdependent problems at greater speed, at lower costs, and potentially 
with better quality. In comparison with an arm ’ s-length relationship, fi rms 
benefi t from the existence of command structures and authority systems, 
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from the availability of administrative dispute-resolution mechanisms, and 
from superior access to information. 

 In an arm ’ s-length relationship, the two parties remain independent 
entities. There are no command structures or authority systems that let one 
party impose a decision on the other. Instead, coordinated decision making 
is brought about by negotiating and convincing, a lengthy and costly 
process. This process may be further complicated by the existence of diver-
gent goals among multiple parties. Until the issue is resolved, the parties 
also bear the indirect costs of maladaptation. In contrast, fi rms already 
have or can easily create appropriate command structures and authority 
systems that enable hierarchical decision making. Within the fi rm, an 
employee enters into an employment relationship in which she agrees to 
work at the direction and discretion of a superior within general bonds. 
Thus, coordinated decision making within the fi rm can be mandated. 34  

 If the parties in an arm ’ s-length transaction cannot reach an agreement, 
the dispute probably will be resolved by a court. In contrast, courts usually 
forbear from dealing with disputes within a fi rm. As a result, such disputes 
can be resolved within the fi rm. The fi rm has access to fl exible administra-
tive dispute-resolution mechanisms, such as managerial fi at or informal 
mediation, that make it possible to resolve confl icts faster and at lower 
cost. 35  

 When tasks are organized internally, managers within the fi rm may 
have access to superior information that provides a better basis for decision 
making. Whereas an employee is subject to comprehensive disclosure 
requirements, the parties in an arm ’ s-length transaction are protected by 
the general contractual non-disclosure clause, which restricts each party ’ s 
right to demand information unless this right was explicitly specifi ed. 36  In 
addition, the transfer of relevant information in an arm ’ s-length transac-
tion is often impeded by concerns over information leakage. Since they 
cannot be sure whether the other fi rm will protect the confi dentiality of 
the information, fi rms tend to minimize the amount of information they 
communicate across fi rm boundaries. 37  Finally, if interdependent transac-
tions are organized internally, it may be easier to recognize and take 
account of any complementarities and externalities among transactions. 

 Linking Task Interdependency to Governance Choices   Based on the differ-
ences between fi rms and markets with respect to communication and 
decision making, the subsequent analysis develops a framework that links 
an observable task attribute — the type of interdependency between two 
tasks — to feasible governance choices. 
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 Following James Thompson, 38  we can distinguish three types of task 
interdependency that differ in the amount of communication and in the 
mechanisms needed to achieve coordination: independence, sequential 
interdependence, and reciprocal interdependence (   fi gure 5.2  ). As a result, 
the type of task interdependency directly infl uences the coordination costs 
under the two governance structures (internal organization and arm ’ s-
length transaction).  

 Two tasks are independent if they do not affect each other. 39  They are 
sequentially interdependent if the output of the fi rst task is an input into 
the second task, but the reverse is not true. Thus, the execution of the fi rst 
task infl uences the range of feasible approaches to the second task. 40  Two 
tasks are reciprocally interdependent if they mutually affect each other; 
they must be executed coherently in order to create a correct overall 
outcome. 41  

 In the order introduced above, the three types of task interdependencies 
place increasingly heavy burdens on communication and on decision 
making. As the coordination-cost differences between internal and exter-
nal organization grow, it becomes increasingly infeasible to organize inter-
dependent tasks across fi rm boundaries in arm ’ s-length relationships. 

 The execution of two independent tasks does not require any commu-
nication or decision making between those performing them. Thus, task 
independence creates no coordination costs and does not infl uence the 
corresponding governance choices. 

 To ensure the overall coherence of sequentially interdependent tasks, 
those performing the second task must comply with the constraints 
imposed by the execution of the fi rst task. Thus, apart from transferring 
the relevant information or material from the fi rst task to the second, no 
communication between those performing the tasks is required. Since the 
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 Task interdependencies. 
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hierarchy between the tasks is clear, coordinating sequentially inter-
dependent tasks does not require any additional decision making. 
Instead, the mechanism for ensuring a coherent execution consists of 
determining whether the execution of the second task complied with the 
constraints. 42  

 Organizing sequentially interdependent tasks within and across fi rm 
boundaries is equally feasible if internal organization does not provide any 
coordination-cost advantages. This is the case if it is equally costly to com-
municate the relevant information and to ensure a coherent execution 
within a fi rm and across fi rm boundaries. As was set out above, information 
can be transferred as effi ciently across fi rm boundaries as within a fi rm if 
it is codifi ed, if it is unambiguous, and if effi cient transfer mechanisms 
exist. As will be set out in detail below, the correct execution of a task can 
be as effi ciently monitored in an arm ’ s-length relationship as within a fi rm 
if technology is available to measure whether the attributes of the product 
or service conform to the requirements. 

 If these two conditions do not hold (i.e., communicating the relevant 
information or ensuring a coherent execution of the task is less costly 
within the fi rm than across fi rm boundaries), coordinating the tasks inter-
nally is less costly than coordinating them across fi rm boundaries. Unless 
the relative advantage with respect to coordination costs is offset by coun-
tervailing advantages of using the market, a fi rm will internalize both 
tasks. 

 Thus, the effect of sequential interdependence on governance choices 
depends on the codifi ability and transferability of the relevant information 
as well as on the existence of tests for compliance.  

 Reciprocally interdependent tasks call for coordination by mutual 
adjustment. 43  Often the circumstances affecting the execution of each task 
cannot be predicted in advance, and most of the relevant information will 
be discovered during the execution of each task. As a result, it is not pos-
sible to agree on a coherent approach in advance. Instead, those perform-
ing the tasks must communicate on an ongoing basis to let each other 
assess the effect of potential actions on the other task and identify feasible 
approaches. They must communicate information as it becomes known (a 
typical case of tacit information) in order to develop common understand-
ings of problems and to design potential solutions. All these tasks require 
rich communication. 44  

 If two tasks are reciprocally interdependent, there may be several pairs 
of potential actions that are mutually consistent. In this case, each pair of 
potential actions constitutes a feasible approach; those performing the 
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tasks must decide jointly which pair to adopt. One approach may be 
optimal with respect to the fi rst task; another may be preferable with 
respect to the second. As a result, those performing the tasks may disagree 
on the joint approach that should be adopted. In this case, hierarchical 
decision making will be necessary to choose the solution that best meets 
the overall requirements. 45  

 As has been described above, it is less costly to communicate tacit infor-
mation within a fi rm than across fi rm boundaries because rich communica-
tion is less costly to achieve within a fi rm. A fi rm can also reach decisions 
regarding interdependent problems at greater speed, with lower costs, and 
potentially with higher quality. As a result, coordinating reciprocally inter-
dependent tasks within a fi rm is considerably less costly than doing it 
across fi rm boundaries. Owing to the high cost, coordinating reciprocally 
interdependent tasks across an arm ’ s-length relationship is usually not 
feasible. Unless the relative advantage with respect to coordination costs 
is offset by countervailing advantages of using the market, a fi rm will 
internalize both tasks. 46  

 Internal organization is not the only feasible organizational structure 
for coordinating two reciprocally interdependent tasks. Other governance 
structures that constitute intermediate forms of economic organization on 
the spectrum from fi rms to markets may provide an alternative to internal 
organization if the coordination costs of using an arm ’ s-length relationship 
are too high. For example, two fi rms can choose to establish a common 
communication framework and to set up procedures for hierarchical deci-
sion making and dispute resolution through a joint venture or (less for-
mally) a joint research project. 47  The resulting coordination framework 
may reduce or eliminate the differences in coordination costs between the 
intra-fi rm and inter-fi rm organization of reciprocally interdependent tasks. 
The result is a quasi-integrated structure that deviates signifi cantly from 
the typical governance structure of an arm ’ s-length transaction. Negotiat-
ing and implementing such a coordination framework is, however, quite 
costly. Thus, a fi rm will choose this solution only if the expected gains 
outweigh the overall costs, as may be the case if the cooperation provides 
access to capabilities not available within the fi rm. 48  

 Alternatively, a fi rm may benefi t from past investments in a suitable 
inter-fi rm coordination framework — for example, in a repeated relation-
ship. Again, such a framework may signifi cantly lower or even make 
negligible the differences in coordination costs. For example, Japanese 
automobile manufacturers maintain long-term relationships with major 
suppliers that are characterized by frequent face-to-face interaction, 
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co-location of important personnel, and familiarity with the manufactur-
er ’ s language and procedures. As a result, the costs of coordinating inter-
dependent activities with these suppliers are much lower than in the 
United States, where most automobile manufacturers deal with their sup-
pliers on a short-term, arm ’ s-length basis. 49  

 Thus, though it is not feasible to organize two reciprocally interdepen-
dent tasks across an arm ’ s-length relationship (owing to high coordination 
costs), it may still be feasible to organize them across fi rm boundaries, 
using an alternative governance structure. 

 Empirical Evidence   Several empirical studies have explored particular 
aspects of the relationship between coordination costs and governance 
choices. If these studies are interpreted in the light of the framework pre-
sented above, the results correspond with the predictions of the frame-
work. For example, coordination costs can explain empirically why 
semiconductor fi rms choose to internalize design and production if the 
tasks involved are reciprocally interdependent, whereas production can be 
outsourced if the relationship between design and production is character-
ized by sequential interdependency. 50  A case study of the mortgage banking 
industry highlights how advances in the industry-wide standardization of 
mortgage descriptions and the adoption of interoperable information 
systems eliminated the coordination-cost advantages of internal organiza-
tion with respect to sequentially interdependent activities, enabling the 
formation of intermediate markets. 51  According to an empirical study of 
fi rms ’  governance choices for inter-fi rm alliances, differences in the type 
of task interdependencies can explain differences in the choice of hierar-
chical controls in inter-fi rm alliances. 52  

 The Effect of Architecture   From a coordination-cost perspective, product 
architectures infl uence the feasibility of various vertical-boundary choices 
by determining the nature and strength of task interdependencies among 
component-design teams. As we saw earlier, an interdependency between 
two design parameters implies an interdependency between the tasks of 
choosing them. Since component boundaries commonly delineate bound-
aries between design teams, the design-parameter interdependencies 
between components determine the task interdependencies between the 
teams responsible for designing them. 

 Modular and integrated product architectures differ in the nature 
and the strength of design-parameter interdependencies between compo-
nents; the resulting differences in task interdependencies explain why the 
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feasibility of organizational choices varies between modular and integrated 
architectures. 

 Though an integrated architecture identifi es interfaces between com-
ponents, interfaces are complex and not well specifi ed. 53  This is because 
inter-component interdependencies are not resolved during the defi ni-
tion of the architecture, but during detailed design. In fact,  “ cycling ”  
through parameter interdependencies within and across components to 
create a globally optimal solution is a crucial part of detailed design. 
Thus, providing a complete interface specifi cation that resolves all cross-
component interdependencies is not possible before the end of detailed 
design. 

 An integrated architecture is characterized by complex, unresolved 
design-parameter interdependencies between components. Since design 
parameters mutually affect one another without a precedence relationship 
between them, the corresponding design tasks are reciprocally interdepen-
dent across component design teams. As a result, the coordination costs 
of organizing all detailed component design within a fi rm are considerably 
lower than the coordination costs of distributing the design of the different 
components among independent fi rms. Unless signifi cant gains are 
expected from outsourcing the detailed design of specifi c components or 
existing inter-fi rm coordination frameworks can be utilized, the costs of 
inter-fi rm coordination are usually prohibitive. 

 With an integrated architecture, organizing the detailed design of a 
component in a typical arm ’ s-length relationship will not be feasible; 
under the conditions outlined above, a  “ hybrid ”  governance structure such 
as the creation of an inter-fi rm coordination framework, for example in 
the form of a joint venture or joint research project, or the use of an exist-
ing one may constitute a feasible alternative to internalization. 54  

 Characteristics of the architecture also affect how subsequent innova-
tion can be organized. In a system based on an integrated architecture, the 
various components are linked by numerous interdependencies that have 
been resolved during detailed design. Due to these far-reaching chains of 
dependencies within the system, it is usually not possible to change parts 
of a component without triggering changes in the rest of the system. As a 
result, isolated innovation at the component level is usually not possible. 55  
Instead, innovation is a system-level activity that is very similar to design-
ing a new system from scratch. Owing to the reciprocal interdependence 
between parameters in different components that are revisited in the 
course of this process, both the redesign of the architecture and the detailed 
design of the different components consist of reciprocally interdependent 
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tasks that are best organized internally or in a closely integrated alternative 
governance structure. 

 In a modular architecture, all cross-component design-parameter inter-
dependencies are resolved during architectural design and documented in 
detailed interface specifi cations that are not allowed to change during 
detailed design. As a result, no unresolved interdependencies between 
components exist when detailed design starts. Since design decisions 
within a component are hidden from designers of other components, 
cross-component interdependencies cannot be reintroduced during 
detailed design. Design decisions within a component, however, are bound 
by the visible information defi ned during architectural design. 56  

 Thus, a modular architecture is characterized by two types of design-
parameter interdependencies. First, hidden design parameters within a 
component are sequentially dependent on the visible design parameters 
contained in the relevant interface specifi cations. Second, a component ’ s 
hidden design parameters are independent of the hidden design parame-
ters of any other component. 

 Consequently, a modular architecture creates two types of task interde-
pendencies (   fi gure 5.3  ). First, the tasks inherent in the detailed design of 
each component are sequentially dependent on the tasks required for 
architectural design. To coordinate these activities, the architecture ’ s visible 
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 Task interdependencies in a mature modular architecture. 
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information necessary for the design of a particular module must be com-
municated from the system ’ s architects to the designers of the module. To 
ensure that the module will function properly within the overall system, 
the fi nished component ’ s design must be checked to ensure that it con-
forms to the relevant interface specifi cations. Second, the detailed design 
processes of different components are independent. As a result, there is no 
need for interaction between the designers of different modules. 57   

 Detailed component design can be organized through arm ’ s-length 
transactions, with different fi rms responsible for the different components, 
if (1) the architecture completely captures and resolves all existing cross-
component interdependencies, (2) the architecture ’ s visible information is 
completely specifi ed and well documented to avoid ambiguity, and (3) 
technology is available to determine whether a module complies with the 
relevant interface specifi cations. 58  The fi rst condition ensures that the 
detailed design of different components is really independent; the second 
and the third capture the conditions under which the coordination of 
sequentially interdependent activities is equally effi cient within and across 
fi rm boundaries. The second condition eliminates the communication 
advantages of fi rms; the third removes the advantage of internal organiza-
tion in monitoring and enforcing performance. If these conditions hold, 
a module can be traded in an arm ’ s-length transaction, and each module 
can be designed by a different fi rm. 

 Thus, from a coordination-cost perspective, internal organization and 
arm ’ s-length relationships constitute equally effi cient ways of organizing 
the detailed component design of a modular system, if the three conditions 
above are met. Owing to the independence between the detailed design 
processes of different components, the vertical-boundary choices for the 
different components are independent of each other; as a result, each 
module can be designed by a different fi rm. Whether a fi rm uses this 
opportunity and outsources the detailed design of some or all components 
depends on additional factors not related to coordination costs. For 
example, a fi rm may wish to keep certain strategically important compo-
nents in house to maintain exclusive control of critically important or 
highly profi table components and may choose to outsource others to lever-
age the benefi ts of competitive component markets for innovation and 
pricing. 59  

 Thus, a modular architecture does not determine fi rms ’  boundary 
choices for detailed design, nor does it necessarily result in a modular 
organizational structure with different loosely coupled organizations devel-
oping the different components of the system. It merely gives the fi rm 
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controlling the architecture the ability to choose whether to organize the 
detailed design of specifi c components internally or in arm ’ s-length rela-
tionships without having to worry about coordination costs. 

 Finally, the tasks of system integration and testing are sequentially 
dependent on architecture defi nition as well as on detailed component 
design. 60  If the architecture completely captures and resolves all existing 
cross-component interdependencies and the individual components 
comply with the interface specifi cations, no changes to components 
are required during system integration and testing to ensure that the 
system functions. In this case, system integration simply involves putting 
the different components together. Thus, system integrators must know 
the architecture of the system and must have access to the detailed designs 
of the components. Apart from that, no interaction among system archi-
tects, component designers, and system integrators is required. If the task 
is not too diffi cult and does not require technology that isn ’ t available to 
users, users may be able to perform the task of integrating their own 
system. 61  

 The above analysis of task interdependencies applies only if the archi-
tecture completely captures and resolves all existing cross-component 
interdependencies. Owing to the bounded cognitive abilities of the sys-
tem ’ s architects, architects working on a new or a relatively young archi-
tecture are often unable to capture all dependencies when fi rst defi ning 
the architecture. This is a common problem in practice. 62  In this case, 
resolving unforeseen cross-component interdependencies may require 
considerable changes in components or in the architecture ’ s visible infor-
mation during detailed design or during system integration and testing if 
the system is to function. Thus, if the system ’ s architects have not recog-
nized and resolved all cross-component interdependencies, architectural 
design, detailed component design, system integration, and testing will be 
reciprocally interdependent, as will be the detailed design of different 
components (   fi gure 5.4  ). 63   

 The organization of subsequent innovation in a modular system depends 
on the type of innovation. Whereas innovation at the component level 
can proceed independently as long as the architecture ’ s existing visible 
information is unaffected, innovation at the architectural level requires 
close coordination. In economic terminology, innovation at the compo-
nent level constitutes an  autonomous  innovation that can be pursued inde-
pendently from other innovations. Innovation at the architectural level is 
 systemic  innovation whose benefi ts can be realized only in conjunction 
with related, complementary innovations. 64  
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 As we saw in chapters 2 and 4, changes at the component level that do 
not affect the architecture ’ s existing visible information (e.g., improving 
an existing component or adding a new component that uses existing 
interfaces) do not require any changes in the rest of the system. 65  As a 
result, innovation of this type can proceed independently. 66  Thus, internal 
organization and arm ’ s-length relationships are equally feasible organiza-
tional arrangements. 

 This independence has important implications for the locus of control 
over component-level innovation. Since the architecture of the system 
remains unaffected, no technical contribution by the system ’ s architects 
is required to enable this type of innovation. If the architecture captures 
and resolves all existing cross-component interdependencies and the new 
or improved component complies with the constraints imposed by the 
architecture, the component will function smoothly within the overall 
system. In this case, system integration is reduced to putting the different 
components together and can potentially be performed by anyone who 
has access to the necessary technology. As a result, innovators do not have 
to coordinate their activities with the system ’ s architects or integrators; 
they do not have to ask for permission to be able to develop an innovation, 
and, as long as the architecture remains unchanged, the system ’ s architects 
have no technical way of preventing innovators from acting. Thus, relative 
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to an integrated architecture, a modular architecture shifts control of com-
ponent-level innovation from the system ’ s architects to component design-
ers. 67  As we will see in chapter 8, this decentralization of control is 
particularly important if there is uncertainty about the technical or com-
mercial viability of the innovation, since the need to convince another 
actor decreases the chance that an innovation will be realized. 

 In contrast, an innovation that involves changing the architecture ’ s 
visible information (i.e., changes to the interfaces) requires altering differ-
ent parts of the system. The innovative process consists of two steps. First, 
those controlling the architecture must agree on the necessary changes and 
must produce specifi cations for the refi ned architecture. This step is similar 
to the initial design of an architecture. In the new interface specifi cations, 
the system ’ s architects must capture and resolve all cross-component inter-
dependencies. Thus, this step consists of reciprocally interconnected tasks 
and is best organized within a single organization. If the architecture is 
owned by several fi rms or is defi ned in open standards, the economic actors 
cooperating in the evolution of the architecture will most likely establish 
an alternative governance structure, perhaps a consortium or a standard-
setting body, to coordinate these tasks. 68  Second, module designers must 
adapt their component design to the new architecture; that is, they must 
produce a refi ned detailed design that complies with the new visible infor-
mation. Owing to the lack of unresolved cross-component interdependen-
cies in a modular architecture, the designers of various modules can 
perform this task on their own. As with detailed component design in 
general, the redesign of the various components can be organized equally 
well internally or in arm ’ s-length relationships, with different fi rms design-
ing different components. 

 How Architecture Affects Transaction Costs   An architecture also affects 
transaction costs. Transaction costs are the costs associated with drafting, 
negotiating, monitoring, and enforcing contracts in the presence of 
bounded rationality and opportunism. In addition to the direct costs of 
managing the relationship, transaction costs include the possible oppor-
tunity costs of making inferior governance decisions. 69  

 Transaction-cost theory is based on the insight that fi rms have distinct 
characteristics that enable them to mitigate problems caused by bounded 
rationality and opportunistic behavior at lower costs within the fi rm than 
in an arm ’ s-length relationship. Thus, if a transaction is affl icted with these 
problems, the transaction costs associated with internal organization will 
be lower than the transaction costs of using the market. In this case, and 
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unless the comparative advantage with respect to transaction costs is offset 
by countervailing advantages of using the market, a fi rm will internalize 
the transaction. Whether bounded rationality and opportunism pose prob-
lems for a specifi c transaction can be traced back to specifi c attributes of 
the transaction under consideration. 

 Thus, transaction-cost analysis links attributes of transactions to feasible 
governance choices. The subsequent analysis does not take account of dif-
ferences in incentive intensity between internal organization and arm ’ s-
length relationships. Though this factor is often included in traditional 
transaction-cost analysis, 70  I treat the differential incentive intensity of 
both governance structures separately from transaction-cost consider-
ations, along with other factors that may infl uence fi rms ’  boundary 
choices. 

 Behavioral Assumptions: Bounded Rationality and Opportunism   Transaction-
cost theory is based on the assumption that human beings are character-
ized by bounded rationality and opportunism, an assumption that deviates 
from the behavioral assumptions of neoclassical economics. 71  Bounded 
rationality defi nes human beings as  “ intendedly rational, but only limit-
edly so. ”  72  Thus, it refers to the limited information-processing and 
communication capacities that constrain humans ’  ability to act ratio-
nally. 73  Opportunism, defi ned as  “ self-interest seeking with guile, ”  includes 
lying and cheating as well as subtler forms of deceit, such as violating 
agreements. 74  

 Linking Attributes of Transactions to Governance Choices   Bounded rational-
ity and opportunism pose problems for a transaction if the circumstances 
of the exchange are uncertain, if it is necessary for one or both of the 
parties to invest in relationship-specifi c assets that are less valuable outside 
of the relationship, or if performance is diffi cult to measure. If one of these 
conditions applies, transaction costs will be lower under internal organiza-
tion. In the absence of uncertainty, asset specifi city, and measurement 
problems, the two governance structures are equally able to manage 
bounded rationality and opportunism. 

 Thus, from a transaction-cost perspective, uncertainty, asset specifi city, 
and diffi culties in measuring performance are the critical infl uences on 
fi rms ’  governance choices. This subsection outlines the reasoning that 
underlies this claim. 

 The standard way for two parties to organize an arm ’ s-length transac-
tion is to write a contract specifying what is expected from each. In the 
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absence of uncertainty, measurement problems, and asset specifi city, the 
parties can write a complete, enforceable contract that effi ciently safe-
guards against opportunism. 75  Since the circumstances surrounding the 
exchange are clear, bounded rationality is not a problem: the parties can 
foresee and resolve all relevant contingencies in advance and write a con-
tract that completely specifi es each party ’ s rights and responsibilities. They 
can do so in unambiguous terms that can be applied by a third party 
enforcing the contract. And since it is possible to measure performance, 
both parties, and even a third party, can verify contract compliance. As a 
result, each party can detect opportunistic behavior by monitoring perfor-
mance and, should it be necessary, can enforce the agreement by going to 
court. Finally, since neither party has invested in relationship-specifi c 
assets, it is possible for the parties to switch trading partners when the 
contract is up for renewal if opportunistic behavior has occurred. This acts 
as an additional deterrent to opportunistic behavior. 

 As will be described below, fi rms have access to mechanisms that reduce 
the incentives for opportunistic behavior and enable them to detect oppor-
tunistic actions should they occur. As a result, internal organization is an 
equally effi cient way to safeguard against opportunism. 

 Thus, in the absence of uncertainty, measurement problems, and asset 
specifi city, internal and external organization are equally feasible from a 
transaction-cost perspective. Under these circumstances, other consider-
ations — such as the different incentive intensity of fi rms and markets, the 
desire to gain access to capabilities that may exist within the fi rm or in the 
market, or the desire to exploit economies of scale — will determine fi rms ’  
boundary choices. 76  

 The higher the degree of uncertainty and complexity, the more diffi cult 
and costly it is to write a complete contract to organize an arm ’ s-length 
transaction. Owing to the parties ’  bounded rationality, contracts will nec-
essarily be incomplete. As a result, the contract may have to be renegoti-
ated should unforeseen circumstances occur. As we saw above, this may 
be a lengthy and costly process. Since the parties to the transaction may 
try to exploit any existing incompleteness to their own benefi t, reaching 
agreement on how to adapt the contract may be impeded by opportunistic 
behavior. Disputes will be resolved by litigation, which further delays 
adaptation. Thus, in comparison with simple transactions without uncer-
tainty, the transaction costs associated with uncertainty and complexity 
in an arm ’ s-length transaction not only include higher costs of drafting 
and negotiating the initial agreement; they also include the costs of com-
municating new information, renegotiating or litigating agreements, or 
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coordinating activities to adapt to new circumstances. In addition, parties 
who fail to adapt will incur the opportunity cost of maladaptation. 77  

 The problems caused by incomplete contracts are particularly severe if 
the relationship is supported by specifi c assets that are less valuable outside 
the transaction in question. 78  In particular, the party who has invested in 
specifi c assets is in danger of being  “ held up ”  by its partner: Since the fi rm 
cannot costlessly redeploy the specifi c assets in other ways, its partner has 
an incentive to appropriate some of the gains from the specialized invest-
ment through post-contractual bargaining or threats of termination. This 
incentive is particularly high when contracts are highly incomplete, so that 
proving breach of contract is diffi cult. 

 Thus, asset specifi city may raise the transaction costs of arm ’ s-length 
market exchange in two ways. First, the chance of  “ hold-up ”  may lead to 
more frequent renegotiations as one party tries to change the terms of 
contract to his own benefi t. Apart from increasing costs, the negotiations 
are likely to disrupt the execution of the contract, leading to productivity 
losses. If the party succeeds in changing the contract, the other party will 
not be able to appropriate the expected gains. Second, the fear of being 
 “ held up ”  in the future may lead a party to underinvest in relationship-
specifi c assets  ex ante , resulting in productivity losses. 

 A fi rm is able to deal with the problems caused by uncertainty and asset 
specifi city at lower costs. As was described above, sequential adaptation to 
problems as they unfold is easier within a fi rm because it has command 
structures and authority systems, can use administrative dispute-resolution 
mechanisms, and can better access relevant information. As a result, fi rms 
can adapt to unforeseen problems and resolve disputes more quickly, at 
lower cost, and potentially with superior outcomes. 79  

 In addition, a fi rm is better able to deal with opportunistic behavior. 
For one thing, a fi rm can reduce the incentives to behave opportunisti-
cally. 80  While the interests of two parties in an arm ’ s-length transaction 
are not necessarily aligned, sociological infl uences, such as organizational 
cultures, may create convergent goals between members of the same orga-
nization, enhancing the willingness to act in a cooperative way. 81  And a 
fi rm can reduce the payoffs from opportunistic behavior by linking long-
term rewards such as promotion prospects to cooperative behavior. 82  On 
the other hand, a fi rm has access to auditing, monitoring, and control 
mechanisms that enable it to detect opportunistic behavior should it 
occur. 83  As we saw above, in an arm ’ s-length transaction access to informa-
tion is usually quite limited. In addition, though the parties in an arm ’ s-
length transaction have the right to test the quality of the transaction ’ s 
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result, a standard contract does not confer the right to monitor how 
the other party executes the contract within its own organization. In con-
trast, employees of a fi rm are subject to extensive information disclosure 
requirements. 84  Moreover, managers within a fi rm have access to various 
monitoring mechanisms that let them closely control how transactions are 
executed. For example, contrary to parties in an arm ’ s-length transaction, 
managers can monitor behavior as well as outputs, or can measure the 
quality of inputs. As a result, behavior is more observable within a fi rm, 
making it easier to detect opportunistic actions. Thus, the transaction costs 
associated with uncertainty and asset specifi city are lower under internal 
organization. 

 Transaction costs are also infl uenced by measurement problems. As 
principal-agent theory has shown, diffi culties in measuring performance 
damage the performance of markets and fi rms. 85  Under both governance 
structures, imprecise measurement constrains the incentive intensity of 
rewards, which limits performance. Incentives are most effi cient when 
rewards are directly linked to performance. Such incentives encourage 
actors to work harder to meet performance goals. If performance cannot 
be measured accurately, it cannot be correctly linked to rewards; since the 
economic actor does not bear the full costs of his or her actions, the rate 
of productive effort will be lower and shirking more common than if 
accurate measurement were possible. 86  

 Thus, if it is impossible or diffi cult to measure performance in an arm ’ s-
length relationship, it is impossible or diffi cult to verify whether a party 
has complied with the agreement. As a result, the party will receive the 
same compensation whether it shirks or not. Because of this, some eco-
nomic actors will invest too little effort or diligence when executing such 
a contract. This problem is particularly profound in an arm ’ s-length rela-
tionship if relevant attributes of the object of the transaction cannot be 
measured: since one party in an arm ’ s-length relationships does not have 
the right to monitor how the other party executes the contract internally, 
the two parties cannot use alternative measuring mechanisms to assess 
performance. As a result, they have to endure the worse performance 
that results from not being able to accurately measure and reward 
performance. 

 Firms can address measurement problems at lower costs than parties in 
arm ’ s-length relationships. As we saw above, fi rms have access to superior 
auditing and monitoring mechanisms that let them closely control how 
tasks are executed internally. For example, if measuring the quality of the 
output becomes diffi cult, managers can use behavioral monitoring to 
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better assess performance. 87  In addition, internal organization may attenu-
ate the incentives for opportunistic behavior. 88  

 Thus, in the presence of uncertainty, asset specifi city, or measurement 
problems, the transaction costs associated with internal organization are 
considerably lower than the transaction costs associated with an arm ’ s-
length relationship. As a result, it will rarely be feasible to organize a 
transaction affl icted with these problems in an arm ’ s length relationship.  

 While the transaction costs of using an arm ’ s-length relationship to 
organize a transaction that is subject to uncertainty, asset specifi city, or 
measurement problems will usually be prohibitive, fi rms may still be able 
to organize such a transaction across fi rm boundaries. Firms may be able 
to reduce the transaction costs associated with executing such transactions 
by setting up alternative governance structures that better mitigate the 
problems resulting from bounded rationality or opportunism. 89  For 
example, to manage uncertainty, fi rms may agree on specifi c mechanisms 
for adaptation and confl ict resolution that let them, if adaptation is 
required, make decisions and resolve disputes faster. To avoid the risk of 
expropriation  ex post , fi rms facing the risk of  “ hold-up ”  may invest in 
contractual safeguards during the initial contract negotiations, or they may 
make other investments to improve their post-contract bargaining posi-
tion. To address the risk of shirking, parties can agree on auditing and 
monitoring methods that help them better measure performance. For 
example, the parties can replace output measurements with more costly 
and complicated measurement methods, such as monitoring the behavior 
of the other party ’ s employees. Although these solutions lower the transac-
tion costs associated with executing the transaction, they require consider-
able set-up costs, such as drafting and negotiating the original agreement 
and implementing dispute-resolution or monitoring mechanisms. 90  As a 
result, a fi rm will use alternative governance structures only if the benefi ts 
of partnering with another fi rm justify the total transaction costs. Further, 
fi rms may be able to organize such transactions across fi rm boundaries if 
they benefi t from relationship-specifi c factors that reduce transaction costs. 
For example, research has shown that trust can considerably reduce trans-
action costs by reducing the incentives for opportunistic behavior and the 
perceived need for safeguards. 91  Other fi rms may benefi t from past invest-
ments in alternative governance structures. 92  

 The Effect of Architecture   From a transaction-cost perspective, product 
architectures infl uence how detailed component design can be organized 
by determining the nature of the tasks that are the object of the transac-
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tion. As we saw above, the boundaries among components determine the 
boundaries among the design teams involved in the detailed design. As a 
result, the nature of the component specifi cation determines the nature of 
the tasks design teams are supposed to perform. The nature of the tasks, 
in turn, determines the attributes of the transaction. 

 Detailed component design under modular and integrated architectures 
differs with respect to the existence of uncertainty, asset specifi city, and 
measurement problems. 93  

 Under an integrated architecture, detailed component design is charac-
terized by uncertainty, asset specifi city, and measurement problems. The 
object of the transaction (i.e., the design of a component) cannot be speci-
fi ed in advance, since important characteristics of the component (e.g., the 
exact form of its interfaces) have yet to be determined. In addition, the 
process necessary to arrive at a suitable design is inherently uncertain: 
the detailed design of a particular component involves resolving internal 
design problems and cross-component interdependencies in ways that let 
the component function within the overall system. In the course of this 
process, chains of interdependencies through the system must be recog-
nized and resolved. Finding a high-quality solution requires many trade-
offs across components, and determining how to best make these trade-offs 
is an interactive, iterative process. The amount of iteration required depends 
on contingencies that cannot be planned for. Thus, both the detailed 
design process and its result are affl icted with considerable uncertainty and 
cannot be specifi ed in advance. As a result, a contract will be highly incom-
plete, leaving considerable room for opportunistic behavior. 

 Detailed component design in an integrated architecture also requires 
designers to invest in specifi c assets. To recognize and resolve cross-
component interdependencies, designers of a particular component must 
interact closely with other design teams. If the design of this component 
is organized in an arm ’ s-length transaction, the other design teams will 
belong to a different fi rm. Effi cient coordination across fi rm boundaries 
requires considerable investment in learning the responsibilities, language, 
and routines of the other fi rm. 94  In addition, to be able to assess the effect 
of their design decisions, designers must acquire knowledge about other 
components. Thus, to successfully execute the transaction, designers must 
acquire skills, know-how, and information that are specifi c to the particular 
trading partner and system architecture and therefore more valuable inside 
this relationship than outside it — a typical case of human asset specifi city. 95  
Thus, an independent fi rm that designs a component in an integrated 
architecture faces the risk of  “ hold-up ”  by its partner. 
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 Finally, detailed component design in an integrated architecture suffers 
from measurement problems. Since the parties cannot contractually specify 
the desired characteristics of a particular detailed component design in 
advance, they cannot measure performance by simply comparing specifi ca-
tions and results. Though it is possible to determine whether the compo-
nent design correctly interacts with the rest of the system, it is diffi cult to 
assess the quality of the design. If the component has problems interacting 
with the rest of the system, the many interdependencies among compo-
nents make it diffi cult to determine what causes these problems and which 
party is responsible for them. As a result, it is diffi cult to measure how well 
the transaction was executed. At the same time, because organizations 
rarely have the right to monitor across fi rm boundaries, it is not possible 
to determine whether the other party worked hard enough to acquire rel-
evant transaction-specifi c information and skills and to solve the actual 
design problems. 96  Thus, under an integrated architecture, it is diffi cult, if 
not impossible, to assess the quality of the product and the quality of the 
service. This results in lower incentive intensity and, potentially, lower 
performance. 

 Owing to the uncertainty, the asset specifi city, and the measurement 
problems associated with detailed component design under an integrated 
architecture, organizing the detailed design of individual components in 
an arm ’ s-length transaction is not feasible. A fi rm may nevertheless choose 
an alternative governance structure if the benefi ts of using another fi rm 
are high enough to justify the total costs. 97  

 As we saw above, innovating on an existing integrated architecture is 
very similar to developing a new system from scratch. As a result, organiz-
ing subsequent innovation is subject to the same constraints as initially 
developing a system. 

 Under a modular architecture, detailed component design is not subject 
to uncertainty or measurement diffi culty. The degree of asset specifi city 
depends on additional factors. 

 A modular architecture completely specifi es the relevant characteristics 
of a component, both in terms of expected behavior and in terms of the 
interfaces governing its interaction with the rest of the system. Module 
designers must develop a component that complies with these constraints. 
Since the architecture completely captures and resolves all existing 
cross-component interdependencies and is not allowed to change during 
detailed design, the constraints imposed by the architecture are stable and 
well defi ned. In addition, module design is independent of the detailed 
design of other components; this removes another potential source of 
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uncertainty. 98  As a result, it is possible to specify the object of the transac-
tion (i.e., the design for a module) with certainty by referring to the mod-
ule ’ s architectural specifi cation. 

 Under a modular architecture, parties can assess minimum contractual 
performance by checking whether a component ’ s design conforms to the 
component ’ s interface specifi cations. A component that does not meet the 
interface specifi cations cannot function with the rest of the system. Since 
the design of each module is independent of the design of other modules, 
responsibility for a component ’ s inability to correctly interact with the rest 
of the system can be clearly assigned to the designers of the module under 
consideration. Determining the quality of the design requires additional 
knowledge and technology. If metrics exist that summarize the perfor-
mance of a module and tests are available that can capture these metrics, 
performance can be measured by using these tests to measure the quality 
of the design. And since it is possible to measure the quality of the output, 
it is not necessary to determine the quality of the service. Whereas it is 
more diffi cult to monitor the quality of a service across fi rm boundaries, 
applying a test to the object of a transaction is equally feasible within 
and across fi rm boundaries. Thus, if appropriate metrics and tests are 
available, a modular architecture does not present any measurement prob-
lems. This requirement is usually met after an architecture has existed for 
some time. 99  

 Whether designers must invest in relationship-specifi c assets depends 
on the architecture. Since the designers of different modules do not have 
to interact with one another, they do not have to learn about other fi rms ’  
rules and procedures, or about the internals of other modules. They only 
have to acquire knowledge about the architecture and the relevant inter-
face specifi cations. Whether this knowledge can be used outside of the 
particular relationship depends on the architecture. If the architecture 
constitutes a standard (open or proprietary) that is followed by a number 
of fi rms, knowledge of the architecture probably will be valuable in other 
relationships too. If a fi rm is being  “ held up, ”  it probably will be able to 
fi nd an alternative trading partner. Thus, for standards-based architectures, 
asset specifi city is low. Asset specifi city is particularly low in the case of an 
open standard, whose evolution no single fi rm can control. 100  In contrast, 
if the architecture is proprietary and the relevant architectural information 
has been disclosed to the fi rm in an exclusive relationship, asset specifi city 
is higher. Since the idiosyncratic knowledge is restricted to knowledge 
about the architecture, asset specifi city is still considerably lower than 
under an integrated architecture. 
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 In sum, whether the detailed design of a particular module can be 
organized in an arm ’ s-length transaction depends on whether metrics 
and tests for the performance of that module exist and on the degree of 
asset specifi city. Thus, relative to coordination-cost reasoning, a transac-
tion-cost perspective introduces an additional criterion (asset specifi city) 
that infl uences the feasibility of arm ’ s-length transactions in modular 
architectures. 

 A modular architecture also affects how subsequent innovation can be 
organized. If the architect envisions a particular function for a module and 
is able to specify its visible behavior and relevant interfaces, the corre-
sponding detailed design process is very similar to the initial designing of 
a module. 

 A modular architecture also allows for component-level innovation that 
the architect may not have foreseen. For example, as long as the architec-
ture ’ s existing visible information is unaffected, new components with 
completely new functionalities can be added using the services of existing 
modules. In this case, an important part of the innovative process is 
coming up with new and creative ways of enriching the existing system. 
As a result, the parties cannot specify the object of the transaction in suf-
fi cient detail  ex ante  to enforce the contract in court  ex post . In addition, 
whether the innovator will actually fi nd a useful new component is highly 
uncertain, which makes this task diffi cult to contract upon. Not being able 
to specify the object of the transaction in advance also creates measure-
ment problems similar to those encountered in an integrated architecture. 
Moreover, metrics and tests for an object yet unknown will not be avail-
able. The degree of asset specifi city depends on the factors discussed above. 
Thus, owing to the high level of uncertainty and the existence of measure-
ment problems, organizing this type of innovation in a typical arm ’ s-
length transaction will usually not be feasible. 101  

 Nevertheless, internal organization is not the only possible governance 
structure for this type of innovation. This is because innovation at the 
component level that does not require changing an architecture ’ s existing 
visible information can proceed independently. The innovator requires 
neither permission nor any form of cooperation from the system ’ s archi-
tect. Thus, she does not have to reach a contractual agreement with the 
architect before starting to innovate. Once the innovative process has 
been successful, a considerable source of uncertainty is reduced. If intel-
lectual-property rights safeguard the innovator against appropriation of 
her innovation, she can disclose the idea and sell it, or she can contract 
for the corresponding detailed design in an arm ’ s-length transaction. 
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Alternatively, she can develop (and produce) the complete component and 
trade the fi nished product in an arm ’ s-length transaction. 102  

 Implications of the Link between Architecture and Feasible Governance 
Structures 

 As this chapter has shown, product architectures constrain how the 
initial development and production of system components can be 
organized as well as how subsequent innovation might occur by enabling 
or disabling arm ’ s-length transactions. The constraints imposed by the 
architecture have implications for the organizational options available 
to individual fi rms, for the potential structure of the industries for the 
development and production of system components, and for the ability 
of independent economic actors other than the system ’ s architect to 
innovate. 

 Effect on Firms ’  Organizational Options 
 From the perspectives of transaction costs and coordination costs, detailed 
component design under an integrated architecture must take place within 
a vertically integrated fi rm or a closely integrated alternative governance 
structure. Organizing the detailed design of individual components in an 
arm ’ s-length relationship is not feasible. Since gaining access to other 
fi rms ’  capabilities requires closely integrated alternative governance struc-
tures and usually comes at considerable cost, the fi rm ’ s strategic fl exibility 
with respect to organization is severely limited. 

 Under a modular architecture, organizing the detailed design of the 
different components internally and in arm ’ s-length relationships is equally 
feasible if the architecture completely captures and resolves all existing 
cross-component interdependencies, if the architecture ’ s visible informa-
tion is completely specifi ed and well documented to avoid ambiguity, if 
technology is available to determine the relative quality of a module, and 
if asset specifi city is not too high. If these conditions are met, a modular 
architecture lets a fi rm exploit the benefi ts of using the market by outsourc-
ing the detailed design of one or more components in arm ’ s-length rela-
tionships — an important source of strategic fl exibility. Whether a fi rm uses 
this opportunity depends on additional factors, two of which are the exis-
tence of differential capabilities and the desire to maintain exclusive 
control over critically important or highly profi table components. 103  Thus, 
a modular architecture enables, but does not determine, organizational 
choices. 104  
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 Effect on the Structure of the Industries for the Development and 
Production of Components 
 The effect of product architecture goes beyond constraining the organiza-
tional options available to individual fi rms. By enabling or disabling arm ’ s-
length relationships, product architectures also constrain the potential 
structure of the industries that design and produce the components of a 
system. 

 If integrated architectures prevail, an industry will be populated by 
vertically integrated fi rms, or by closely integrated networks of fi rms, each 
of which produces its own proprietary system. In such an industry, com-
petition takes place among different proprietary systems. 

 Although modular architectures can support the same industry struc-
ture, they tend to facilitate vertical disintegration by enabling a fi rm to 
outsource the detailed design of one or more components in arm ’ s-length 
relationships. Moreover, the feasibility of arm ’ s-length relationships is an 
important prerequisite for forming markets. 105  As a result, a specifi c modular 
architecture can provide the basis for a  “ modular cluster ”  106  — that is, a 
horizontally stratifi ed industry in which fi rms in different sub-industries 
design and produce components compatible with the architecture. In a 
modular cluster, fi rms in one sub-industry specialize in providing a par-
ticular module or set of modules, and markets arise at the interfaces among 
different sub-industries. In such an industry structure, fi rms operating in 
different sub-industries are complementors, 107  whereas fi rms in the same 
sub-industry are competitors. Thus, competition shifts from competition 
between proprietary systems to competition between components within 
the same architecture. 

 In addition to independent component developers, a new type of 
company, a so-called system integrator, might emerge to specialize in 
assembling components into a complete system. 108  If assembly is not too 
diffi cult and does not require technology unavailable to individual con-
sumers, users might put together their own systems. 109  

 Although vertically integrated fi rms that produce and assemble their 
own components can operate in such an industry, small specialized 
fi rms may be at a competitive advantage: they are driven by the high-
powered incentives of market-based organization, they can focus on 
areas where their superior capabilities give them a competitive advantage, 
and they may be better able to exploit economies of scale or learning 
economies. 110  

 The formation of a sub-industry specializing in a particular module 
requires that many different fi rms have the architectural information 
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needed to design compatible components. Without this information, 
designing a compatible component will not be possible. Firms can learn 
this information from the original architect or through reverse engineer-
ing. Since reverse engineering is usually very diffi cult and costly, and 
sometimes illegal, 111  a system ’ s architect can infl uence the industry ’ s future 
structure by deciding whether and to what extent to disclose the relevant 
information. Thus, the architectural and contractual choices made by a 
system ’ s architect interact with the existing legal framework to shape the 
economic environment for innovation. 112  By determining the strength of 
intellectual-property protection for interface specifi cations, intellectual-
property laws can make it more or less diffi cult for independent third 
parties to design and produce a system ’ s components if the architect does 
not voluntarily provide access to the interface information. 

 The vertical disintegration of an industry into a modular cluster follow-
ing the emergence of modular architectures has been documented in a 
variety of industries. For example, this phenomenon has been observed in 
the stereo-component industry, 113  the disk-drive industry, 114  the computer 
industry, 115  the mortgage industry, 116  and the microprocessor industry. 117  
At some stage, modular architectures might become integrated again, for 
example, to realize performance gains. 118  When and how architectures 
evolve toward more modularity or more integration is an area of active 
research. 119  

 Effect on Ability to Innovate 
 By enabling or disabling arm ’ s-length relationships, modular and integrated 
architectures also affect how easily actors other than the system ’ s architect 
can innovate, for example by developing new system components. 

 Innovation on an integrated architecture must occur within a single 
vertically integrated fi rm or within a closely integrated governance struc-
ture. Thus, although economic actors other than system architects can 
participate in such an innovative effort, they must closely integrate and 
coordinate their activities with other participants. They cannot innovate 
independently. 

 In a modular architecture, the ability to innovate depends on the type 
of innovation. 

 Innovation at the component level that leaves the architecture ’ s exist-
ing visible information unchanged (e.g., improving existing components 
or adding new components that connect through existing interfaces) 
can be realized by economic actors other than the system ’ s architect if 
they have access to the architectural information necessary to design a 



198 Chapter 5

compatible component. For example, an independent application devel-
oper can create a new application for the Windows operating system that 
uses Windows ’  existing application programming interfaces if she has 
access to the architectural specifi cations of these interfaces. 

 The ability of independent economic actors to innovate at the compo-
nent level has important implications for the type of actors who can 
innovate as well as for the nature of the innovation that can occur. 

 First, developing a single component does not require a great amount 
of investment. Whereas small fi rms may not be able to raise enough capital 
to develop a complete system, they may be able to raise enough for com-
ponent-level innovation. In particular, new fi rms may be able to obtain 
fi nancial support from venture capitalists. 120  Thus, a modular architecture 
probably increases the range of potential innovators at the component 
level. 121  

 Second, as we saw above, a modular architecture shifts control over 
component-level innovation from the system ’ s architect to developers of 
components. They can innovate independently as long as they abide by 
the architecture ’ s visible information. As a result, whereas under an inte-
grated architecture the system ’ s architect completely controls a system ’ s 
evolution, a modular architecture enables decentralized innovation at the 
component level. 122  As we will see in chapter 8, if there is uncertainty, this 
increases the chances that potential innovators will be able to realize their 
innovative ideas, since they do not have to convince any other decision 
maker. 

 Innovations requiring changes to the architecture ’ s existing visible 
information (e.g., changes to the interfaces) occur in two steps. First, those 
controlling the architecture must agree on the necessary changes and 
produce the specifi cations for the refi ned architecture. Second, module 
designers must adapt the design of their component so that the compo-
nent works with the new architecture; that is, they must produce a refi ned 
detailed design and, ultimately, a component that complies with the new 
visible information. 

 Who can participate in this type of systemic innovation and how diffi -
cult it is to realize depends on who owns the architecture and how detailed 
component design is organized. 

 A vertically integrated fi rm that owns the architecture and designs all 
components itself can mandate the adoption of the new architecture and 
effi ciently coordinate the necessary activities internally. Thus, it can realize 
such an innovation on its own. Originally, IBM was in this situation. 123  
Apple often follows this approach. 
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 If a fi rm controls the architecture but depends on independent fi rms 
to provide compatible components, it can change the architecture on 
its own, but it must induce independent component providers to produce 
components to the new specifi cations. For example, Microsoft owns 
and can unilaterally change the application programming interfaces of 
the Windows operating system, but it depends (at least somewhat) on 
independent software vendors to produce software that takes advantage 
of new specifi cations. Getting independent component designers to 
adopt new interface specifi cations is not easy. 124  Adapting a component 
to new interface specifi cations is an innovation in its own right. In a 
platform system in which different fi rms design, produce, and sell the 
various components, however, incentives to innovate will usually be 
too low. First, owing to the complementarity between components, inno-
vation in one component has a benefi cial effect on the demand for 
the other components that is not appropriated by the innovator. Because 
of this externality, it is usually assumed that component providers ’  
incentives to innovate are too low if different fi rms design, produce, 
and sell the various components. 125  The same externality affects decisions 
by producers of complementary components to adopt new interfaces. 
Second, additional factors may further reduce independent component 
developers ’  incentives to innovate — for example, a platform monopolist 
may vertically integrate into a complementary market in which multiple 
independent component makers operate. 126  Thus, it is usually assumed 
that the architect of a system must exert considerable effort to 
induce independent component designers to adopt new architectural 
specifi cations. 

 If ownership of the architecture is distributed among different fi rms, or 
if the architecture is an open standard, fi rms must cooperate to change the 
architecture. For example, ownership of the current architecture of the 
personal computer is distributed among a variety of fi rms and standards 
organizations: Microsoft owns the application programming interfaces to 
its operating systems; Intel owns the interfaces to its processors, and so on. 
Often, changes in processor interfaces must be complemented by changes 
in the operating system ’ s application programming interfaces before 
improvements in the processor can make a difference for the user. Coor-
dinating such architectural changes across fi rms is much more diffi cult 
than coordinating them within a single fi rm. The distributed ownership 
of architecture may give rise to serious coordination problems, strategic 
problems, and collective-action problems. First, as we saw above, the costs 
of coordinating reciprocally interdependent tasks across fi rm boundaries 
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are signifi cant, especially those necessary for gaining agreement on new 
architectural specifi cations across fi rm boundaries. Second, strategic behav-
ior by some or all of the fi rms involved may further complicate the decision 
making. 127  Finally, there may be collective-action problems if no fi rm feels 
responsible for evolving the architecture, even though all fi rms would 
benefi t from the evolution. (This problem plagued the personal-computer 
industry in the early 1990s. 128 ) To overcome the coordination problem at 
the architectural level, fi rms often form separate consortia or standards-
setting bodies, which then coordinate and specify architectural changes. 129  
As in the other scenarios where fi rms other than the system ’ s architects 
develop components, the fi rms owning the architecture also must motivate 
unaffi liated component designers to adapt their components to the new 
specifi cations. For example, to realize the benefi ts of changes to processors 
or operating systems for users, independent software vendors or indepen-
dent hardware producers must change their products to accord with the 
new specifi cations. 

 The greater the number of parties involved in the design and production 
of a system, the more diffi cult it is to realize systemic innovations. Thus, 
those controlling the architecture face a trade-off between the ability to 
benefi t from third parties ’  creativity and capabilities and the ease with 
which systemic innovations can be realized. 

 In sum, even in a modular architecture, independent economic actors 
other than the owner of the system ’ s architecture cannot realize a systemic 
innovation on their own. They may, though, be able to infl uence the 
evolution of the architecture by participating in the corresponding innova-
tive efforts — for example, by working with the system ’ s architect or by 
participating in standard setting. They can also participate in systemic 
innovation by developing and producing components according to the 
new specifi cations if they have access to the necessary architectural infor-
mation. As was noted above, this activity is an autonomous innovation 
that can proceed independently. 

 The link between architecture and organization provides system archi-
tects with a number of strategic choices. In particular, they can design their 
architecture strategically to invite or preclude third-party innovation. If 
they choose a modular architecture instead of an integrated one, they can 
allow third-party innovators to innovate on some or all components 
(though opening the system to third-party innovation makes it more dif-
fi cult to change the architecture ’ s visible information). 130  

 If they have chosen a modular architecture, system architects can 
infl uence how easy it is for independent economic actors to innovate by 
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strategically distributing functionality to components. For example, if 
functions that contribute to a specifi c feature are distributed across multi-
ple components, innovating on this feature will require systemic innova-
tion. In contrast, if functions are allocated to a single component, 
innovation will be autonomous. Similarly, by incorporating specifi c func-
tionality in a larger component, a system ’ s architect makes it impossible 
to specialize in providing that functionality alone. Instead, fi rms must 
provide the complete component. For example, in luxury cars, cell-phone 
functionality could be integrated with the audio system, or could be allo-
cated to a separate subsystem. A luxury car ’ s audio system is usually devel-
oped by the car maker. Owing to the strong degree of integration, the fi rst 
design would most likely require that the complete audio-and-cell-phone 
system be developed in house, eliminating the opportunity to involve 
independent economic actors. In contrast, under the second design, 
independent economic actors could develop the cell-phone subsystem on 
their own. 131  

 Finally, companies competing within an existing modular cluster can 
change the nature of the competition by making a modular architecture 
more integrated. If one competitor starts offering a product based on an 
integrated architecture, this may force competitors to offer integrated 
systems too. 132  

 Architecture and Organization in the Original Architecture of the Internet 

 The above insights into the links between architecture and organization 
in modular and integrated architectures can be used to understand the 
effect of the Internet ’ s original architecture on fi rms ’  organizational 
options, on potential industry structures for developing and producing 
components, and on independent actors ’  ability to innovate. 

 Effect on Firms ’  Organizational Options 
 The Internet is based on a modular architecture. Thus, from the perspective 
of transaction costs and coordination costs, organizing detailed design 
(and production) of different components internally and in arm ’ s-length 
relationships is equally feasible if the architecture completely captures and 
resolves all existing cross-component interdependencies, the architecture ’ s 
visible information is completely specifi ed and well documented to avoid 
ambiguity, technology is available to determine a module ’ s relative quality, 
and asset specifi city is not too high. 

 The architecture of the Internet meets these requirements. 
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 First, it has a mature, modular structure that captures and resolves all 
existing cross-component interdependencies in interface specifi cations. 133  

 Second, ownership and maintenance of the Internet architecture ’ s 
visible information are spread over a number of organizations. 134  For 
example, the protocols that make up the TCP/IP protocol suite have been 
standardized by the Internet Engineering Task Force in open standards. 
The IETF ’ s standard-setting process is open to all participants, and the 
standards documents are available to all at no cost. 135  The IETF standards 
for a particular protocol often specify only the services provided by the 
protocol and the peer interface, i.e., the format and meaning of messages 
between two components of the particular protocol. To leave suffi cient 
fl exibility for protocol implementors, the exact form of the service inter-
face, i.e., the protocol ’ s interface to higher-layer protocols, is not specifi ed 
by the standard. Instead, the exact form of the service interface is deter-
mined by the protocol implementor. 136  For example, since IP, TCP and 
UDP are implemented in the operating system, the service interface of 
these protocols is specifi ed by the operating system vendor. Thus, whereas 
the services and the peer interfaces of these protocols are defi ned in open 
standards, the corresponding service interfaces are often part of a proprie-
tary standard maintained by its owner. 

 Although the ownership and the nature of the standards may differ, the 
services and interfaces of the Internet ’ s core components are completely 
specifi ed, well-documented, and publicly available. For example, vendors 
of operating systems usually publish the specifi cation of the service inter-
faces to IP, TCP, and UDP so as to enable third-party application program-
mers to access the services provided by these protocols. 

 Third, over time, metrics have been developed that make it possible to 
compare the quality or performance of different implementations of the 
same component. 

 Fourth, many of the relevant standards, including those developed by 
the IETF and the World Wide Web Consortium, are open standards, and 
their asset specifi city is low. In particular, the core protocols at the Internet 
layer and the transport layer (IP, TCP, and UDP) have been developed by 
the IETF and are open standards. 137  

 Thus, the architecture of the Internet fulfi ls the conditions under 
which arm ’ s-length relationships and vertical integration among pro-
viders of different components are equally feasible. As a result, fi rms ’  
governance choices are driven by factors other than transaction costs or 
coordination costs — for example, strategic considerations or differential 
capabilities. 
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 Effect on the Structure of the Industries for the Development and 
Production of Components 
 The architecture of the Internet forms the basis of a modular cluster, with 
fi rms in different sub-industries developing and producing the different 
components or subsystems. 138  The emergence of a modular cluster has been 
facilitated by the public availability of the relevant interface specifi cations 
that give any interested economic actor the information necessary to 
design and produce compatible components. 

 In particular, the design of the Internet layer as a technology-indepen-
dent and application-independent portability layer populated by a single 
protocol has enabled the formation of separate, independent sub-indus-
tries for providing Internet-infrastructure software and hardware and appli-
cation software. 139  

 Owing to the different types of investment required, the sub-industries 
have very different costs of entry. 140  Developing Internet-infrastructure 
components usually requires investments in hardware and software. Prod-
ucts that include hardware and software must be manufactured and physi-
cally distributed, requiring a considerable up-front investment in physical 
capital. In contrast, developing components for the application and the 
transport layer requires only programming knowledge and access to an 
end host. The resulting software products can be copied and distributed 
almost costlessly over the Internet. Thus, entry into the corresponding sub-
industries requires almost no physical capital and is considerably less costly. 
As we will see in the next subsection, this cost structure greatly increases 
the size and diversity of the pool of innovators in these industries. 

 Owing to the large number of components making up  “ the Internet 
system, ”  no one fi rm can provide all the necessary components itself. Some 
fi rms specialize in one or more separate components; others provide a 
complete subsystem with a set of adjacent components. For example, 
Microsoft produces operating systems for end hosts, which include 
implementations of IP, TCP, and UDP and expose the corresponding 
service interfaces in so-called application programming interfaces. 141  Thus, 
Microsoft ’ s operating systems incorporate components belonging to the 
Internet layer and to the transport layer. Cisco specializes in routers; 
Cisco ’ s routers contain the various hardware and software components 
necessary to operate a router, combining components belonging to the 
link layer and the Internet layer. 142  

 Firms of another kind specialize in assembling components into prod-
ucts that are ready to use. For example, Dell assembles the hardware and 
software components that make up an end host. Other fi rms may specialize 
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in assembling complete physical subnets. Alternatively, users can assemble 
their own systems by buying and installing the necessary hardware and 
software. In addition, users can exchange or add components later. 143  

 Effect on Ability to Innovate 
 The Internet ’ s architecture also affects independent actors ’  abilities to par-
ticipate in autonomous and systemic innovation. 

 Autonomous Innovation   As we saw above, an architecture infl uences 
independent actors ’  ability to participate in innovation in two ways. First, 
it affects whether and when they can innovate independently, without 
requiring cooperation or permission from the system ’ s architect. Second, 
by infl uencing the costs of innovation, it affects which type of actor can 
participate in innovation. 

 Owing to its modular structure, the Internet ’ s architecture provides 
many opportunities for autonomous innovation by independent economic 
actors. Any innovation that does not affect the architecture ’ s existing 
visible information can be realized independently. As we saw in chapter 
4, because of the use of the design principle of relaxed layering with a 
portability layer and the broad version of the end-to-end arguments in the 
design of the Internet ’ s architecture, the architecture enables three specifi c 
types of autonomous innovation: developing new application-layer or 
transport-layer protocols, new link-layer protocols or physical network 
technology, and new implementations of existing components and sub-
systems. Innovations belonging to these categories can be deployed incre-
mentally. Owing to architectural differences, the three categories differ 
considerably in the type of investment required to develop, produce, and 
distribute the innovation. 144  Thus, by infl uencing the costs of innovation, 
the Internet ’ s architecture infl uences who can engage in these different 
types of innovations. To see this more clearly, let us focus on how the 
Internet ’ s architecture affects innovators ’  ability to develop applications. 

 The architecture of the Internet infl uences who can develop applica-
tions by allowing application-level innovation to proceed independently 
and by inducing a particular cost structure: due to the end-to-end design 
of the Internet, developing components for the application layer requires 
only access to an end host that is connected to the Internet, programming 
knowledge, programming tools, and access to the application program-
ming interfaces necessary to let the application send data over the Internet. 
The resulting software products can be copied and distributed almost cost-
lessly over the Internet. 145  Since many of these resources are often already 
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available (e.g., many people have a computer or access to one) or can be 
acquired at relatively low costs, this cost structure lets a wide range of 
innovators with diverse motivations and funding models develop new 
applications. 146  

 In particular, an innovator does not have to be an employee of a fi rm 
or have outside funding to realize his idea for an application. Because the 
biggest investment often is the design and programming of the application 
itself, potential innovators can develop an application in their free time or 
as a  “ side project, ”  with the opportunity cost of the time spent the most 
important cost factor. 

 Under these conditions, an application does not have to produce a 
profi t in the future to cover the costs of developing it. Instead, a wide range 
of benefi ts may be suffi cient to cover the development costs. Some innova-
tors develop new applications because they love to program. (This seems 
to be an important motivation of contributors to open-source projects. 147 ) 
Others develop a new application to meet their own needs 148 ; after the fact, 
they may discover that others may want to use it too. For example, Yahoo 
grew out of a list of links to research papers in electrical engineering that 
Jerry Yan and David Phyllo, two graduate students in Stanford University ’ s 
Electrical Engineering Department, used to keep track of research papers 
that were relevant to their PhD theses. Yan and Phyllo then began to 
add other, non-technical categories that were of interest to them in their 
free time. The list quickly became popular, and Yan and Phyllo spent more 
and more time on it. In the fall of 1994, the site, which still ran on their 
student computer workstations attached to Stanford ’ s network, got a 
million page views per day, which translated to more than 100,000 unique 
visitors. Recognizing the business potential, Yan and Phyllo decided 
to turn the website into a business and incorporated Yahoo in March 
1995. 149  

 Del.icio.us, the online bookmarking service that enables users to share 
their bookmarks with others, emerged from an application that Joshua 
Schachter had developed to keep track of his collection of 20,000 book-
marks while he was working at Morgan Stanley as a quantitative analyst. 
The original version, which Schachter fi nished in 2001, could be used only 
by him, but other people could view the website that showed his book-
marks. In 2003, Schachter began working on a version that other people 
would be able to use. It went online in December 2003, and by the end of 
2004 it had 30,000 users. In early 2005, with the user base growing, 
Schachter decided to leave Morgan Stanley and focus on Del.icio.us 
full-time. 
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 Innovators may also be driven by a mix of different motivations. For 
example, throughout the 1970s and the 1980s, most of the programs used 
to read and send electronic mail were developed by researchers on the 
ARPANET. Often they started to develop a new program because they were 
unhappy with the existing programs. Solving their problems involved 
researching what they enjoyed. And in the days of the ARPANET, people 
who developed successful applications were highly regarded, so the desire 
to improve their reputation may have motivated these researchers as 
well. 150  

 The low costs of application innovation under an end-to-end architec-
ture allow innovation based on a variety of funding models. For example, 
since realizing an application does not require major capital investments, 
innovators can pursue their idea in their free time. This option is particu-
larly valuable if there is uncertainty about the technical feasibility of, or 
the user demand for, the application, since innovators can test their ideas 
risk-free without giving up their day job. For example, Pierre Omidyar 
developed the online auction website AuctionWeb, which later became 
eBay, at home over the Labor Day weekend of 1995. At fi rst Omidyar 
viewed it as a hobby, working on it nights and weekends. Auction Web 
ran on his personal website, which he operated at home under his existing 
Internet-service account that cost $30 per month. Throughout 1995, the 
website attracted thousands of auctions, and more than ten thousand 
individual bids. When his Internet Service Provider switched Omidyar ’ s 
account to a commercial account arguing that AuctionWeb ’ s traffi c 
was slowing down their system, Omidyar started charging sellers a small 
commission for sales enabled through the website. He operated Auction-
Web as a hobby until June 1996, when monthly revenues surpassed 
$10,000. 151  

 Mark Zuckerberg developed the original version of Facebook, an online 
social network for students at elite universities, over the course of a few 
months in his dorm room at Harvard College. He launched the site on 
February 4, 2004. It was an instant success. By the end of February, about 
three-fourths of Harvard ’ s undergraduates had registered. Over the next 
few months, Zuckerberg extended the site to 40 other universities. By mid 
June, 150,000 users had registered. Since Zuckerberg and Dustin Moskovitz 
(a roommate who had begun to assist him) were working for no pay, their 
biggest operating costs were the costs of renting server space at $85 per 
month. They continued to work on Facebook over the summer in a house 
they had rented in Silicon Valley, and in September 2004 they decided to 
focus on Facebook full-time. At the time, the site had 250,000 users. 152  
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 The low level of investment required for developing and operating an 
application lets small companies and start-ups fund the development 
themselves or get the necessary funds from small, less formal fi nancing 
sources. As we saw in the preceding chapter, even applications with servers 
operated by the innovator can now be fi nanced in this manner. 153  Some 
innovators use personal funds; others get money from family members, 
friends, or  “ angel ”  investors. 154  Jeff Bezos funded the fi rst six months of 
Amazon ’ s development himself. His father invested $100,000 in February 
1995. In July 1995, when Amazon.com went live, his mother invested 
$145,553. From summer 1995 to the end of that year, Bezos got $981,000 
from 20 private individuals, most of them contributing $30,000. 155  
Catarina Fake and Stuart Butterfi eld, the founders behind Flickr, fi nanced 
their company Ludicorp using personal funds, money from friends and 
family members, a loan from the Canadian government, and, later, some 
angel investment for Flickr. 156  

 Others fi nance the development of applications with income from con-
sulting or from programming jobs, or, at a later stage, with income from 
existing applications. Evan Williams and Meg Hourihan, the founders 
behind Blogger, fi nanced their company Pyra Labs for its fi rst year by 
having one of the three members of the team develop Web applications 
for Hewlett-Packard. 157  A company called 37signals — a small software 
company that offers Web-based productivity applications — has used this 
approach beyond the development of its fi rst product (   box 5.2  ). 158   

 By freeing potential innovators from depending on outside funding, an 
architecture based on the broad version of the end-to-end arguments 
increases the number of innovative projects that might be realized. Many 
innovators will not be able to get outside funding, even if they want to, 
because they are not able to convince others of the viability of their idea. 
Many innovators whose applications later became very successful could 
not get venture capital or corporate funding when they fi rst tried. 159  For 
example, early in 1997 the founders of eBay tried, without success, to sell 
the company to Times Mirror, a media company that owned the  Los 
Angeles Times , the  Baltimore Sun , and some other newspapers. The decision 
makers at Times Mirror thought that  “ strangers would never trade with 
strangers over the Internet in large numbers, ”  and complained that eBay 
did not own any assets such as buildings or trucks. In 1997 and 1998, 
before they decided to commercialize the technology themselves, Sergei 
Brin and Larry Page tried, without success, to license Google ’ s search tech-
nology to existing search engines or portals; they also were unable to get 
venture capital at the time. In 1996, when the founders of ICQ tried to 



208 Chapter 5

   Box 5.2 
 37signals 

 37signals, a small, privately held software company, fi nanced the development 

of its fi rst product — Basecamp, a Web-based project-management application 

for individuals and small teams — by doing design work for outside clients. a  

Over the course of six months, three designers spent about one-third of their 

time on designing Basecamp. The programming was done by a computer 

science student in Denmark who worked on the project ten hours per week. b  

After Basecamp went live, in February 2004, the four kept working on it along 

with their other projects. The biggest operating expense was the cost of a server 

($150 a month). After a year, fees collected from users allowed them to focus 

on Basecamp full-time. Since then, 37signals has developed fi ve more applica-

tions following the same model. At the time of this writing, the company is 

profi table and has no debt. Its revenues have doubled every year since 2004. 

 a. In 2006, the company took a minority private equity investment from 

Bezos Expeditions, a personal investment company of Amazon founder Jeff 

Bezos (Fried 2006). The account in the text is based on Fried 2008a, Hammock 

2006, Hedlund 2005, Heinemeier Hansson 2008, Livingston 2007, and 

Park 2008. 

 b. He is now a partner in the fi rm.   

get funding for their instant-messaging application (the very fi rst instant-
messaging application), venture capitalists were not interested, pointing 
out that ICQ had no revenues and no business plan. 

 In addition, many innovators will not be able to get venture capital 
for more general reasons that go beyond disagreements over the viability 
of an innovator ’ s specifi c idea. First, as venture capital funds grow 
larger, the venture capitalists managing them may become less interested 
in the small investments typically needed for early seed funding. 160  Second, 
most projects that a venture capitalist invests in are not successful. Venture 
capital funds only work because the gains from a few highly successful 
projects more than offset the losses from the majority of projects. This 
investment model requires a few projects in a venture capitalist ’ s portfolio 
to produce enormous profi ts. As a result, venture capitalists look for pro-
jects that have the potential to realize high returns; they are not interested 
in projects that, although economically viable, produce smaller returns. 161  
Finally, there may be periods in which venture-capital funding is not avail-
able — for example, during economic downturns or times when less money 
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fl ows into venture capital funds. For example, when the initial-public-
offering market collapsed in 2000, many venture capitalists drastically 
reduced their investments in new companies and instead used their remain-
ing funds to save their existing companies. In early 2001, even though 
Blogger — with 86,000 registered users — had become the most popular 
weblog publishing tool, its founders were unable to raise any funding after 
the stock-market bubble burst. In January 2001, Evan Williams, who with 
Meg Hourihan had founded Pyra Labs (the company that developed 
Blogger) in 1999, laid off the other members of the team and moved the 
servers running the Blogger software into his apartment. And in the fall of 
2008, venture capitalists began to shift their focus to maintaining their 
existing venture investments again. 162  

 Thus, many application developers will not be able to get fi nding from 
venture capitalists or corporate investors. Under an architecture based on 
the broad version, however, innovator are not dependent on venture capital 
or corporate funding. Since the funds needed to develop a new application 
are limited, innovators can fi nance their innovation themselves or through 
smaller, less formal funding sources such as family members, friends, or 
angel investors. More potential sources of funding make it more likely that 
at least one funder will fi nd the application attractive, increasing the change 
that the application can be realized. Joe Kraus, a serial entrepreneur who 
co-founded the search engine and portal Excite in the early 1990s, has put 
it this way:  “ A lot more people can raise $100,000 than [can] raise $3,000,000. 
. . . The sources of funding capable of writing $100,000 checks are a lot more 
plentiful than those capable of writing $3,000,000 checks. ”   163   For example, 
though ICQ and Google were unable to get venture-capital funding at fi rst, 
they did manage to attract some angel investors.  164   

 In addition to enabling potential innovators to pursue projects for 
which they cannot get outside funding, independence from outside 
funding increases innovators ’  organizational options. Some innovators 
value venture capital for the fi nancial and entrepreneurial support it pro-
vides, and for the potential of a very high return, and are willing to cede 
some control over their start-up ventures to venture capitalists in exchange; 
other innovators prefer to stay in control of their business, even if this 
implies lower profi ts or slower, more organic growth. 165  In a network archi-
tecture in which application innovation requires a signifi cant amount of 
outside funding, innovators do not have this choice. 

 Innovators ’  independence from outside funding also has benefi ts for 
investors. Since innovators are able to realize an application on their 
own, potential investors can wait until the uncertainty surrounding an 
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application has been resolved before deciding whether to invest. Through-
out the history of the Internet, venture capitalists and corporate investors 
often withheld investing until after an application had attracted a signifi cant 
number of users. Although this does not guarantee the ultimate fi nancial 
success of the investment, 166  it reduces the risk of investing in applications 
that are not technically viable or attractive to users. For example, in June of 
1997, when eBay got its fi rst venture-capital funding from Benchmark 
Capital, it had more than 45,000 auction listings per day, and in that year 
it was to earn $4.3 million. 167  In the spring of 1996, when the online book-
store Amazon.com got its fi rst venture-capital funding from Kleiner Perkins 
Caufi eld and Byer, Amazon had been operating since July of 1995 and was 
on track to earn $5 million revenue in 1996. 168  In the second half of 1998, 
when Google got its fi rst angel investments, it was already getting more than 
10,000 search queries a day; it passed 500,000 searches in early 1999. At the 
time of its fi rst venture-capital investment, in June of 1999, Google, still in 
beta mode, had been included in  PC Magazine  ’ s list of the Top 100 Web Sites 
and Search Engines for 1998; its search traffi c was growing at a rate of 50 
percent per month. 169  When venture capitalists invested in Napster, in 
Friendster, in MySpace, in Del.icio.us, and in Facebook, the applications 
already were popular and had large and growing numbers of users. Similarly, 
although none of them had venture-capital funding, ICQ, Blogger, Flickr, 
and Bloglines were popular applications with a growing number of users 
when they were acquired. 170  Venture capitalists and corporate investors 
could not have pursued this approach to investing if innovators had required 
signifi cant funding in order to realize and offer these applications. 

 Network architectures that deviate from the broad version of the end-
to-end arguments have a different effect on independent application devel-
opers ’  ability to innovate. As we saw in chapter 4, developing a new 
application in a non-end-to-end network that implements application-
specifi c functionality in the network may require changing the network ’ s 
core, which in turn may require changing higher-layer protocols and appli-
cations that depend, directly or indirectly, on the changed feature. 171  Thus, 
in a non-end-to-end network new applications are often  systemic  innova-
tions. Unless a single economic actor owns the network infrastructure ’ s 
visible information, can change it unilaterally, and can change affected 
higher-layer components (or doesn ’ t care about them), no single economic 
actor can realize such an innovation alone. Instead, the developer of an 
application must reach agreement on the necessary changes to the net-
work ’ s visible information and must convince the developers of affected 
components to adapt their components to the new specifi cations. In 
addition, higher-layer protocols and applications that relied on the changed 
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network functionality or interfaces must be adapted so they will continue 
to function over the network, and that requires more coordination. 

 Thus, an independent economic actor cannot simply develop an appli-
cation on her own; she must incur considerable coordination costs. In 
addition, an application developer cannot use the operational network 
infrastructure to test her application. She needs access to an experimental 
network in order to implement the necessary changes in the network ’ s core 
and then test the application in this new environment. If some of the 
affected functionality is implemented in hardware, the innovator cannot 
use the network to copy and distribute the innovation. Instead, the new 
hardware must be manufactured and physically distributed. Thus, develop-
ing and (potentially) producing and distributing the innovation is consid-
erably more costly in a non-end-to-end network than in an end-to-end 
network, and it requires a very different type of investment. 

 The physical capital required to develop an application will usually 
prevent non-commercial innovators without additional funding from engag-
ing in this type of innovation. In addition, non-commercial innovators may 
not have the resources to coordinate development across affected compo-
nent providers or to reach deployment. Owing to the higher investment 
required, the level of funds necessary may go beyond what angel investors 
can provide, forcing innovators to acquire the funds from venture capitalists 
or corporations. Thus, relative to an end-to-end network, a smaller and sig-
nifi cantly different set of innovators may be able to develop applications. 

 In sum, the architectural differences between architectures based on the 
broad version of the end-to-end arguments and architectures deviating from 
it result in two main differences. First, in a network based on the broad version, 
application developers can innovate independently, without permission or 
help from the network provider or other component producers. In a non-end-
to-end network, application developers usually have to coordinate their inno-
vation with the network provider and, potentially, with other component 
producers. Second, the set of innovators who can develop applications in an 
end-to-end network is larger and more diverse. In particular, application 
developers in an end-to-end network do not necessarily need outside funding. 
(Some of the benefi ts associated with this have been discussed above.) How 
these differences affect the amount and the type of application innovation 
that will occur under the two architectures will be explored in chapter 8. 

 We already saw that in the past innovators ’  ability to realize new appli-
cations without (or with only minor) outside funding was important. 
Throughout the Internet ’ s history, many successful applications, including 
eBay, Yahoo, Google, and Facebook, were developed by innovators in this 
category. (Chapter 8 will highlight additional examples.) Many of these 
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innovators were unable to get funding from venture capitalists or corporate 
investors when they fi rst tried. Everything else except for the network 
architecture being equal, they could not have realized their applications 
under a network architecture that required a larger amount of funding to 
realize the same application. 

 Thus, innovators with no or little outside funding really can produce 
successful innovations; this is not just a theoretical possibility. To make 
this point, the examples above focused on successful applications by inno-
vators in this category. This does not mean that these are the only types 
of potential innovators. Innovators whose resources go beyond the 
minimum set of resources required by the architecture can innovate too, 
and this contributes to the diversity of the innovator pool. A large and 
diverse set of innovators, in turn, is very important for innovation under 
uncertainty, as will be shown in chapter 8. 

 The chapter ’ s focus on successful innovators with no or little outside 
funding is not meant to imply that innovators from this category will neces-
sarily be successful. This book ’ s overall argument does not require such a 
claim. As we will see in chapter 8, new technologies are often affl icted with 
fundamental uncertainty, so no one can identify successful projects in advance. 
Under these circumstances, exploring a wide range of options is better than 
exploring only some. Some will succeed, and some will fail, but trying is the 
only way to fi nd out. Thus, failure is an integral part of the mechanism that 
produces successful innovation under uncertainty. Failed innovations are 
consistent with the book ’ s overall argument; they do not invalidate it. 

 Finally, although this chapter focuses on the minimum requirements 
for application innovation established by the Internet ’ s architecture, these 
are not the only factors infl uencing innovation. As we saw in chapter 1, 
the ultimate effect of an architecture on innovation at a specifi c place and 
time depends not only on the set of architectural and non-architectural 
constraints, but also on the characteristics of the actors exposed to the 
architecture and their existing and expected relationships with other 
actors. For example, Yahoo and Google started at Stanford University, a 
prestigious and well-connected institution with many formal and informal 
connections to Silicon Valley and with an infrastructure that encourages 
and supports student-led and faculty-led entrepreneurship. Mark Zucker-
berg ’ s success was incubated in the student social networks of elite univer-
sities (Harvard, Yale, Princeton, Stanford) and then developed more 
maturely only after Zuckerberg moved to Silicon Valley to get access to the 
capital and human resources available there. Thus, while these innovators 
were acting independently, using a small set of resources to create worth-
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while innovations, they benefi ted from the organizations, cultures, and 
networks in which they were embedded. Other innovators with similar 
personal resources who faced the same architectural constraints, but who 
were embedded in different organizations, cultures, or networks, may have 
been less successful in realizing the same innovation. 172  Whereas these 
differences may matter under an end-to-end architecture, they would not 
have been relevant under a network architecture that deviates from the 
broad version and requires a signifi cant amount of outside funding to 
realize the same application, since none of these actors had the resources 
necessary to pursue their innovation under that architecture. Thus, the fact 
that the Internet ’ s architecture enabled independent innovators with no 
or little outside funding to realize their ideas for an application was a nec-
essary but not necessarily a suffi cient condition for their success. 

 Systemic Innovation   Owing to its systemic nature, innovation that 
requires changes to the Internet architecture ’ s existing visible informa-
tion — that is, to the specifi cation of services and interfaces of the various 
components — cannot be performed by an independent economic actor 
alone. Realizing and deploying such an innovation involves three coordi-
nation problems. First, economic actors in affected sub-industries must 
coordinate their activities to agree on new specifi cations of the relevant 
visible information. For example, to change the specifi cations of the HTTP 
protocol that governs the interaction between browsers and Web servers, 
interested parties must cooperate within the Internet Engineering Task 
Force to adopt new specifi cations. Second, component providers in the 
affected sub-industries must adopt the new specifi cations and must design 
and produce new components according to the specifi cations. For example, 
organizations that develop browsers and servers (for example, Microsoft, 
Apple, the Mozilla Foundation, the Apache Foundation) must produce new 
versions of their programs that incorporate the changes. Third, depending 
on the position of the affected components in the architectural hierarchy, 
a large number of users and network operators may have to deploy the 
new components to enable their use in the operational Internet. 173  For 
example, end users must replace the browsers on their PCs, and content 
providers (such as the  New York Times ) and providers of other Web-based 
services (such as Flickr) must replace their servers. 

 Who can participate in the standard-setting part of these innovative 
efforts depends on who owns the standard and on how the standard is set. 
In open standards, any interested party can participate in the standard-
setting process. This applies, for example, to the core Internet standards 
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developed and maintained by the Internet Engineering Task Force, and to 
the Web protocol standards developed by the World Wide Web Consor-
tium. In contrast, industry consortia often limit participation, because of 
effi ciency considerations or for strategic reasons. Finally, a fi rm that owns 
a proprietary standard may evolve it independently. For example, Micro-
soft independently develops the application programming interfaces 
through which applications access transport-layer protocols such as TCP 
and UDP. 

 Once the new specifi cations are fi nished, independent economic actors 
can design and produce components to the new specifi cations — as long as 
they have access to the information necessary to design a compatible 
component. Again, small new fi rms funded by venture capitalists, and 
(depending on the component ’ s position in the layered hierarchy) non-
commercial innovators, may be able to engage in this activity. 
     
 



 6  Architecture and Competition among Makers of 

 This chapter focuses on an architectural feature that infl uences the benefi ts 
that component developers can expect from their innovation: the ability 
of one component to control how other components are executed. By 
describing how components cooperate to provide the overall functionality 
of a system, an architecture defi nes interdependencies between compo-
nents. As we will see, the nature of these interdependencies at the archi-
tectural level affects the economic relationships among the makers of 
components. 

 For example, if one component can affect how other components func-
tion, the maker of that one component can favor certain versions of the 
rest of the components. In this case, the architecture tips the balance of 
power toward the maker of the controlling component, who gains the 
power to tilt the competitive environment of other components in favor 
of selected component makers. Thus, by enabling one component to 
control others, an architecture can affect the range of competitive strate-
gies available to companies. 

 For-profi t innovators usually benefi t from an innovation by exploiting 
it commercially. How much profi t they can expect depends on the com-
petitive environment and, if the market is imperfectly competitive, on the 
economic strategies available to the innovator and the innovator ’ s com-
petitors. Thus, by changing the range of strategies available to component 
makers (or to those who later use these components), an architecture can 
infl uence the benefi ts that innovators may expect from an innovation. 

 Suppose that a system ’ s architecture enables the owner of one compo-
nent to block, or degrade the performance of, complementary components 
from another innovator. An independent innovator with an idea for a 
complementary component may anticipate that her new component 
might be discriminated against. This would lower her profi ts, and it 
might render an otherwise profi table innovation unprofi table. Expecting 

Complementary Components 
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discrimination in the future, she does not innovate today. In contrast, 
an architecture that provides no opportunity to discriminate against 
components provides a level playing fi eld. Since innovators will not have 
to account for a potential profi t reduction caused by discrimination, they 
can expect higher profi ts than under the  “ discriminatory ”  architecture. 
Thus, more innovations by independent innovators will be profi table 
under an architecture that precludes discrimination. Conversely, the owner 
of a controlling component may have a greater incentive to innovate 
under a discriminatory architecture, since he may be able to realize higher 
profi ts by blocking or degrading the performance of complementary 
components. 1  

 Consider the example of Skype. Widespread adoption of Internet-
telephony applications reduces network providers ’  profi ts from conven-
tional telephone service. If network providers had been able to prevent 
their users from using Internet-telephony applications in 2002, when 
Niklas Zennstr ö m and Janus Friis were thinking about building an Internet-
telephony application based on a peer-to-peer architecture, the innovators 
might have dropped the idea, fearing that network providers would block 
their application. But because Internet service providers were not able to 
detect Internet-telephony applications in 2002, 2  Zennstr ö m and Friis did 
not have to take into account a possible profi t reduction due to discrimina-
tion or exclusion. 

 The line of reasoning presented so far assumes that the owner of a 
controlling component  will  use the discriminatory power conferred by the 
architecture to discriminate against other components — or, in economic 
terms, that he will have an incentive to discriminate against them. If the 
owner of the controlling component has no incentive to use the architec-
ture ’ s discriminatory functionality, component developers will not be 
affected by the difference in architecture. 

 This chapter explores the effect of the ability to control components 
in the context of the Internet ’ s original architecture; the underlying 
theoretical framework, however, is general enough to apply to other 
architectures. The fi rst section explains how architectural differences 
between the original architecture of the Internet and a hypothetical 
architecture that deviates from the broad version of the end-to-end argu-
ments alter network providers ’  strategic options. The second section 
explores the conditions under which a network provider might have an 
incentive to discriminate against some applications. The third section 
explores the effect of architectural differences on network providers ’  pricing 
strategies. 



Architecture and Competition 217

 Architectural Differences — Application Awareness and Application Control 

 To explore how the broad version of the end-to-end arguments affects 
network providers ’  strategic options, I will compare the original end-to-end 
architecture of the Internet with the architecture of a hypothetical dis-
criminatory network. This discriminatory network has two characteristics. 
First, it is application-aware: it can distinguish between different applica-
tions that are using the network. Moreover, it can determine not only the 
general type of application (e.g., e-mail or the World Wide Web), but also 
the specifi c application (e.g., Firefox versus Internet Explorer) and the 
content (e.g., the website of the  New York Times  versus that of the  Wall 
Street Journal ). Second, the network can control the execution of applica-
tions. For example, the network provider can discriminate against, or 
exclude altogether, specifi c applications or content offerings (e.g., blocking 
Firefox but not Internet Explorer, or limiting the speed at which content 
from the  New York Times  website downloads). As we saw in chapter 2, a 
network with these characteristics violates the broad version of the end-
to-end arguments. 3  

 Apart from that, the discriminatory network provides the same general 
functionality as the Internet; it enables computers attached to distinct, 
interconnected physical networks to communicate. Users will not notice 
the difference unless the network provider begins to block or slow down 
the application they are using. 

 In the original architecture of the Internet, the network is application-
blind and unable to control the execution of applications. The Internet 
protocol receives data packets and transports them to their destination 
without differentiating between applications. The Internet protocol knows 
nothing about the application whose data it carries, 4  and the treatment of 
data packets at the network ’ s routers is independent of the application that 
sent the data. 5  Thus, as long the network provider respects the layering 
principle and does not look at the application information within a packet, 
the network cannot discriminate against applications; it sees only data 
packets traveling to a particular destination. 

 For network providers, the ability to control applications creates a set 
of strategic options that differs from that available under the Internet ’ s 
original architecture. First, a discriminatory network lets the network pro-
vider discriminate against specifi c applications or exclude them altogether. 
Second, the owner of a discriminatory network can set different Internet 
transport prices for different applications (e.g., charge more for an e-mail 
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packet than for a packet of Web content) or exclude applications to price 
discriminate between customers (e.g., allow the use of video conferencing 
only for users of its premium Internet service, not for users of its basic 
service). Third, under a discriminatory network, the owner can set an 
access charge for providers of complementary products. None of these 
three options are available in an end-to-end network. 

 Today ’ s Internet architecture partly follows this latter  “ discriminatory ”  
design. Whereas the original Internet was application-blind and unable to 
control the execution of particular applications, technologies such as deep 
packet inspection now enable Internet service providers and the providers 
of physical networks to distinguish between, and control, applications that 
use their networks. 6  However, the Internet does  not  currently enable 
network providers to set fi ne-grained, application-specifi c prices or sophis-
ticated access charges. 7  Thus, today ’ s Internet enables network providers 
to employ all the discriminatory strategies described in the next section 
but only some of the pricing strategies described in the fi nal section. 

 Effect of Ability to Discriminate or Exclude 

 By enabling a network provider to discriminate against specifi c applica-
tions, a discriminatory network enables a network provider to engage in 
noncooperative strategic behavior. That is, a network provider may maxi-
mize its profi ts by improving its position relative to potential rivals rather 
than working with them to maximize overall profi ts and functionality. 
This behavior generally increases the profi ts of one fi rm while reducing the 
profi ts of competing fi rms. 8  In contrast, in the original end-to-end archi-
tecture of the Internet, the Internet layer shields innovators at the trans-
port layer and the application layer from discriminatory or exclusionary 
actions by actors operating at the Internet layer or the link layer. 

 Of course, the architectural differences affect independent application 
developers ’  decisions to innovate only if a network provider actually makes 
use (or independent application developers believe it will make use) of 
the opportunity to discriminate against complementors 9  — in economic 
terms, if the ability to discriminate is accompanied by an incentive to 
discriminate. 

 The effect of the difference in architecture may be moderated by the 
structure of the market for the controlling component (in our case, the 
market for Internet services) or by the laws that govern exclusionary and 
discriminatory conduct by the provider of the controlling component. For 
example, a network provider may not have an incentive to discriminate if 
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it competes with other Internet service providers. And even if it has an 
incentive to discriminate, existing rules and regulations may still prevent 
the network provider from acting on this incentive. 10  

 In view of the interaction between architecture, regulations, and market 
structure, it is not surprising that network providers ’  deployment of dis-
criminatory technology has triggered a heated debate over whether their 
ability to discriminate should be regulated. Though the debate has broad-
ened over time (   box 6.1  ), a rule that would prevent network providers from 
blocking independent applications, content, or portals is central to every 
regulatory or legislative proposal supporting  “ network neutrality. ”  11  
Whether network providers have an incentive to use the discriminatory 
functionality available to them is highly relevant to this debate. Proponents 
of regulation base their calls for regulatory intervention on the threat of 
discriminatory or exclusionary behavior by broadband network operators. 
According to them, regulation is needed to mitigate that threat. If, however, 
a network operator has no incentive to discriminate against independent 
portals, content, or applications, regulation is not necessary. 12   

 Most commentators believe that the threat of discrimination against 
independent providers of complementary products can be mitigated by 
competition in the market for Internet services. 13  They assume that the 
market will restrict a network operator ’ s ability and incentive to discrimi-
nate. Their rationale is that competition has a disciplining effect. For 
example, if Comcast ’ s Internet-service customers want to access YouTube, 
but Comcast blocks YouTube, they will switch to another Internet service 
provider (ISP) that lets them use YouTube. Anticipating this, Comcast, 
wanting to keep its customers, will not block YouTube. This assumption 
about how market forces will operate is the basis for two common policy 
proposals. The fi rst proposal assumes that fostering competition between 
operators of different physical networks will mitigate a network provider ’ s 
ability and incentive to discriminate. 14  This proposal would increase com-
petition for Comcast by encouraging entry by other providers of physical 
networks — for example, by broadband wireless access providers, or by a 
local electricity company offering broadband service over power lines. The 
second proposal seeks to restore competition at the ISP level by requiring 
the owners of broadband networks to allow independent ISPs to offer their 
services over these networks. This proposal would increase competition for 
Comcast by giving independent ISPs, such as Earthlink, a right to offer 
their services over Comcast ’ s network. Depending on the commentator ’ s 
point of view, this regulatory response is called  open access ,  multiple access , 
or  forced access . 15  
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   Box 6.1 
 What Is Network Neutrality? 

 Every current network-neutrality proposal includes a rule that would prevent 

network providers from blocking specifi c applications or content. a  But beyond 

this, proposals for network neutrality differ in several ways. For one, should 

the rule ban only blocking, or both blocking and discrimination? If the rule 

does prohibit discrimination, what does it mean to not  “ discriminate ”  against 

an application? Must a network provider treat every packet identically? Or 

should providers be allowed to treat packets belonging to different classes of 

applications differently as long as they treat applications with similar require-

ments alike (e.g., a network provider could treat e-mail packets different from 

Internet-telephony packets, but could not treat Vonage packets differently 

from Skype packets)? A proposal ’ s approach to this question determines 

whether, and in what form, network providers would be able to offer Quality 

of Service under a network-neutrality regime. b  Next, if a network-neutrality 

regime lets network providers offer Quality of Service (or other forms of better 

transport, such as a higher bandwidth), who should the network providers 

be allowed to charge for it? There are four potential answers, each supported 

by at least some proponents of network neutrality: the network provider (1) 

can offer Quality of Service, but is not allowed to charge anyone for the use 

of the service (though it can increase the general price for Internet service), c  

(2) can charge its Internet-service customers, d  (3) can charge its Internet-

service customers and/or application and content providers, but is required 

to offer the service to application and content providers on a non-discrimina-

tory basis, e  or (4) can charge its Internet-service customers and/or application 

and content providers. Some proposals would ban any access charges to 

application and content providers, not just access charges in return for better 

transport. f  Finally, proponents of network neutrality disagree over whether a 

potential non-discrimination rule should be implemented as an  ex ante  rule 

or as an  ex post  rule, and what agency should be tasked with enforcing it. g  

 a. In some proposals, such a rule takes the form of users ’  rights to use the 

(lawful) applications and (legal) content of their choice. Usually there is an 

exception that allows network providers to block malicious applications and 

content, such as those involved in denial-of-service attacks. 

 b. A network that provides  “ Quality of Service ”  (QoS) offers different types 

of service to different data packets. For example, it may guarantee a minimum 

bandwidth or maximum delay, or it may give some traffi c priority over 

others without giving absolute guarantees. See, e.g., Peterson and Davie 

2007, pp. 499 – 525. For network-neutrality proposals banning QoS, see, e.g., 

Internet Non-Discrimination Act of 2006 (2006),  § 4(a)(6); Crawford 2007, 
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 Both the analysis in this chapter and the current policy debates turn on 
the question of whether, and under what circumstances, a network pro-
vider has an incentive to discriminate against, or to exclude, applications 
or content. After all, if network providers do not have an incentive to use 
the discriminatory functionality available in the discriminatory architec-
ture, the differences in architecture do not affect the economic environ-
ment for innovation. Because the answer may differ depending on the 
structure of the market for Internet services, the following analysis pro-
ceeds in two steps. In the fi rst step, we will suppose that the network pro-
vider is a local monopolist. 16  I don ’ t make any assumptions about the size 
of the network provider ’ s network relative to the nationwide network. 
Thus, the network provider ’ s network may be much smaller than the 
nationwide network. In the extreme case, the network provider owns the 
nationwide network and has a nationwide monopoly on the provision of 
Internet services. It may also offer products in the market for applications, 
content, or portals. 17  In the second step, we will suppose that the network 
provider competes with at least one other provider. To isolate the effect of 
architecture, we will assume, in both situations, that there are no legal 
rules preventing discrimination or exclusion. 18  The analysis focuses on the 
competitive interactions between the  “ network ”  and the  “ applications. ”  

pp. 403 – 404; for network-neutrality proposals allowing QoS, see, e.g., Internet 

Freedom and Nondiscrimination Act of 2006 (2006),  § 3(2); Internet Freedom 

Preservation Act (2007),  § 12(a)(5); Lessig 2006, p. 10. 

 c. E.g., Internet Freedom and Nondiscrimination Act of 2006 (2006),  § 3(2); 

Network Neutrality Act of 2006 (2006),  § 4(a)(7); Internet Freedom Preserva-

tion Act (2007),  § 12(a)(5). 

 d. E.g., Lessig 2006, pp. 8 – 10. For criticism of this proposal, see Frischmann 

2005, pp. 1009 – 1012. 

 e. E.g., Lessig 2008b, p. 9. For criticism of this proposal, see Sidak 2006. 

 f. E.g., Internet Non-Discrimination Act (2006),  § 4(a)(3); Lee and Wu 2009. 

For criticism of this proposal, see Hahn and Wallsten (2006) and Hemphill 

(2008). 

 g. E.g., Lessig 2008b, pp. 8 – 9 (favoring a legislative,  ex ante  rule enforced by 

the FCC); Shelanski 2007, pp. 101 – 105; Weiser 2008 (both favoring an  ex post  

regime enforced by the Federal Communications Commission or by the 

Federal Trade Commission).   

Box 6.1
(continued)
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 Architecturally, the network consists of the network layer and the Inter-
net layer, while the application domain consists of the transport layer and 
the application layer. 19  Economically, the network comprises two layers of 
economic activity: the operation of physical networks and the provision of 
Internet Protocol (IP) access and transport services. In reality, these activi-
ties may (or may not) be provided by different actors with separate eco-
nomic interests. The resulting competitive interactions between network 
operators and Internet service providers have featured prominently in the 
debate over whether independent ISPs should have  “ open access ”  to broad-
band cable networks in the United States. 20  To highlight the effects of 
architectural differences, the following analysis treats these players as a 
single economic entity, the  “ network provider, ”  that provides Internet 
access and transport services and operates the network infrastructure of a 
given physical network. The resulting service will be called  Internet service . 

 As we will see, a network provider may want to discriminate for one of 
three reasons: to increase or protect its profi ts, to control the bandwidth 
use on its network, or to exclude unwanted content. 

 The Network Provider Is a Monopolist in the Market for Internet Services 
 Economic theory predicts that a network operator with a monopoly in the 
market for Internet services will not generally have an incentive to dis-
criminate against independent applications. According to the  “ one monop-
oly rent ”  theory, a monopolist has no incentive to monopolize the market 
for a complementary product if the complementary product is used in fi xed 
proportions with the monopoly good and is competitively supplied. 21  

 In this case, there is only one fi nal product and therefore only one 
monopoly profi t available in the market. The monopolist can extract the 
complete monopoly profi t through its pricing of the monopoly good, and 
gains no additional profi t from monopolizing the complementary good. 
(For an example, see    box 6.2  .)  

 This line of reasoning suggests that the monopolist need not monopo-
lize the secondary market to extract the entire monopoly rent, and will 
therefore have no incentive to drive rivals from that market. In the context 
of the Internet, this would imply that an ISP with a local monopoly in the 
market for Internet services does not have an incentive to monopolize the 
market for a particular application, because it can extract the complete 
monopoly profi t simply though the pricing of its Internet service. 

 Moreover, economists note that the monopolist may benefi t from the 
presence of independent producers in the market for complementary prod-
ucts; if it benefi ts from their presence, the monopolist will welcome, not 
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   Box 6.2 
  “ One Monopoly Rent ”  Theory 

 To understand the reasoning behind the  “ one monopoly rent ”  argument, 

imagine two complementary products, A and B, that are used in fi xed 

proportions. a  Consumers are willing to pay amount  v  for a system consisting 

of one unit of A and one unit of B. The marginal costs of producing compo-

nent A and B are  c  A  and  c  B , respectively. Product A is supplied by monopolist 

M. Under these circumstances, the maximum profi t from the sale of a single 

system will be  v   –   c  B   –   c  A . Monopolizing the market for B would not help the 

monopolist realize a higher profi t. 

 If the market for product B is perfectly competitive, B will be sold at a 

price equal to its marginal cost,  c  B . Because consumers pay  c  B  for product B, 

the monopolist M can charge  v   –   c  B  for product A, and will make a profi t of 

 v   –   c  B   –   c  A . 

 If M has monopolized the market for B, it can sell systems consisting of 

A and B. Because  v  is the most consumers are willing to pay for the system, 

M charges  v  for the system and again makes a profi t of  v   –   c  B   –   c  A . Thus, M 

cannot increase its profi ts by extending its monopoly from A to B. 

 a. For similar examples in the context of tying, see Whinston 2001, p. 70; 

Gilbert and Katz 2001, pp. 33 – 34.   

exclude, independent producers of complementary products. This argu-
ment has been called  internalizing complementary effi ciencies . 22  

 If the presence of these independent producers generates additional 
surplus, the monopolist may be able to capture some of that surplus 
through its pricing of the primary good. In this case, the monopolist will 
earn greater profi ts when its rivals are in the market than when they are 
not in the market. The monopolist does not want to take sales from its 
rivals in the secondary market, but derives its profi ts by charging a higher 
price for the primary good. 23  Customers may fi nd Internet service more 
attractive if they can access a broader range of applications and content 
through this service. Thus, increasing the number of applications and the 
amount of content available online may enable the network provider to 
charge a higher price for Internet service. 

 Whether the presence of independent producers generates additional 
surplus depends on consumers ’  preferences, as well as on such things as 
the intensity of competition and the degree of differentiation in the com-
plementary market (   box 6.3  ).  



224 Chapter 6

   Box 6.3 
 Independent Producers as a Source of Surplus 

 The presence of independent producers of complementary products may 

benefi t the primary-good monopolist. As the intensity of competition 

increases, prices are driven down to marginal costs. Owing to the comple-

mentarity between both products, a  the monopolist benefi ts from lower prices 

in the complementary market. The lower that prices are in the complemen-

tary market, the higher the demand (if demand is responsive to price) or the 

consumer surplus (if demand is inelastic) will be — and, consequently, the 

higher the profi ts will be that can be extracted in the primary market. b  

 If the producers of a complementary component are not equally effi cient, 

the monopolist has an incentive to let the most effi cient supplier make the 

sales. This maximizes the consumer surplus available for extraction in the 

primary market. c  

 Given complementarity between markets and appropriate consumer pref-

erences, an increase in the quality or variety of complementary goods will 

increase consumers ’  valuation of the primary good. Consumer surplus rises if 

a rival with a differentiated complementary product enters the market and 

some consumers prefer the new product. d  The value consumers derive from 

greater variety may differ depending on the type of complementary product. 

For example, consumers may value a fi fth teleconferencing application less 

than they value a fi fth multi-player online game. 

 Sometimes, innovation and lower prices may be mutually exclusive 

goals. Behavior by a monopolist that forces independent producers to lower 

the quality-adjusted price of their products and price closer to marginal 

cost may improve  ex post  effi ciency (the rivals price closer to marginal cost, 

increasing output and effi ciency). However, this may ineffi ciently destroy 

their incentives to innovate by reducing or eliminating their returns to 

innovation. e  

 a. In general, two goods are complements if a decrease in the price of one 

increases the demand for the other. See Varian 1999, p. 112. 

 b. See, e.g., Farrell and Katz 2000. 

 c. See, e.g., Ordover, Sykes, and Willig 1985, p. 117. 

 d. See, e.g., Whinston 1990, pp. 850 – 852; Carlton and Waldman 2000, 

pp. 10 – 11. 

 e. For a model demonstrating this effect, see Farrell and Katz 2000.   



Architecture and Competition 225

 Whereas the  “ one monopoly rent ”  theory argues that exclusionary 
conduct in the complementary market will not increase the monopolist ’ s 
profi ts, the  “ internalizing complementary effi ciencies ”  theory suggests that 
such conduct may even reduce its profi ts. 

 Economic research shows that this line of reasoning is incomplete. In 
some cases, the logic underlying the  “ one monopoly rent ”  argument breaks 
down and the monopolist profi ts from monopolizing the complementary 
market. In these cases, the monopolist may profi t from the presence of 
independent producers in the complementary market, but the loss of these 
profi ts amounts to a cost that may be more than offset by the gains associ-
ated with monopolizing the secondary market. In other words, although 
the monopolist may profi t from the presence of independent producers by 
enjoying higher profi ts in the primary market, it may profi t even more by 
excluding them from the market. The monopolist will engage in exclusion-
ary conduct only if the associated profi ts are larger than the associated 
costs. 24  

 In each of the exceptions described below, the network provider faces 
the same trade-off: the exclusion of rivals in the market for a specifi c appli-
cation, content, or portal will increase the network provider ’ s profi ts. At the 
same time, the network provider ’ s Internet-service customers may fi nd its 
Internet service less attractive if they cannot use the excluded application, 
content, or portal. This will make the network provider ’ s Internet-service 
offering less profi table. The network provider will have an incentive to dis-
criminate against a particular complementary product only if the gains from 
excluding it exceed the profi ts lost in the market for Internet services. 

 The following analysis sets out the theoretical framework for these 
exceptions, highlights the conditions under which they apply, and dem-
onstrates that in the context of the Internet, these conditions may be met. 
In the fi rst set of exceptions, the exclusionary conduct increases the 
monopolist ’ s current profi ts. In the second set of exceptions, it preserves 
the monopolist ’ s current profi ts. 

 Exclusionary Conduct Increases Current Profi ts (Monopoly Extension)  
 The  “ one monopoly rent ”  argument is based on the assumption that the 
monopolist can extract all potential monopoly profi ts through sales of its 
primary good, so monopolizing the second, complementary market does 
not increase its profi ts. But research has identifi ed a variety of circum-
stances in which this assumption does not hold true. Under these circum-
stances, the monopolist can increase its profi ts by extending the monopoly 
to the complementary market. 
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 Four exceptions are particularly relevant in the context of the Internet. 
In the fi rst exception, rate regulation in the primary market prevents the 
monopolist from gaining the complete monopoly profi t through its pricing 
of the primary good. In the second exception, the primary good is not 
necessary for some uses of the complementary good, which makes it 
impossible for the monopolist to extract all monopoly profi ts through its 
pricing of the primary good. In the third exception, the complementary 
product is a source of outside revenue (such as advertising revenue or sales 
commissions) that the monopolist cannot extract in the primary market. 
In the fourth exception, which is a variant of the third, only the monop-
olist ’ s complementary product is a source of outside revenue, and this 
revenue is lost when rival producers make the sales. This exception is par-
ticularly relevant to Voice over Internet service. 

 Rate Regulation in the Primary Market   Rate regulation limits the price a 
monopolist can charge for its product, forcing the monopolist to set a price 
lower than the monopoly price. If a monopolist is subject to rate regulation 
in the primary market, this will prevent it from realizing monopoly profi ts 
in the primary market. By extending its monopoly to a second, unregulated 
complementary market, the monopolist gains the ability to recover forgone 
monopoly profi ts through sales of the second good. 25  

 In the context of the Internet, if regulation restricts the price that a 
network provider with a local monopoly in the Internet-services market 
can charge for Internet services, then monopolizing the market for one or 
more applications may enable the network provider to make up for lost 
monopoly profi ts. This may give the network provider an incentive to 
exclude rivals from that market, or to discriminate against rivals in order 
to shift sales to its own application product. The profi tability of this strat-
egy will depend on several factors, including the extent of product differ-
entiation and the intensity of competition in the application market, the 
relative effi ciency of the different application providers, and the size of the 
profi t margin in the regulated market for IP services. 26  In the United States, 
network providers are not subject to rate regulation in the market for 
Internet services, so this exception is not applicable. 

 Primary Good Not Essential   In this exception, uses of the complementary 
good that do not require the primary good make it impossible for the 
monopolist to extract all monopoly profi ts through its pricing of the 
primary good. For this exception to apply, three conditions must be met 27 : 
the monopolized product is not essential for all uses of the complementary 
good (i.e., some uses of the complementary good do not require the primary 
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good), the monopolist can prevent its rivals from selling their version of the 
complementary good to users of the primary good, and the complementary 
market is subject to economies of scale or network effects. The fi rst condi-
tion explains why the monopolist would want to extend its monopoly to 
the complementary market in spite of its monopoly in the primary market. 
The second and third conditions provide the mechanism that enables the 
monopolist to extend its monopoly to the complementary market. 

 Suppose there is some use of a complementary good that does not 
require the primary good. As a result, the complementary market is divided 
into a  “ systems market ”  for uses that require the primary good and a 
 “ stand-alone market ”  for uses that do not require it (   fi gure 6.1  ). Consumers 
in the  “ systems market ”  desire both the primary and the complementary 
good, whereas consumers in the  “ stand-alone market ”  desire only the 
complementary good.  

 Now suppose there are rival producers of the complementary good. The 
monopolist can extract all monopoly profi ts in the  “ systems market ”  
through its pricing of the primary good. But since consumers in the  “ stand-
alone market ”  do not buy the primary good, the monopolist derives no 
profi t from its rivals ’  sales in that market. Moreover, the presence of rivals 
constrains the monopolist ’ s ability to price its version of the complemen-
tary good in the  “ stand-alone market. ”  Thus, the monopolist cannot earn 
monopoly profi ts in the  “ stand-alone market ”  unless it has a monopoly in 
that market too. Consequently, the monopolist needs to drive its competi-
tors from the complementary market to be able to charge monopoly profi ts 
in the  “ stand-alone market. ”  28  

 The second and third conditions provide the mechanism that enables 
the monopolist to extend the monopoly to the complementary market: in 
the presence of economies of scale or network effects, the monopolist may 
be able to drive potential rivals from the complementary market by exclud-
ing them from the  “ systems market. ”  

Systems

market

Stand-alone

market

Primary good

market
Primary market

Complementary market

 Figure 6.1 
 The  “ systems market ”  and the  “ stand-alone market. ”  
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 When the second condition is met, the monopolist can deprive rival 
producers of complementary products of any sales in the  “ systems market. ”  
This behavior does not exclude rivals from the  “ stand-alone market. ”  
Given economies of scale 29  in the complementary market, the remaining 
sales to customers in the  “ stand-alone market ”  may not suffi ce to reach an 
economically effi cient scale. Thus, rivals excluded from the  “ systems 
market ”  may be forced to exit the  “ stand-alone market ”  too. 

 Similarly, in the presence of network effects (   box 6.4  ) in the comple-
mentary market, exclusion from the  “ systems market ”  may suffi ce to drive 
competitors from the complementary market or into a niche existence.  

 If the benefi ts derived from a bigger network are large relative to the 
benefi ts of product differentiation in the network good, 30  competition 
between two incompatible technologies 31  ,   32  usually will result in domina-
tion of the market by a single technology. 33  This is because network effects 
give rise to strong positive feedback loops in technology adoption. If a 
technology is subject to network effects and the competing technologies 
are incompatible, a larger network is more valuable, so more consumers 
will join that network. The resulting increase in network size will make 
that network even more valuable, which, in turn, will motivate even more 
consumers to join it. Once this positive feedback loop sets in, the affected 
technology will quickly pull ahead of its rivals in market share, and 
will ultimately dominate the market. This phenomenon is known as 
 “ tipping. ”  34  

 Because small initial advantages may quickly get magnifi ed, minute 
differences (in either perception 35  or reality) may determine who wins the 
competition for the market. Therefore, establishing an early lead in installed 
base (i.e., in the total number of customers who already bought the network 
good) large enough to start the positive feedback loop is an important 
strategy in network markets. 36  Thus, if a monopolist blocks its rivals from 
access to its primary-good customers in the  “ systems market, ”  the monopo-
list can capture  all  customers who want to buy the complementary product 
in that market. If the  “ systems market ”  is large enough, the monopolist ’ s 
advantage in that market may enable it to reach a critical mass of the 
complementary product ’ s customers that is so attractive to other customers 
that the positive feedback loop sets in. Once this happens, rivals will not 
be able to catch up. 

 If the presence of rivals increases consumer surplus, the exclusion of 
rivals may reduce the monopolist ’ s profi ts in the  “ systems market. ”  37  In 
this case, monopolizing the complementary market increases the monop-
olist ’ s profi ts if the gain from monopolizing the  “ stand-alone market ”  is 
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   Box 6.4 
 Network Effects 

 Network effects exist if the utility that an individual customer derives from a 

good depends on, and increases with, the number of other customers who 

buy that good (or goods compatible with it). a  

 If the benefi ts of consuming a good directly result from the size of the 

network, b  the network effects are  “ direct. ”  c  Communication services such as 

the telephone, e-mail, or instant messaging are examples; the more people 

who can be reached by using the service, the more valuable the service 

becomes. Direct network effects exist for some software applications as well. 

The greater the number of people who use a particular word-processing soft-

ware, the easier it is to exchange documents. The greater the number of people 

who own a particular multi-player game, the easier it is to fi nd someone with 

whom to play it. 

 Network effects of another kind arise if consumers ’  demand for the primary 

good increases with the variety of complementary goods and services. d  These 

 “ indirect ”  network effects arise from supply-side economies of scale in the 

complementary market. A larger installed base for the primary product (i.e., 

a larger number of consumers who have already bought the primary product) 

allows application developers to spread sunk development costs over a larger 

potential sales base. Thus, in the presence of economies of scale and free entry 

into the complementary market, a larger customer base leads to lower costs 

and greater variety of complementary products. For example, application 

developers fi nd it more attractive to develop applications for an operating 

system with a larger number of customers. The higher number of applications 

available for the operating system with the larger number of customers, in 

turn, makes this operating system more attractive to customers who consider 

buying a new operating system. Thus, the value consumers derive from the 

operating system increases with the number of other users of the operating 

system. Contrary to direct network effects, consumers do not derive benefi ts 

from the larger network as such, but from the increased variety of comple-

mentary products that results from the larger network. 

 a. See the defi nition by Katz and Shapiro (1985, p. 424). For an analysis of 

network effects in the context of information goods, see Shapiro and Varian 

1999, chapters 7 – 9. For an analysis of the legal implications of network 

economic effects, see Lemley and McGowan 1998. For critical voices, see 

Liebowitz and Margolis 2001; Kolasky 1999. 

 b. The size of the network is the number of consumers owning compatible 

units of the network good. 

 c. See, e.g., Katz and Shapiro 1985, p. 424. 

 d. See, e.g., Katz and Shapiro 1985, p. 424; Katz and Shapiro 1994, p. 99.   
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larger than the loss resulting from excluding rivals from the  “ systems 
market. ”  38  Thus, the monopolist has an incentive to exclude its rivals only 
if the gains in the  “ stand-alone market ”  are larger than the losses in the 
 “ systems market. ”  

 If the complementary market is subject to network effects, two factors 
make it particularly likely that the gains in the  “ stand-alone market ”  are 
indeed larger than the loss in the  “ systems market, ”  so that the monopolist 
will have an incentive to discriminate. First, the potential profi ts from 
winning the competition between incompatible technologies are huge. 
Higher profi ts from monopolizing the complementary market make it 
more likely that the benefi ts of exclusion are larger than the costs. Imagine 
a competition between incompatible technologies both of which are 
subject to indirect network effects. If the winning standard is protected by 
intellectual property, the winner can make money on any primary or 
complementary product that uses the standard. In view of the potentially 
large number of complementary products in markets with indirect network 
effects, licensing fees can lead to substantial profi ts. 39  For example, in a 
competition between media-player technologies, a winner with a proprie-
tary standard protected by intellectual property will not only dominate the 
market for media players, but will also be able to charge licensing fees for 
every song or video encoded for use with the player. Thus, in markets 
subject to network effects the benefi ts of exclusion are particularly high. 
Second, if the complementary product is subject to network effects, the 
presence of an independent rival in the complementary market will not 
necessarily increase the monopolist ’ s profi ts in the  “ systems market. ”  If 
the monopolist ’ s complementary product and the rival ’ s complementary 
product are not compatible, sales to the rival decrease the size of the user 
network for the monopolist ’ s complementary product. As a result, the 
value that users can derive from the monopolist ’ s complementary product 
(and the profi t the monopolist can extract from them in the primary 
market) is lower than it would be if the rival made no sales. 40  Thus, 
although the presence of a rival in the complementary market may increase 
the network provider ’ s profi ts in the primary market (because customers 
of the rival product value the ability to use that product), it may also reduce 
the profi ts that the network provider can derive from selling its own 
version of the complementary product. Overall, this lowers the costs of 
exclusion. Higher benefi ts and lower costs make it more likely that exclu-
sion will be profi table. 

 The conditions underlying this model may be met in the Internet 
context. Consider the market for residential broadband Internet access in 
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the United States. 41  In some areas of the country, the owner of a cable 
network or a telephone network that provides broadband Internet access 
through an affi liated broadband Internet access provider may well be a 
local monopolist. 42  If this network provider offers a complementary product 
not only to customers of its Internet service but also to customers nation-
wide, then its primary product, Internet service, will be essential only to 
its Internet-service customers. The area covered by the network constitutes 
the  “ systems market. ”  Customers who live outside that area constitute the 
 “ stand-alone market. ”  

 This business model is common. For example, where AOL can strike a 
deal with owners of cable networks, it offers its portal bundled with broad-
band Internet access. Consumers nationwide can also buy the portal 
without access; this is known as the  “ bring your own access ”  option. 43  
Other AOL services, including MapQuest and AOL Moviefone, are also 
offered to all consumers on the Internet. Microsoft ’ s search engine and 
Hotmail are available to all, not only to customers of Microsoft ’ s Internet 
service. 44  Similarly, if a provider of narrowband access has a local monop-
oly on narrowband access but offers its portal to all Internet users, the 
narrowband-access service will not be essential for customers accessing the 
portal via broadband-access services. 45  

 In the hypothetical network, the monopolist can prevent rivals ’  applica-
tions, content, or portals from running over its network. As a result, the 
monopolist ’ s Internet-service customers — the consumers in the  “ systems 
market ”  — are not able to access or use these products. Thus, rivals are 
deprived of sales in the  “ systems market. ”  

 The markets for software applications, Internet content, and portals are 
subject to signifi cant economies of scale. Whereas development of these 
products and services is characterized by large fi xed costs, the marginal 
costs of production and distribution over the Internet are small. Thus, the 
marginal cost of production 46  is low relative to the average cost of produc-
tion, 47  resulting in signifi cant economies of scale. 48  

 In addition, many software applications are subject to direct or indirect 
network effects. 49  For example, instant messaging and Internet telephony 
become more valuable as more and more people can be contacted through 
them. 50  Viewers of multimedia content are subject to indirect network 
effects 51 : the larger the catalog of content available in a given format, the 
more highly users will value viewers that are compatible with that format. 
At the same time, the larger the installed base of viewers compatible with 
that format, the more likely it is that a content provider will be willing to 
incur the costs of coding its content in that particular format. 
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 Given economies of scale or network effects, an Internet service provider 
may be able to force its rivals from the nationwide market for a particular 
application, content, or portal by excluding them from access to its Inter-
net-service customers. Whether this exclusion will drive competitors from 
the nationwide market will depend on the size of economies of scale with 
respect to the complementary product, on the strength of potential network 
effects with respect to that product, and on the sizes of the monopolist ’ s 
network (i.e. the number of its Internet-service customers) and the remain-
ing network (i.e. the number of customers of other Internet-service 
providers). 

 If a network provider prevents market rivals for a particular application 
or for particular content from accessing its Internet-service customers, this 
reduces the number of applications and the amount of content available 
to these customers; consequently, these customers may not be willing to 
pay as much for the Internet service. Thus, a network provider will have 
an incentive to monopolize the market for a particular type of application, 
content, or portal only if the profi t from additional application, content, 
or portal sales nationwide more than offsets the reduction in revenues 
from broadband access. 52  Whether this condition is met is an empirical 
question. 53  

 In some cases, the network provider may not manage to drive its com-
petitors from the complementary market — for example, because the 
number of its Internet-service customers may be too small, relative to the 
size of the market for the application or content in question, to deprive 
its rivals of minimum effi cient scale. As we will see, this does not neces-
sarily imply that the network provider will not have an incentive to 
discriminate: exclusion may still be a profi table strategy, even if the 
network provider does not manage to monopolize the complementary 
market. 

 Complementary Product Source of Outside Revenue   A monopolist in the 
primary market may also be unable to extract the maximum possible profi t 
through its sales of its primary good if some of the revenue in the comple-
mentary market comes from outside sources. For example, a fi rm might 
follow the example of the mass media, selling access to its customers to 
advertisers and other third parties. 54  In the extreme case, consumers get a 
fi rm ’ s product or service for free, while all of the fi rm ’ s revenue comes from 
outside sources. 55  Google ’ s search engine is an example of this. This excep-
tion may apply whether or not the monopolist ’ s primary product is essen-
tial for use of the complementary good. 
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 If fi rms in the complementary market derive some of their revenue from 
outside sources, a monopolist in the primary market may be unable to 
maximize profi t unless it monopolizes the market for the complementary 
good too. 

 Consider fi rst the variant of the exception in which all uses of the 
complementary good require use of the primary good. For this variant to 
apply, the monopolist must earn less if it extracts the advertising revenue 
from its rivals than if it excludes its rivals, monopolizes the complementary 
market, and captures all outside revenue directly. Exclusion in the market 
for the complementary good may reduce the value to consumers of the 
primary good and hence reduce profi ts in the primary-good market. For 
exclusion to be profi table overall, the net gains in outside revenue that 
result from exclusion must be larger than the profi t reduction in the 
primary-good market. 

 Suppose, for example, that fi rms in the complementary market offer 
their product or service for free and make all their revenue from selling 
access to their customers to advertisers and other third parties. 56  Usually, 
the primary-good monopolist can use a variety of tactics to  “ squeeze ”  
revenue from its rivals in the complementary market. 57  Suppose that these 
tactics are perfectly effective and extract all profi ts from the complemen-
tary market. 58  Even in this case, exclusion can be more profi table than 
employing these tactics if exclusion increases the total profi tability of the 
complementary market. 

 If the value of the complementary market is greater when foreclosed, 
the net gains from exclusion will be larger than the net gains from extrac-
tion no matter how well the monopolist is able to extract rents from the 
complementary market. 59  The crux of this argument is whether and how 
foreclosure will increase the value of the complementary market. This is 
where outside revenues are crucial. First, outside revenues may increase 
with monopolization, insofar as a single provider is able to exert market 
power and increase prices. Second, the value of access to customers may 
increase disproportionately with the number of customers being accessed. 
For example, an advertiser may value access to 100,000 customers at 
$10,000 (10 cents per customer) but may value access to a million custom-
ers at $200,000 (20 cents per customer). Third, the monopolist may have 
information that allows it to increase the value of access to consumers in 
the complementary market. Fourth, if all fi rms in the complementary 
market incur fi xed costs, the reduction in fi xed costs resulting from the 
reduction in the number of fi rms may increase the overall value of the 
complementary market. Fifth, employing the tactics used to extract rents 
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without foreclosure may involve higher administrative and negotiation 
costs than foreclosure. 

 By monopolizing the complementary market, the primary-good monop-
olist will also monopolize the side of the market that consists of selling 
third parties access to the users of the complementary good. 60  Before fore-
closure, third parties who wanted to buy access to users of the complemen-
tary good had a variety of platforms they could use. After foreclosure, they 
must go through the monopolist ’ s complementary product. If providers of 
the complementary product and third parties negotiate advertising fees, 
the primary-good monopolist probably will be in a stronger bargaining 
position than suppliers of the complementary good previously were in, 
and may be able to negotiate a higher price. Alternatively, if advertising 
prices are determined through an auction, the auction is likely to be more 
competitive when the third parties all have to bid in the same auction. 61  
Finally, if suppliers of the complementary good directly set prices for 
advertisers, the monopolist may be able to charge higher (per customer) 
prices directly as a result of the reduced competition than suppliers of the 
complementary good could previously charge. 62  

 For various reasons, third parties may value access to customers dispro-
portionately such that with access to more customers they have a higher 
value per customer. The value of access to a customer can be thought of as 
the expected additional profi ts made from additional sales to that customer 
less the cost of access to that customer (e.g., delivering an advertisement 
to that customer). There are then three ways to increase the value of access 
to a given customer: increase the profi t margin on additional sales to that 
customer, increase the additional sales to that customer, or decrease the 
cost of accessing that customer. For example, if an advertiser incurs a one-
time cost of dealing with a provider of a complementary good (for example, 
because the advertising prices are negotiated), accessing a large block of 
customers through a single provider of a complementary good rather than 
accessing several smaller blocks through several providers will reduce the 
per-customer costs of accessing customers and will increase the value of 
accessing a specifi c customer in the sense defi ned above. In addition, access 
to different customers can result in different values through the three com-
ponents identifi ed above. For example, a customer who buys more items 
with higher profi ts margins and is cheaper to access will be more valuable. 
Ultimately, how buying access to more customers at once affects the value 
per customer is an empirical question. 

 Owing to its relationship with consumers in the primary market, the 
monopolist may have information about its customers that enables it to 
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charge higher prices (per customer) to third parties than other fi rms in the 
complementary market. 63  The third parties may value this information, 
insofar as it allows them to better target the type of consumers in which 
they are interested. 64  

 If fi xed costs are high relative to marginal costs, foreclosure will reduce 
the total costs of servicing customers by eliminating the duplication of the 
fi xed costs. If the primary-good monopolist chooses to extract outside 
revenue from complementary-market producers without foreclosing the 
market, the monopolist will have to leave suffi cient rents for the producers 
of the complementary good to cover their costs. Foreclosure can then 
increase the total rents that can be extracted from the complementary-
good market. 

 Finally, even if the per-customer prices charged to third parties stay 
the same, the monopolist ’ s profi ts may be lower if there are rivals in 
the market, owing to the costs of negotiating and administering the 
access fees. 

 Thus, the monopolist will have an incentive to exclude its rivals from 
the complementary market if the net gains from capturing the outside 
revenue directly more than offset the reduction in profi ts that results from 
the reduction in variety of complementary goods. 65  

 The other variant of this exception may apply if the monopolist ’ s 
primary good is not essential for all uses of the complementary good. This 
is a special case of the  “ primary good not essential ”  exception outlined 
above. Since the primary-good monopolist cannot extract the outside 
revenue generated by consumers who use a rival ’ s complementary good 
without the monopolist ’ s primary good, the monopolist has an incentive 
to monopolize the market for the complementary good to capture all the 
outside revenue available in that market. If the complementary good is 
subject to economies of scale or to network effects, the monopolist may 
be able to drive its competitors from the  “ stand-alone market ”  (the market 
for uses of the complementary good that do not require the monopolist ’ s 
primary good) by excluding them from the  “ systems market ”  (the market 
for uses of the complementary good that require the monopolist ’ s primary 
good). 66  Again, the monopolist will have an incentive to discriminate only 
if the net gains in the complementary market are larger than the profi t 
reduction in the primary market. 

 The conditions underlying this exception may be met in the Internet 
context. In the markets for Internet content, portals, and applications, 
fi rms often derive at least some of their revenue from outside sources by 
selling access to customers to advertisers or to online merchants. 67  For 
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example, the search engine Google makes almost all of its revenue from 
advertising fees. 68  The portals AOL and Yahoo are at least partly fi nanced 
by advertising fees or online sales commissions. 69  The social networking 
site Facebook also is based on this business model. 

 Consider fi rst the variant of the exception in which the network pro-
vider offers the complementary product only to customers of its own 
Internet service. Since the discriminating functionality in the network 
enables the monopolist to exclude applications from the network, the 
monopolist network provider can extract at least some of its rivals ’  outside 
revenue. The monopolist can condition the  “ access ”  of rivals ’  complemen-
tary products and services on payment of an access fee that captures some 
or all of the rivals ’  outside revenue. Some owners of cable networks in the 
United States use this practice with respect to ISPs. Unaffi liated ISPs who 
want to offer their service over a cable network have to pay a fi xed fee per 
customer. In addition, the owner of the cable network receives a portion 
of the outside revenue that the ISP earns per customer. 70  

 Thus, the discriminatory technology enables the network provider to 
choose between two strategies. It can give competing providers of the 
complementary product access to its network and charge a fee to extract 
some of their advertising revenue. Under this strategy, the rivals have to 
keep enough advertising revenue to pay the costs associated with serving 
the customers of their complementary product. Alternatively, the network 
provider can exclude all competing providers of the complementary 
product from its network and sell advertisers access to all of its Internet-
service customers who use the complementary product. For example, 
Comcast could let AOL and Yahoo onto its network, but could require 
them to pay Comcast at least a portion of their outside revenue, or it could 
exclude all competing portals from its network, become the only portal 
available to its Internet-service customers, and directly sell access to its 
Internet-service customers to all advertisers who would like to advertise to 
Comcast ’ s Internet-service customers on the portal. 

 Although a monopolist will be able to capture some or all of its rivals ’  
outside revenue in the complementary market by threatening exclusion, 
its outside revenue may be higher if it excludes rivals from the comple-
mentary market and collects the outside revenue directly. 

 First, selling access to one large group of customers as a whole may yield 
substantially more revenue than selling access to subgroups of that group 
separately. This is obvious if the monopolist network provider manages 
to monopolize the market in which advertisers buy online access to its 
Internet-service customers. 71  To do this, however, the network provider 
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would have to exclude from its network all applications, content, and 
portals that are fi nanced through advertising and are operated by providers 
not affi liated with the network provider. This may not be a realistic strat-
egy. However, foreclosure of many applications, content offerings, and 
portals is likely to generate some market power for the network provider 
and allow it to charge a higher rate per customer even if the network pro-
vider cannot completely monopolize the market in which advertisers buy 
online access to its Internet-service customers. Alternatively, the network 
provider is likely to gain some market power over advertisers through 
exclusion from the complementary market if advertisers view  “ access to 
customers through the complementary product ”  as a differentiated product 
that they cannot get elsewhere. Products in this category may include 
 “ yellow pages ”  (because they provide advertisers with access to customers 
looking to buy something), portals (because of their reach), 72  websites 
specializing in a particular type of content such as cars or fi nance, and 
websites catering to a specifi c demographic group (because they provide 
access to customers with specifi c interests or characteristics). 73  If the 
network provider manages to monopolize the customer side of one of these 
product categories, it may be able to realize higher advertising rates by 
becoming the sole provider of this type of advertiser access to its Internet-
service consumers. 74  Even without monopolizing a specifi c market in 
which advertisers buy access to the network provider ’ s Internet customers, 
selling access to a large block of customers may be more profi table than 
selling access to subgroups of that block. For example, Google has more 
users than Yahoo or Microsoft, 75  and is currently able to realize higher 
revenue per search than either of these companies. 76  The ability to realize 
higher revenue per search is attributed to two factors. First, there are 
network effects between the advertiser and the user side of the market. 
More users make a search engine more attractive for advertisers. Even if an 
ad is relevant to a user, the probability that a user will click on the ad and 
buy something on the website is relatively low. As a result, advertisers want 
to show their ads to a large number of users to have a meaningful number 
of people actually buy their product. 77  As Google has by far the largest 
number of users, Google ’ s advertising space is in the greatest demand. The 
prices for ads shown to users of search engines are determined at auctions 
where advertisers can bid for the right to have their ads shown. A higher 
number of advertisers increases competition in these auctions, which 
increases the prices for ads shown. 78  At the same time, users interested 
in buying something value the ability to view relevant ads; the more 
advertisers are willing to show their ads on the search engine, the higher 
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the chance that there will be advertisers whose offerings are relevant to 
the user. 79  Second, Google ’ s methods of charging for ads and of placing 
ads result in more revenue per search than, for example, Yahoo ’ s. 80  Google 
determines where ads will be placed not only on the basis of what price 
the advertiser is willing to pay, but also on the basis of the likelihood that 
the ad will be clicked on. This lets relevant ads rise to the top, even if the 
corresponding advertiser has bid to pay a lower price. As advertisers pay 
only for ads that are clicked on, and the mechanism shows ads that are 
more likely to be clicked on, this increases the overall revenue per search. 
Now suppose that Google was a network provider and could exclude com-
peting providers of search engines from access to its Internet-service cus-
tomers. Google would make more revenue if it was the only search engine 
its customers could use (and it sold advertising on its search engine directly) 
than if some of its Internet-service customers used other search engines, 
even if the other search engines gave all of the resulting advertising revenue 
to Google. 81  Owing to the network effects operating between the customer 
side of the market and the advertiser side, the increase in customers prob-
ably would enable Google to realize even higher revenue per search. 82  
Furthermore, selling access to a large block of customers as a whole may 
be more profi table than selling access to subgroups of that block separately, 
because advertisers value both breadth and depth; they want to reach as 
many consumers as they can, and they want to reach consumers who have 
specifi c needs or characteristics. 83  Content, portal, or application providers 
with a large number of customers can often meet both needs, so they 
command higher advertising prices per click. In addition, a large provider 
of applications or content often has an in-house sales team that sells ad 
space on the company ’ s online offerings directly to advertisers. Smaller 
providers of content or applications do not have their own sales teams and 
often sell their advertising space through advertising networks (intermedi-
aries that aggregate ad space from a large number of content or application 
providers and sell it to advertisers). Ad space on large websites that is sold 
directly to publishers can be sold at a much higher rate than ad space sold 
through advertising networks. For example, the investment fi rm Piper 
Jaffray estimated that an ad on a typical portal or a large specialized website 
could cost at least $8 – $10 per 1,000 page views (for example, an ad on 
MSN may cost $45 to $70 per 1,000 page views, and an add on the website 
of the  Wall Street Journal , which reaches a specifi c and highly valuable 
audience, may cost $65 to $90 per 1,000 page views), whereas an average 
collection of sites sold through an advertising network may cost about 
$1 – $2 per 1,000 page views. 84  This means that a website belonging to a 
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larger conglomerate that sells its own advertising space can command 
much higher advertising revenue per user than an independent website. 
Imagine a network provider whose website or application belongs to the 
fi rst category. For example, Yahoo partners with network providers to sell 
co-branded Internet access services. 85  In addition, Yahoo has many web-
sites, some with very large reach (such as portals) and some targeted at 
specifi c customer groups (such as auto and fi nance sites). This enables 
Yahoo to sell its advertising space at very high rates. 86  Now imagine that 
Yahoo ’ s fi nance offering competes with a new independent website that 
is not part of a larger conglomerate, does not have its own advertising sales 
force, and sells its advertising space through an advertising network. Yahoo 
could realize more advertising revenue if the users of the independent site 
used Yahoo ’ s website than if they used the independent website, even if 
the independent website transferred all of its advertising revenue to 
Yahoo. 

 Second, the network provider ’ s revenue may be higher if it excludes 
rivals from the complementary market and collects the outside revenue 
available in that market directly, because through its billing relationship 
with customers of its Internet service, a network owner has data about 
customer demographics. This enables it to charge higher advertising fees 
or commissions for online sales than many of its rivals in the complemen-
tary market. 87  

 Third, the network provider may be able to reach higher net gains in 
outside revenue under foreclosure, if its costs of serving the additional 
customers after exclusion are lower than the costs incurred previously by 
its rivals. 88  Without foreclosure, rivals ’  costs affect the network provider ’ s 
revenue: the amount of revenue the network provider can extract from 
applications, content, and portals will be limited, because the providers 
need to keep enough of their revenue to cover their fi xed and variable 
costs. 89  Many applications, content providers, and portals have high fi xed 
costs and low marginal costs. 90  This makes it more likely that exclusion 
provides a net gain in outside revenue: owing to the low marginal costs, 
the network provider ’ s costs of serving additional customers after fore-
closure will be small, but the high fi xed costs associated with a specifi c 
application will be paid only once, not several times. 

 Finally, owing to the potentially large number of complementary prod-
ucts, negotiating and administering the access charges for unaffi liated 
content, applications, and portals may be prohibitively expensive. In any 
event, these transaction costs will further decrease the monopolist ’ s profi ts 
if rivals are present in the market. 91  
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 Thus, if fi rms in the market for a particular type of application, content, 
or portal derive some of their revenue from outside sources, a monopolist 
in Internet services may have an incentive to monopolize that market in 
order to capture all the outside revenue available in that market directly. 
This will be true as long as the net gains in the complementary market 
exceed the reduction in profi ts in the market for Internet services. 

 Now consider the second variant of the exception, in which the network 
provider offers its complementary product not only to its Internet-service 
customers but also to customers nationwide. In this case, it may have an 
incentive to exclude its rivals in the complementary market from access 
to its Internet-service customers in order to drive the rivals from the 
nationwide market and to capture the advertising revenue in the part of 
the market that consists of the customers of other network providers who 
use the complementary product (this is a special case of the  “ primary good 
not essential ”  exception described above). For example, suppose AOL had 
a monopoly in a particular local market for Internet services. This would 
not let AOL capture the advertising revenues made by rival portal providers 
in areas outside AOL ’ s local market. Thus, in this example, AOL would 
have an incentive to exclude rival portal providers from access to its Inter-
net-service customers, in order to monopolize the nationwide market for 
portals and capture all the advertising revenue in that market, if the result-
ing net gains in the complementary market would be larger than the 
reduction in profi ts in the market for Internet services. The analysis in this 
case follows the analysis in the subsection on the  “ primary good not essen-
tial ”  exception above. 

 Monopolist ’ s Complementary Product Source of Outside Revenue   In the last 
exception, only the network provider — not its rivals in the complementary 
market — can realize higher outside revenues. Thus, letting rivals make the 
sales and then extracting the outside revenue from them is less profi table 
to a network provider than making the sales directly. 

 This exception is a variant of this line of reasoning. The network pro-
vider ’ s offering is a source of outside revenue; the rivals ’  offering does not 
provide this revenue. Thus, this revenue is lost if rivals make the sales. As 
a result, the network provider has an incentive to make as many sales as 
possible directly. 

 Consider a local phone company that offers broadband Internet service 
over its network. 92  Vonage, Skype, and other independent companies offer 
Voice over IP (VoIP) services to customers of this network provider. Since 
the price of long-distance calls made by means of VoIP tends to be lower 
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than the price of long-distance calls made by means of conventional tele-
phone service, the network provider ’ s customers who use VoIP will place 
fewer long-distance calls using the network provider ’ s  “ legacy ”  telephone 
service. 

 To the network provider, conventional long-distance services are a 
source of outside revenue that is not similarly available to providers of 
VoIP services. In the United States, local phone companies are paid an 
 “ access charge ”  by long-distance providers for every long-distance call they 
originate or terminate. Because access charges were traditionally intended 
to cross-subsidize local telephone service, regulators have mostly set them 
signifi cantly above the costs of originating or terminating long-distance 
calls. Thus, for many local phone companies, access charges are an impor-
tant source of revenue. 93  Independent VoIP providers threaten this revenue. 
When more of the network provider ’ s customers place their long-distance 
calls using VoIP, the network provider receives fewer access charges. If 
independent VoIP providers are excluded from the network and the 
network provider does not offer a VoIP service itself, 94  customers who want 
to make long-distance calls will be forced to use the conventional tele-
phone service. Thus, exclusion in the VoIP market protects the network 
provider ’ s current profi ts. 95  

 It is not surprising that the fi rst publicly documented incident of VoIP 
blocking in the United States involved a rural telephone company. 96  In 
February 2005, the VoIP provider Vonage complained to the Federal Com-
munications Commission that its Internet-telephony application was 
being blocked by Madison River Communications, a rural telephone 
company based in North Carolina. In March 2005, after a short investiga-
tion, Madison River and the FCC entered into a consent decree. Madison 
River agreed to pay $15,000 to the US Treasury and to stop blocking VoIP 
applications; the FCC terminated the investigation. Access charges make 
up a substantial portion of rural phone companies ’  revenue, so the com-
panies have a high incentive to guard them. 

 In several countries, monopoly providers of telephony services have 
blocked international VoIP calls in order to maintain the revenue they 
accrue from settlement charges. For international calls, carriers in different 
countries negotiate these charges; a settlement charge is split between the 
two providers. These charges are often set signifi cantly above costs, espe-
cially if one of the providers is a national monopolist in its country. 97  If 
users in these countries place or receive calls using Internet telephony, the 
local telephony provider loses the chance to earn revenue from these settle-
ment charges. To prevent this, network providers in Saudi Arabia, the 
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   Box 6.5 
 Incentive to Discriminate in the Absence of Regulation 

 In the absence of regulation, local phone companies would have no incentive 

to block provision of Internet-telephony, or Voice-over-Internet-Protocol 

(VoIP), service by independent providers if they could price their Internet 

service in a way that allowed them to realize the same revenue that they make 

by offering traditional telephone service. For example, if someone were to 

stop using the telephone and begin using an independent provider ’ s VoIP 

service, the network provider could increase that person ’ s Internet-service rate 

until the additional profi t from Internet service equals the profi t that the 

network provider would have realized if the person were still using the tele-

phone (i.e., until the additional profi t from Internet service for that customer 

equaled the lost profi t from telephone service for that customer). a  

United Arab Emirates, Mexico, and other countries have blocked Internet-
telephony applications altogether. 98  

 In the example discussed above, the existence of outside revenue is a 
result of regulation that requires long-distance providers to pay above-cost 
access charges to local phone companies. It is more diffi cult to determine 
whether local phone companies that are local monopolists in the market 
for Internet services (this assumption holds throughout the subsection 
titled  “ Network Provider Is a Monopolist in the Market for Internet Ser-
vices ” ) would also have an incentive to block VoIP in the absence of such 
regulation (   box 6.5  ).  

 Exclusionary Conduct Preserves Current Profi ts (Monopoly Preservation)  
 In the models described above, the monopolist ’ s exclusionary conduct 
is driven by the desire to extend its monopoly to the complementary 
market in order to increase its current profi ts. In this section, the monopo-
list pursues a different goal: by harming rivals in, or excluding rivals 
from, the complementary market, it seeks to protect its monopoly in that 
market or in another market. The exclusionary conduct maintains, rather 
than increases, the monopolist ’ s current level of profi ts. In the absence 
of this conduct, however, the monopolist ’ s profi ts would shrink or 
disappear. 99  

 Models in this category share the following features: The primary-
good monopolist has a monopoly in one market (call it market X) that 
is threatened by new entry, by the expansion of fringe competitors, or 
by other developments. For some reason, the presence of rivals in the 
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 Replicating current phone profi ts via Internet-service rates is not trivial, 

though. Because some telephone charges are based on use, network providers 

would not only have to introduce use-based elements into the Internet-service 

pricing structure (a pricing structure currently based on fl at-rate pricing); they 

would also have to price Internet use differently depending on the application 

being used — for example, charging a different price for transport of VoIP 

packets than for transport of e-mail packets. Though this is possible in theory, 

there are many reasons it may not be feasible in practice — for example, cus-

tomer resistance to deviations from fl at-rate pricing, or the cost of implement-

ing a fi ne-grained accounting and billing system for Internet use. Thus, simply 

pricing their Internet services differently may not allow network providers to 

replicate the profi ts that they generate from telephone use. 

 Network providers may be able to reach this goal, however, by excluding 

independent providers ’  VoIP applications allowing only their own. This was 

not an option in the example above, because the outside revenue was lost 

regardless of who provided the VoIP. But if we assume that there is no outside 

revenue in the case, then, by excluding independent VoIP providers from 

access to its Internet-service customers, a network provider who is a local 

monopolist in the Internet-services market also gains a local monopoly in the 

market for VoIP services. This monopoly, in turn, will give the network pro-

vider more fl exibility in pricing VoIP, and may enable it to replicate the 

revenue formerly realized through traditional phone services. For example, it 

might offer a higher fl at rate for Internet services and VoIP services combined. 

This idea that a fi rm with a monopoly in a primary market may have an 

incentive to exclude competitors from a secondary, complementary market 

in order to get more pricing fl exibility (e.g., to facilitate price discrimination) 

is well acknowledged in the literature. b  

 In sum, network providers may not be able to replicate their phone 

revenues simply by pricing their Internet service differently, and thus they 

may have an incentive to block the VoIP services offered by independent 

providers even in the absence of regulation of traditional long-distance access 

charges. 

 a. The network provider could also try to replicate traditional telephony 

profi ts by charging Internet-telephony applications an access charge that is 

equal to or greater than the potential lost profi t. However, for reasons dis-

cussed in notes 28 and 95 to this chapter, this alternative may be less attrac-

tive than exclusion. 

 b. See, e.g., Ordover, Sykes, and Willig 1985, pp. 119 – 121; Farrell and Weiser 

2003, pp. 107 – 109.   

Box 6.5
(continued)
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complementary market is a part of this threat; stated differently, if the 
presence of rivals in the complementary market continues, the monopo-
list ’ s position in market X may be weakened. Exclusionary behavior in the 
complementary market may be able to deter or destroy the emerging com-
petition. Thus, the monopolist harms or excludes its rivals in the comple-
mentary market to preserve the monopoly in market X. 

 The models differ with respect to the market in which the monopolist ’ s 
position is threatened; they also differ in how they explain why exclusion-
ary behavior in the complementary market can remove that threat. The 
following analysis highlights two cases that may be relevant in the context 
of the Internet. 

 Monopoly Preservation in the Primary Market   In this class of models, exclu-
sionary behavior in the complementary market maintains a monopoly in 
the primary market. 100  

 In models that fall into this category, the monopolist faces potential 
competition in the primary market. It can deter entry into the primary 
market by engaging in exclusionary conduct in the complementary market. 
By deterring rivals ’  entry into the primary market, the exclusionary behav-
ior in the complementary market preserves the monopoly in the primary 
market. 

 Economists have come up with a number of explanations as to why 
exclusionary conduct in the complementary market may deter entry into 
the primary market. One explanation is particularly relevant in the context 
of the Internet: the exclusionary behavior in the complementary market 
harms future competitors in the primary market by depriving them of a 
source of complementary products. 101  As a result, in order to make any 
sales in the primary market, an entrant to the primary market must also 
enter the complementary market. If this is signifi cantly more diffi cult or 
costly than entering the primary market alone, potential entrants to the 
primary market may be deterred. 

 For this strategy to succeed, two conditions must be met. First, the 
monopolist ’ s exclusionary behavior in the complementary market must 
deprive a potential entrant into the primary market of a source of comple-
mentary products. As a result, the entrant cannot enter only the primary 
market; it must enter both markets at once. Second, simultaneously enter-
ing both markets must be more costly than the sum of the costs of entering 
each market on its own 102 ; otherwise, the exclusionary behavior in the 
complementary market is not likely to have an adverse effect on entry into 
the primary market. 
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 Economists have identifi ed four reasons why simultaneous entry into 
both markets may be signifi cantly more costly than the sum of the costs 
of entering each market on its own: increased cost of capital, differing 
economies of scale in the two markets, the uncertainty of innovation, and 
the existence of indirect network effects. 

 Increased Cost of Capital   An entrant forced to break into both markets may 
face an increased cost of capital if it has experience relevant to operating 
in only one of the markets. If the skills and knowledge necessary to succeed 
in both markets differ considerably, the increased probability of failure due 
to inexperience in one of the markets may lead lenders to charge a higher 
rate for the necessary capital. The risk premium will be even larger if the 
entrant has to incur huge sunk costs to enter the market, because sunk 
costs cannot be recovered if the entrant fails. 103  

 Differing Economies of Scale   Entering two markets is more diffi cult than 
entering one market if the minimum effi cient scale in the two markets 
differs considerably. If it does differ considerably, an entrant must choose 
between operating on an ineffi ciently small scale in one market and operat-
ing on an unnecessarily large scale in the other. Either strategy may sig-
nifi cantly increase an entering fi rm ’ s operating costs. 104  

 Uncertainty of Innovation   In view of the uncertainty associated with the 
innovative process, the need to innovate successfully in two markets prob-
ably will decrease the chance of successful entry. Let us assume that the 
probability of innovating successfully in one component is  k . In this case, 
the chances of successful innovation in  n  components are  k n  . Unless  k  is 
close to 1,  k n     is considerably lower than  k . 105  Thus, the probability of suc-
cessful innovation in  n  components required to enter  n  markets simultane-
ously is lower than the probability of successful innovation and successful 
entry in one component market. 

 Existence of Indirect Network Effects   If the primary good is subject to indirect 
network effects 106  and any available complementary goods are offered 
exclusively with the monopolist ’ s platform, an entrant into the primary 
market faces a  “ chicken and egg ”  problem. Owing to consumers ’  desire for 
variety in complementary products, consumers prefer a primary good that 
already offers a wide array of complementary goods and services. At the 
same time, owing to economies of scale and sunk costs in the 
development of complementary products, developers of complementary 
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products prefer to develop products for primary goods that already have a 
large number of users. Thus, an entrant into the primary market  “ either 
has to offer consumers much lower value or has to incur large sunk costs 
to develop (or subsidize) a wide range of [complementary goods and ser-
vices] before there is a large user base to purchase them. ”  107  

 The conditions underlying this theory may be met in the Internet 
context. For exclusion in the complementary market to deter rivals from 
entering the market for Internet services, the exclusionary behavior in the 
complementary market must deprive a potential entrant to the Internet-
service market of a source of complementary products. By excluding rival 
producers of Internet portals, content, and applications from its network, 
the monopolist network provider may be able to drive rivals from the 
nationwide markets for these products. 

 To deprive a potential entrant of a source of complementary products, 
the monopolist not only must drive rival content and application produc-
ers from the market; it also must deny access to its own content and 
applications to consumers outside its network. 108  Otherwise, a rival network 
provider ’ s customers could simply access the monopolist ’ s content and 
applications through the rival ’ s Internet service. 109  Hence, for a particular 
application or content, this strategy and the  “ primary good not essential ”  
strategy are mutually exclusive. 110  

 Thus, this theory is applicable only if an Internet service provider offers 
proprietary content and applications exclusively to customers of its Inter-
net service 111  and if there are (perhaps owing to the exclusion of rivals) not 
enough remaining independent applications, content, or portals available 
that could be used by customers of rival network providers. 112  In this case, 
a new entrant into the market for Internet services must develop (or sub-
sidize the development of) its own content or applications. 

 One may wonder whether the second condition mentioned in the pre-
ceding paragraph will ever be met in the Internet context. After all, portals, 
content, and applications are available to anyone using the Internet. But 
the condition may be met in the market for Internet services for mobile 
phones, or in emerging national markets in countries outside the United 
States. For example, there may not be enough independent applications 
or enough content adapted to the limitations associated with accessing the 
Internet from a mobile phone. 113  And in a country that recently started 
adopting the Internet, there may not be enough independent applications 
or content in the country ’ s national language. 

 We might also imagine that consumers perceive certain applications 
and content — for example, search engines or e-mail — as indispensable 



Architecture and Competition 247

elements of Internet use. If these applications and this content are available 
only with the incumbent provider ’ s Internet service, consumers may not 
consider an entrant ’ s Internet service an adequate alternative unless the 
entrant offers a similar set of applications and content. In this case, to deter 
entry into the market for Internet services, the incumbent does not have 
to drive all existing independent applications, portals, and content from 
the market. All it has to do is restrict the exclusionary conduct to applica-
tions and content that consumers view as essential. Although there will be 
independent applications and content left that customers of a rival Inter-
net service could use, the entrant will still be forced to enter the market 
for specifi c applications and content in order to compete in the primary 
market. 114  

 For exclusion in the complementary market to deter rivals from entering 
the market for Internet services, the exclusionary conduct must not only 
deprive a potential entrant into the Internet-service market of a source of 
complementary products, but simultaneously entering the market for 
Internet services and the market for content or applications must be more 
diffi cult or costly than entering the market for Internet services alone. This 
requirement is fulfi lled too. Simultaneous entry into both markets is more 
diffi cult or costly than entry into the Internet-services market if the two 
markets each exhibit at least one of the four characteristics described 
above. In the Internet context, all four characteristics are present: entry 
into both markets requires different capabilities, production in the two 
markets is subject to differing economies of scale, success in the different 
markets is uncertain, and, owing to the incumbent ’ s exclusionary conduct, 
the provision of Internet service is subject to indirect network effects with 
respect to the individual provider ’ s network. 

 Developing software applications or interesting content requires capa-
bilities that are very different from the capabilities required to operate a 
network, and a potential entrant to the market for Internet services may 
not have both sets of capabilities. 115  In addition, most of the cost of entry 
into those complementary industries consists of the sunk costs of develop-
ing the offering — costs that cannot be recovered in case of failure. 116  Thus, 
if an entrant to the primary market is required to enter complementary 
markets as well, the risks associated with entry may be considerably greater 
than if it only enters the primary market. Taking these risks into account, 
investors probably will charge higher rates for fi rms who wish to access 
both markets simultaneously. 

 The market for Internet services and the markets for complementary 
products are subject to very different economies of scale. For example, 
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McKinsey estimated that assuming an average per-customer revenue of 
$18.00 to $22.50 in 2005, a broadband PC portal in Germany would need 
more than 8 million users to break even. 117  In contrast, the economies of 
scale of building and operating IP networks are much lower. 118  

 Although network technology is undergoing rapid change, a new entrant 
into the market for Internet services does not have to innovate, but can 
take advantage of existing technology. The development of applications 
and content is less predictable. If a potential entrant to the market for 
Internet services has to develop several applications and services in order 
to compete with the incumbent ’ s Internet service, the uncertainty associ-
ated with each development reduces the likelihood of successful entry into 
the market for Internet services. 

 Internet service is subject to indirect network effects. 119  The greater the 
number of applications and content that are available for users, the more 
valuable Internet service becomes. At the same time, the development of 
content and applications is subject to economies of scale. 120  Having more 
users allows developers of applications and developers of content to spread 
the fi xed costs of development over a larger sales base, so that the more 
users they have, the higher the variety of applications and content and the 
lower their cost will be (under free entry into these markets). 121  

 Technically, any application based on the Internet protocol can run 
over any network that supports the protocol, as long as the network is 
connected to the public Internet. As a result, the relevant network for 
indirect network effects is not an individual provider ’ s network; it is the 
global Internet. Thus, Internet service providers compete under conditions 
of compatibility. 

 By excluding independent applications from its network and offering its 
own applications exclusively to its own Internet customers, an Internet 
service provider changes the nature of the competition from competition 
among compatible networks (in which the benefi ts resulting from adding a 
new user — i.e., the increased number of applications resulting from addi-
tional users — accrue to anyone connected to the Internet) to competition 
between incompatible networks (in which the benefi ts of adding a new user 
are limited to the customers of the new user ’ s ISP). Thus, by using this strat-
egy, the ISP reintroduces indirect network effects with respect to its own 
network. 122  Application developers and content developers then have to 
decide whether to offer their product to the customers of the ISP with the 
 “ closed ”  network or to the customers of ISPs with an  “ open ”  strategy. Owing 
to economies of scale in the production of application and content, the 
developers will base their decision on the sizes of the different networks. 
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 Because an entrant to the market for Internet services does not have 
any customers yet, it will have diffi culty attracting application developers 
and content developers to write for its network rather than for that of the 
incumbent, which already has a large number of customers. Owing to the 
incumbent ’ s strategy, the entrant will face the  “ chicken and egg ”  problem 
described above: consumers will not subscribe to its Internet service unless 
it has an attractive array of content and applications, and developers will 
not produce applications and content for its network without an attractive 
number of users. 123  

 Thus, a monopolist provider of Internet services may be able to deter 
entry into the Internet-services market by excluding rival producers of 
applications, content, and portals and offering its own content and appli-
cations exclusively to customers of its own Internet service. 124  This strategy 
may reduce consumers ’  valuation of the monopolist ’ s Internet service, 
since excluding rival producers of applications, content, and portals reduces 
the variety of complementary products available. Thus, in deciding whether 
to employ such a strategy, the monopolist must trade off the loss in Inter-
net-service fees against the gains in future monopoly profi ts. 

 Monopoly Preservation in the Complementary Market   A monopolist may 
also use its monopoly over the primary good to protect a monopoly in the 
complementary market against dynamic competition. In this case, the 
exclusionary conduct in the complementary market preserves the monop-
oly in that market. 125  

 The structure of the model and the underlying reasoning are parallel to 
the  “ primary good not essential ”  case. 126  The monopolist has a monopoly 
in the primary market; the complementary market is subject to economies 
of scale or network effects. Some uses of the complementary good do not 
require the primary good. As a result, the complementary market comprises 
a  “ systems market ”  and a  “ stand-alone market. ”  By excluding its rivals in 
the complementary market from the former, the monopolist can force 
them to exit the latter. 

 In the  “ primary good not essential ”  case, the monopolist uses this 
mechanism to extend its monopoly to the complementary market. In the 
case under consideration here, the monopolist uses the same mechanism 
to protect a legally acquired monopoly against emerging competition in 
the complementary market. 

 Such a scenario may be particularly relevant if the complementary 
market belongs to an R & D-intensive industry in which there is dynamic 
or  “ Schumpeterian ”  competition. 127  Owing to intellectual-property rights, 
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economies of scale, or network effects, R & D-intensive industries are prone 
to short-run exercises of market power. In other words, competition in 
these markets often leads to dominating of the market by a single fi rm. 
Firms in these industries typically compete  “ for the market, ”  not  “ within 
the market. ”  Though fi rms with market power (the winners of the competi-
tion) are an inherent feature of such industries, their dominance may be 
temporary. Rapid technological change and pivotal innovations may cause 
demand for their product to collapse quite suddenly. For example, rivals 
may come up with a vastly superior product or develop a new product that 
makes the incumbent ’ s product obsolete. Thus, the primary constraint on 
incumbents in these industries is dynamic competition — that is, innova-
tion by other fi rms seeking to replace the existing fi rm. To avoid being 
dislodged by rivals, incumbents must innovate. 

 In the scenario described above, a monopolist could use its market 
power in the primary market to preserve the legally obtained market power 
in the complementary market, thereby distorting the dynamic competition 
for future market power. Instead of innovating to stay ahead of competi-
tors, the monopolist could simply exclude rivals from the systems part of 
the complementary market, preventing them from ever growing large 
enough and reaching the scale or network size they must reach to displace 
the incumbent. 

 As was explained above, the conditions underlying this model are 
common in the Internet context. Network providers may be local monopo-
lists in the market for Internet services, but may offer applications, content, 
or portals to consumers nationwide; these latter markets are usually 
subject to signifi cant economies of scale — and, potentially, to network 
effects. In addition, at least some of these markets undergo rapid techno-
logical change. Not surprisingly, markets for software applications are 
the canonical example of R & D-intensive industries subject to dynamic 
competition. 128  

 Now consider a network provider that is a local Internet-services monop-
olist and has a dominant position in the nationwide market for a particular 
application. This monopolist has an incentive to exclude rivals from the 
market for that application to protect itself from dynamic competition. 

 This theory played an important role in the Federal Communications 
Commission ’ s evaluation of the merger between AOL and TimeWarner. 
TimeWarner owned a number of broadband cable networks, while AOL 
offered its instant-messaging program to consumers nationwide and 
held a dominant position in that market. The FCC was concerned that 
the merged fi rm could use its control over broadband cable networks to 
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disadvantage rivals seeking to overturn AOL ’ s legally acquired monopoly 
in instant-messaging services. To alleviate this problem, the FCC approved 
the merger subject to a condition (among others) that required AOL Time-
Warner to interoperate with instant-messaging competitors before offering 
 “ advanced ”  instant-messaging services. 129  

 Profi tability of Discrimination without Monopolization   When thinking 
about the profi tability of exclusionary conduct, researchers commonly 
focus on the ability of and the incentives for a primary-good monopolist 
to monopolize the market for selected complementary products. This line 
of analysis is based on the implicit assumption that discrimination is prof-
itable only if the primary-good monopolist monopolizes the complemen-
tary market. But, as will be shown in this section, this focus may be too 
narrow. A network provider may have an incentive to discriminate against 
an application even if the network provider fails to drive the application 
from the market. 

 Focusing on monopolization leads researchers to underestimate the 
likelihood of discriminatory behavior by network providers. If discrimina-
tion is profi table only if the network provider monopolizes the complemen-
tary market, then a network provider will discriminate only when it can 
expect to drive its competitors from the complementary market. If discrimi-
nation is profi table even if the network provider does not manage to 
monopolize the complementary market, it is much more likely to occur. 

 The following analysis will cover four of the six exceptions outlined 
above, 130  and is based on the assumption that depriving rivals of access to 
the network provider ’ s Internet-service customers will increase sales of the 
network provider ’ s complementary product. At least some of the network 
provider ’ s Internet-service customers who, absent exclusion, would have 
used a rival ’ s complementary product will use the network provider ’ s offer-
ing instead. Thus, by excluding rival producers of applications or content 
from its network, the network provider gains additional sales from its 
Internet-service customers at the expense of its rivals. If the complemen-
tary product is subject to economies of scale or to network effects, and the 
network provider offers its complementary product to customers nation-
wide, exclusion from access to the network provider ’ s Internet-service 
customers may force rivals to operate at an economically less effi cient scale 
or with a smaller network of customers. This puts the rivals at a competi-
tive disadvantage in the rest of the market too, potentially leading to even 
greater success of the network provider ’ s complementary product in that 
part of the market. 131  
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 Will an increase in sales of the network provider ’ s complementary 
product increase its profi ts, even if the network provider does not monopo-
lize the complementary market in question? As we will see, the common 
theme that emerges from the analysis is that, in all the exceptions dis-
cussed below, the marginal benefi ts of serving an additional customer are 
larger than the marginal costs of serving the customer. As a result, every 
additional sale results in a net gain for the network provider, whether or 
not it monopolizes the complementary market. 

 This alone does not make exclusion a profi table strategy. The network 
provider has an incentive to exclude its competitors from a specifi c com-
plementary market only if the net gains from the additional sales in the 
complementary market are larger than the associated reduction in profi ts 
in the Internet-services market. 

 More Sales at Market Prices   In a perfectly competitive market subject to 
constant returns to scale, simply increasing the number of sales at the 
market price will not increase profi ts. In such an industry, long-run equi-
librium prices equal marginal costs, resulting in zero profi t per unit sold. 
As a result, a fi rm cannot increase its profi ts by making additional sales at 
the market price. Instead, it has to gain a monopoly position that enables 
it to raise prices above marginal costs. 

 Markets for applications, content, and portals are different. In these 
markets, exclusionary conduct need not result in a monopoly to increase 
the network provider ’ s profi ts; it suffi ces if exclusion results in a larger 
number of sales. 132  This is due to the cost structure underlying the pro-
duction of applications and content; the production of these goods has 
high fi xed costs and low marginal costs. Though the cost of developing 
the fi rst instance of an application may be signifi cant, the cost of pro-
ducing additional copies may be small. Because of the need to cover 
fi xed costs, these products are priced signifi cantly above marginal costs. 133  
In these circumstances, a fi rm need not charge monopoly prices to 
increase its profi ts; making additional sales at the market price may be 
suffi cient. 134  More sales enable the fi rm to spread the fi xed costs of pro-
duction over more units, resulting in lower average costs per unit and a 
higher profi t margin at the same price. Put differently, once a fi rm has 
made enough sales to cover the fi xed costs, any additional sale at the 
market price only adds to the profi ts. For example, gross margins of 
80 percent or 90 percent are common for computer software, 135  so in 
these markets any additional sales may lead to a signifi cant increase in 
profi ts. 
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 By excluding rival producers of complementary products from its 
network, a network provider gains additional sales of its own complemen-
tary product. If marginal profi ts are positive, these sales increase the pro-
vider ’ s profi t even if the rivals are not driven from the complementary 
market completely. This has important implications for the relevance of 
the  “ primary good not essential ”  exception. As we saw above, a network 
provider ’ s ability to monopolize a nationwide complementary market by 
excluding rivals from access to its Internet-service customers will depend 
on a variety of factors, including the exact size of economies of scale with 
respect to the complementary product, the strength of potential network 
effects with respect to that product, and the size of both the monopolist ’ s 
network and the remaining network. 136  

 Ultimately, monopolization may not always be a realistic prospect, but 
this does not automatically remove the network provider ’ s incentive to 
discriminate, since monopolization is not necessary to increase the network 
provider ’ s profi ts. As long as the exclusion of rivals from its Internet-service 
customers translates into more sales of its complementary product, and 
the additional profi ts are larger than the costs of exclusion, exclusion will 
be a profi table strategy. And because the conditions underlying the  “ primary 
good not essential ”  exception 137  are often met, exclusion may often be a 
profi table strategy. 

 More Outside Revenue   As was explained above, 138  a network provider may 
have an incentive to monopolize a complementary market if the comple-
mentary product garners outside revenue that cannot be extracted in the 
market for Internet services. 

 Again, there are two variants of this exception. First, if the network 
provider offers its complementary product only to its own Internet-service 
customers, then, as we saw above, its outside revenue may still be higher 
if it excludes rivals and collects the outside revenue directly than if it tries 
to capture rivals ’  outside revenue by threatening exclusion. This increase 
in profi t, however, is not dependent on a monopolization of the market 
for the complementary product. This is easy to see if the market for the 
complementary product is subject to network effects between the customer 
side and the advertiser side of the market, and if demand from advertisers 
increases faster than the amount of advertising space available. For example, 
Google collects more advertising revenue per search than its competitors 
in the search-engine market because of this type of network effect, and 
because of superior technology — not as the result of a monopoly position 
in the search-engine market. Similarly, the difference in revenue per 
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customer between websites that belong to a conglomerate that sells its 
advertising space directly and independent websites that sell their advertis-
ing space through advertising networks does not hinge on having a 
monopoly position in the respective markets for the complementary 
product. 

 In addition, through its billing relationship with customers of its Inter-
net service, the network provider has data on customer demographics that 
may enable it to charge higher per-customer fees than many of its rivals 
in the market for Internet content, portals, and applications. 139  Again, this 
ability is not dependent on a monopoly in the complementary market. 

 If, as in the second variant, the complementary product is offered to 
customers outside the network provider ’ s network, the provider cannot 
extract the advertising revenue that rivals realize from customers who do 
not use the provider ’ s Internet service. The only way to get this advertising 
revenue is to convince consumers to use the network provider ’ s comple-
mentary offering. 140  As we saw above, online advertising rates usually are 
set per 1,000 page views. Having more customers (and therefore more page 
views) results in higher advertising revenue even if the advertising rate 
stays the same. In view of the low marginal costs of serving an additional 
customer with content, applications, or a portal, the marginal advertising 
revenue from an additional customer in the complementary market prob-
ably will be larger than the marginal cost of serving that customer. More-
over, a larger customer base may enable the network provider to raise its 
per-customer advertising rate, thereby realizing even higher net gains. 
More customers make an online offering more attractive. If the number of 
interested advertisers grows more quickly than the amount of advertising 
space available, the advertising rate per customer may increase. As we saw 
above, the search-engine market exhibits such a network effect between 
the customer side and the advertiser side. 141  

 Remember, though, that a network provider will have an incentive to 
exclude rivals in the complementary market from access to its Internet-
service customers only if the increase in advertising profi ts from the larger 
number of customers in the complementary product outweighs the reduc-
tion in profi t in the market for Internet services. 

 A similar argument applies to the variant of this exception, described 
above, 142  in which a network provider excludes Internet-telephony provid-
ers from access to its Internet-service customers in order to preserve the 
outside revenue from access charges associated with traditional long-
distance calls. This strategy will also be profi table even if the provider 
does not exclude the Internet-telephony providers from its customers 
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completely. Access charges are per-call charges set by regulators, and can 
still be charged even if some long-distance customers are lost. Every long-
distance call lost to an Internet-telephony provider reduces profi ts; thus, 
the more conventional long-distance calls the network provider manages 
to keep, the higher its profi ts. 

 Monopoly Preservation in the Complementary Market   In the  “ monopoly 
preservation in the complementary market ”  exception outlined above, 143  
the network provider excludes rival producers of a complementary product 
from access to its Internet-service customers in order to preserve a legally 
acquired monopoly in the complementary market. This analysis assumes 
that the monopolist will be able to keep its rivals out of the nationwide 
market by excluding them from access to its Internet-service customers. 
Even if the monopolist is not large enough to keep its rivals out of the 
complementary market completely, exclusion from a part of the market 
may put them at a competitive disadvantage by making them operate at 
a less effi cient scale or with a smaller network. Relative to a world without 
exclusion, this may slow the erosion of the network provider ’ s monopoly 
in the complementary market, extending the length of time that it can 
charge monopoly profi ts. 144  

 Network Provider Faces Competition in the Market for Internet Services 
 To this point, we have assumed that the network provider is at least a local 
monopolist in the market for Internet services. This assumption aligns with 
standard economic thinking about vertical exclusionary conduct in com-
plementary markets: according to economic theory, an economic actor 
without monopoly power in the primary market will be incapable of 
excluding competitors from the complementary market by using vertical 
practices such as tying, vertical mergers, or exclusive dealing. 145  A monop-
oly in the primary market is therefore considered an indispensable precon-
dition for successful monopolization of the secondary market. 146  

 On this theory, it is not surprising that most of the literature on vertical 
exclusionary conduct in markets for complementary products focuses on 
exclusionary conduct by monopolists. After all, the same conduct is not 
likely to pose any signifi cant anti-competitive threat if the fi rm faces com-
petition in the primary market. 147  This theory has also shaped economists ’  
evaluation of existing fi rms ’  behavior in a complementary market. Allega-
tions of anti-competitive conduct in a secondary market are often coun-
tered by evidence that the accused fi rm does not have monopoly power 
in the primary market. 148  Alternatively, the analysis of the monopoly case 
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is used as an argument  a maiore ad minus : if a monopolist in the primary 
market lacks the ability and incentive to impede competition in the sec-
ondary market, it is argued, then a competitive fi rm ’ s conduct will pose 
even less of a threat. 149  

 Based on this line of reasoning, most commentators believe that the 
threat of discrimination against independent providers of complementary 
products can be mitigated by competition in the market for Internet ser-
vices. 150  Stated differently, it is usually assumed that competition in the 
market for Internet services will restrict a network operator ’ s ability and 
incentive to discriminate against independent content, portals, or applica-
tions. As we saw above, this assumption is the basis of the proposal to 
increase facilities-based competition and the proposal to introduce open-
access regulation (regulation that would require the owners of broadband 
networks to allow independent ISPs to offer their services over these net-
works), both of which seek to mitigate the threat of discrimination by 
increasing competition in the Internet-services market. 

 The following analysis shows that the above assumption is not correct. 
A network provider may have the ability and incentive to exclude rival 
content, applications, or portals from its network, even if it faces limited 
competition 151  in the market for Internet services. 152  Apart from increasing 
the number of cases in which unaffi liated providers of complementary 
products face a real threat of discrimination, this result also implies that 
neither facilities-based competition nor open-access regulation is an appro-
priate tool for mitigating this threat. 153  Three arguments drive this conclu-
sion. First, in the Internet context, the ability to exclude competitors from 
a complementary market (the market for a particular application, content, 
or portal) is not dependent on a monopoly position in the primary market 
(the market for Internet services). Instead, the power to exclude is con-
ferred by network technology. Second, realizing the benefi ts of exclusion 
(an increase in profi ts — or, sometimes, a preservation of current profi ts) 
does not require monopolizing the primary market. The absence of a 
monopoly in the primary market actually increases the network provider ’ s 
incentive to increase profi ts through exclusionary conduct in the comple-
mentary market, since the provider cannot extract the available monopoly 
profi t by charging higher prices in the primary market. Third, owing to 
the existence of switching costs or to the network provider ’ s ability to dis-
criminate rather than exclude, the exclusion of rivals will not necessarily 
cause the network provider ’ s Internet-service customers to switch provid-
ers, and that makes the costs of exclusion lower than is commonly 
assumed. As we will see, these factors confer a degree of market power on 
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the network provider, making competition in the market for Internet ser-
vices less effective. 

 The following analysis assumes that the network provider competes 
with at least one other network provider. 154  In addition, the network pro-
vider may offer content or applications. A particular application or particu-
lar content may be offered to all consumers or exclusively to the customers 
of the network provider ’ s own Internet service. 

 Ability to Exclude   In our hypothetical network, as in today ’ s Internet, a 
network provider can distinguish between different applications and dif-
ferent content running over its network, and can control their execution. 
This technology lets network provider exclude selected complementary 
products or slow their execution. 

 Although the exclusionary power of the technology does not extend 
beyond the provider ’ s network, exclusion from the provider ’ s Internet-
service customers may drive rival producers of a complementary product 
from the nationwide market for that product if economies of scale or 
network effects are operating. 155  Whether rivals will be driven from the 
market is contingent on the size of the economies of scale with respect to 
the complementary product in question, on the strength of any network 
effects with respect to that product, and on the numbers of the monopo-
list ’ s Internet-service customers and the customers of other network pro-
viders. 156  Thus, in this context, the ability to drive competitors from the 
nationwide market for the complementary product depends on the network 
provider ’ s nationwide market share in the Internet-services market. Again, 
a monopoly position in this market is not required. 

 Benefi ts of Exclusion   In a variety of cases, exclusionary conduct will 
increase, or preserve, a network provider ’ s profi ts in the complementary 
market. This effect does not require a monopoly in the market for Internet 
services, nor, as we saw above, does it require the network provider to gain 
a monopoly in the complementary market. 157  Instead, the lack of monopoly 
in the primary market constrains the network provider ’ s ability to extract 
profi ts in the Internet-services market, making the opportunity to realize 
profi ts in the complementary market even more attractive. As a result, 
exclusion may be profi table more often than is commonly assumed. 

 In general, if a network provider excludes rival producers of a comple-
mentary product from access to its Internet-service customers, it will 
increase the sales of its own complementary product. 158  As was explained 
above, this increase in sales often leads to an increase in profi ts. In the 
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cases outlined above, the increase in profi ts results from more sales, not 
from the ability to charge monopoly profi ts. Thus, to be profi table, the 
exclusionary conduct need not drive rivals from the complementary market 
entirely. 

 More Sales at Market Prices   In the  “ more sales at market prices ”  excep-
tion, 159  the increase in profi ts resulting from the higher number of sales in 
the complementary market was driven by the specifi c cost structure of the 
markets for applications, content, or portals. These markets are character-
ized by high fi xed costs and low marginal costs and this cost structure is 
not affected by the existence of market power in the market for Internet 
services. 160  

 More Outside Revenue   In the  “ more outside revenue ”  exception, the 
increase in profi ts resulted from the logic of pricing in the advertising 
markets. 161  The network provider realized higher outside revenue by selling 
access to a large group of its Internet-service customers directly instead of 
letting rival producers of complementary products sell access to smaller 
groups of customers and then extracting the outside revenue from the 
rivals. Again, no monopoly is required. 

 There is evidence that some Internet service providers do, in fact, try to 
reduce the amount of time their customers spend on content or portal 
offerings not affi liated with their service. For example, in the AOL – Time 
Warner merger proceeding, the FCC found that  “ [t]he record in this pro-
ceeding provides some evidence that AOL already seeks to limit its members ’  
access to unaffi liated content on the World Wide Web. For example, AOL 
requires that content appearing on AOL web sites have only a limited 
number of hyperlinks to unaffi liated content. ”  162  This made it more likely 
that a user who clicked on a link within the AOL portal remained within 
the AOL portal, where AOL benefi ted from the advertising revenue or sales 
commissions generated by this user. 

 In the variant of this exception, 163  the network provider was interested 
in excluding VoIP providers from access to its customers because it could 
charge access charges only for long-distance calls placed using the conven-
tional telephone service, not for those using VoIP. (Access charges are 
per-call charges set by regulation; they do not depend on a monopoly in 
the market for Internet services.) 

 Monopoly Preservation in the Complementary Market   In the  “ monopoly 
preservation in the complementary market ”  exception, 164  the ability to 
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preserve the monopoly depended on the exact size of economies of scale, 
the strength of potential network effects, and the nationwide number of 
both the monopolist ’ s Internet-service customers and the customers of 
other network providers. A monopoly in the market for Internet services 
was not required. 

 Costs of Exclusion   Relative to the monopoly case, the existence of other, 
competing network providers may increase the costs of exclusionary 
behavior in the complementary market. Owing to the ability to use dis-
crimination instead of exclusion and the existence of switching costs, the 
costs of exclusion will still be lower than is commonly assumed. 165  

 If the network provider is the only supplier of Internet service in a par-
ticular geographic area, consumers have no other way to get access to the 
excluded application or content. Here, the costs of the exclusionary behav-
ior are twofold. First, owing to the reduction in the variety of applications 
and content, consumers may value the network provider ’ s Internet service 
less without the exclusion, which may force the network provider to reduce 
the price of its Internet service. 166  Second, without being able to use the 
excluded application or content, some consumers may not value the 
network provider ’ s Internet service enough to pay the lower price. 167  
Because the pricing of the service already refl ects the reduced value, the 
number of lost transport customers will probably not be high. 

 If the provider competes with at least one other network provider, con-
sumers who want access to the excluded application may switch providers. 
As these consumers do not have to forgo Internet services altogether, the 
number of lost transport customers will probably be higher than if the 
excluding network provider faces no competition. Thus, competition 
increases the costs of exclusionary behavior in the complementary 
market. 168  

 The market for Internet services, however, exhibits a number of char-
acteristics that make competition less effective than is commonly 
assumed. 169  These factors may limit the costs of exclusionary behavior in 
spite of competition in the market for Internet services. 

 First, if the exclusionary conduct drives the producers of the excluded 
application or content from the market, switching providers will not give 
consumers access to the excluded product. As a result, fewer consumers 
will switch as a result of the exclusion. 170  

 Second, if all network providers block the same application, there is no 
provider for consumers to switch to. (For example, in many countries all 
mobile network providers block Internet-telephony applications to protect 
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their revenue from mobile voice services, leaving customers who would 
like to use Internet telephony over their wireless Internet connection with 
no network provider to turn to.) 

 Third, the network provider may be able to engage in exclusionary 
conduct without losing too many of its Internet-service customers by using 
discrimination instead of direct exclusion. For example, it may slow a 
specifi c application instead of blocking it. 171  If the network provider blocks 
a certain complementary product, its Internet-service customers are not 
able to use the application or to access the blocked content, and they will 
notice this interference. In contrast, if the network provider merely slows 
a specifi c product, its customers may not notice that the network provider 
is discriminating against specifi c complementary products, and therefore 
will see no reason to switch to another provider. If a network provider 
discriminates against a rival ’ s complementary product by slowing it, the 
discrimination will work indirectly. Consumers ’  use of the rival ’ s product 
will be less satisfactory than their use of the provider ’ s offering, and this 
will lower their perception of the quality of the rival ’ s product. Because 
many consumers will not be able to detect the true cause of the lower 
quality, they may attribute it to poor design. For example, a slow gaming 
experience might be attributable to bad application programming, insuffi -
cient server capacity at the gaming site, or slow Internet transport. The 
results would look identical to most consumers. Similarly, long waiting 
times for pages from an online shop could result from bad programming 
of the underlying databases or from insuffi cient server speed. Customers 
may blame the online shop, especially if they do not usually have problems 
with network speed. With discrimination, consumers can choose the rival ’ s 
product, but they prefer the network provider ’ s product because they per-
ceive it to be of higher quality. Unlike customers who face direct technical 
exclusion or tying, customers who face discrimination will not think their 
choice has been restricted. Thus, by using discrimination, a network pro-
vider can exploit customers ’  incomplete information about the true source 
of poor performance. That customers ’  having imperfect information can 
provide market power to an economic actor who faces competition in the 
primary market by enabling the actor to impose restrictions in a comple-
mentary market that it would not be able to sustain if the primary market 
was perfectly competitive is well established in the economics literature. 172  
Recent behavior by Comcast, the largest provider of broadband over cable 
in the United States, 173  indicates that network providers do, indeed, use 
discrimination in the manner just described. Comcast surreptitiously inter-
fered with the operation of BitTorrent, a popular peer-to-peer fi le-sharing 
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application, on its network. Instead of announcing that it did so, or con-
sistently blocking the use of the application, Comcast sent forged data 
packets (i.e., packets that look as if they were sent by the other end host) 
to both end hosts involved in a connection, telling them to sever the con-
nection. As a result, both end hosts terminated the BitTorrent connection. 
In some cases, this merely delayed a connection; in other cases, it pre-
vented a fi le from transferring. 174  By using forged packets, Comcast hid its 
interference with the connection from users. When asked (by a reporter, 
and later by the Electronic Frontier Foundation) whether Comcast was 
interfering with BitTorrent, Comcast representatives stated that Comcast 
 “ isn ’ t deliberately blocking, degrading, interfering with, or discriminating 
against particular protocols or kinds of traffi c [and] isn ’ t using network 
management techniques that are designed to disrupt anyone ’ s use of Bit-
Torrent (or any other application). ”  175  As a result, users, journalists and 
public-interest organizations had to expend considerable technical effort 
to understand what Comcast was doing and trace BitTorrent ’ s unusual 
behavior back to Comcast ’ s intervention. As white papers produced by 
Sandvine (the equipment vendor Comcast was using) show, Sandvine (and 
Comcast, by using the equipment in this way) chose this method of inter-
ference to prevent customers from noticing it. 176  The use of fi le-sharing 
applications is an important driver for broadband adoption, and network 
providers do not want to lose customers who wish to use fi le-sharing 
applications. 177  In sum, if the network provider discriminates against rival 
products instead of excluding them directly, competition in the market for 
Internet services does not increase the costs of the exclusionary conduct. 

 Fourth, even if the network provider ’ s Internet-service customers know 
that the provider is restricting their access to applications, content, or 
portals, the cost and time involved in switching Internet services may still 
prevent many consumers from changing providers. 178  

 Switching costs are the costs a customer incurs when switching to a 
competitor. 179  When deciding whether to switch, customers take these 
costs into account. A consumer will switch if the present value of switching 
is larger than the present value of staying with his or her current provider. 
Switching costs reduce the present value of switching, which reduces cus-
tomers ’  willingness to switch (as compared to a world without switching 
costs). Switching costs make consumers ’  demand less elastic, enabling a 
provider to charge a higher price. 180  Similarly, switching costs allow a pro-
vider to impose other restrictions that it could not impose in a perfectly 
competitive market. Whether these costs will prevent a customer from 
switching depends on the value the customer places on the excluded 
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application and on the magnitude of the switching costs. The higher the 
switching costs, the fewer customers a network provider loses as a result 
of its exclusionary conduct. 181  

 Switching costs may be substantial in the market for Internet services. 
Consider fi rst the obvious fi nancial expenses that may be associated with 
switching providers. A customer who has a long-term contract with a pro-
vider will be charged a termination fee. 182  When switching from a broad-
band-over-cable service to a digital-subscriber-line (DSL) service, a consumer 
will be charged for installation and will have to buy a DSL modem and 
other new equipment. If (as is common in the United States) the Internet 
service is bundled with television and telephony, cancellation of the Inter-
net-service portion of the bundle may result in a loss, or a partial loss, of 
the bundle discount, and the loss of that discount may then be a signifi cant 
ongoing fi nancial cost for the consumer. 183  

 Further, switching providers may require a customer to invest a signifi -
cant amount of time and effort. She will have to open an account with the 
new provider and close her account with her present provider. 184  If she 
cannot install the access hardware and software herself (which takes time 
and expertise), she must stay at home for the installation. If she has 
used other provider-specifi c offerings available only to her old provider ’ s 
Internet-service customers (e.g., stock portfolio tracking, instant messaging, 
or customized news pages), she will have to fi nd alternative offerings and 
customize them. If she has been using an e-mail address offered by the 
network provider, she will have to notify various people of her new e-mail 
address, perhaps have new stationery and business cards printed, update 
her r é sum é  and her website, and bear the risk of missing e-mail messages 
sent to the old address. 185  The precise cost of switching e-mail addresses is 
diffi cult to measure, but anecdotal evidence indicates that customers view 
it as substantial. The  New York Times  reported in 2005 that AOL had about 
5 million customers who paid $14.95 per month in order to keep using an 
AOL e-mail address even though they had switched to another broadband-
access provider and paid Internet-service fees to the new provider. 186  

 In addition, the Internet-service offerings of various providers differ 
substantially in price, quality, and other characteristics. Therefore, they are 
not interchangeable. For example, broadband cable networks have differ-
ent technical characteristics than DSL networks, which differ from broad-
band offerings provided over fi ber networks. Switching in response to the 
exclusion of a complementary product would require a customer to switch 
from his most preferred offering to another offering that may meet fewer 
of his needs. 
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 The trend toward bundling differentiates the market further. Cable cus-
tomers may not think of the digital or satellite television service offered by 
phone networks as a perfect substitute for their cable television; on the other 
hand, customers of a conventional telephony provider may not trust the 
digital telephony offered by cable companies. Though it is possible to switch 
only the Internet service and keep the other offerings, this will signifi cantly 
reduce the bundle discount. The problem is further exacerbated if the 
network provider offers exclusive content that is valuable to the customer. 187  
For example, Deutsche Telekom currently has the exclusive right to transmit 
games of the Bundesliga, the premier German soccer league, over the Inter-
net. 188  If it offered the streaming of Bundesliga games exclusively to its 
Internet-service customers, soccer fans would have to value the ability to use 
the excluded applications at least as much as the opportunity to watch 
soccer games over the Internet. 189  Thus, product differentiation in the market 
for Internet services and in the market for bundles of telephony, television, 
and Internet gives network providers an additional degree of market power 
over their Internet-service customers. 190  

 The exact costs of switching may depend on the circumstances. For 
example, some customers may use provider-independent e-mail services, 
such as Hotmail or Gmail; others may not subscribe to a bundle at all. The 
details of contracts vary too. For example, some customers are not subject 
to a long-term contract, or a competing provider may wave the installation 
fee. In countries with open-access regulation where regulation allows inde-
pendent Internet service providers to offer their services over other provid-
ers ’  networks, customers may be able to switch to another provider that 
offers its services over the same physical network; that removes the need 
to buy new equipment. 

 A particular Internet customer may face any combination of the switch-
ing costs discussed above. And every customer has to go through the 
process of choosing an alternative provider and installing and setting up 
the access software. These hurdles alone may suffi ce to deter switching. 
The cost of searching for and comparing alternative offerings is an impor-
tant switching cost. Moreover, empirical studies show that the decision to 
switch depends on the perceived costs of switching, which are not neces-
sarily equivalent to the actual costs. Empirical studies in the UK ’ s market 
for long-distance telephone service have shown that providers were signifi -
cantly more likely to retain dissatisfi ed customers who perceived the 
switching costs as high than dissatisfi ed customers who perceived them as 
low. 191  According to empirical studies in the long-distance and credit-card 
industries, the perceived costs of switching are signifi cantly increased if 
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the product is perceived as complex, if it has a large number of features, 
or if it is bundled with other products. 192  Thus, customers in an industry 
whose services are viewed as complex and are characterized by many fea-
tures and by bundles, such as Internet services, will perceive switching 
costs as high. 

 Finally, research in behavioral economics indicates that even very small 
costs may prevent customers from switching. Individuals exhibit a  “ status 
quo bias ”  — they are much more likely to keep what they already have than 
rational-choice theory would predict. 193  For example, this bias is exploited 
by free trials that automatically convert to a paid subscription at the end 
of the trial period unless the customer calls or writes to prevent this. 194  If, 
however, the costs of placing a call or writing a letter are suffi cient to 
prevent people from acting, the signifi cantly higher actual (or perceived) 
costs of switching Internet service providers may prevent many Internet 
service customers from switching providers, even if their Internet service 
provider excludes applications or content they would like to use.  

 The problem of incomplete customer information is reduced by rules 
that require network providers to disclose whether, and how, they interfere 
with applications and content on their networks. But such regulations 
cannot reduce the perceived or actual switching costs in the market for 
Internet services and still leave the network provider with substantial 
market power over its customers — power that enables it to restrict some 
applications and content without losing too many customers. Similarly, 
while open access regulations may reduce some of the costs of switching 
(since customers may not have to switch to another network technology), 
the costs are still substantial enough to prevent customers from switching 
in response to exclusion. This suggests that neither disclosure requirements 
nor open access regulations may be suffi cient to mitigate network provid-
ers ’  incentives to discriminate, even if they are competing with at least one 
other network provider. 195  

 Other Incentives to Discriminate or Exclude 

 Discrimination to Control Bandwidth   Network providers may also have 
an incentive to block applications so as to control the use of bandwidth 
on their networks. 196  Networks are designed with certain patterns of use in 
mind. For example,  “ last-mile ”  networks (the networks that connect users ’  
premises to their network provider) usually offer much more bandwidth 
from the Internet to the home than from the home to the Internet. This 
design is based on the assumption that users will receive much more data 
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than they send. As we saw in chapter 2, this refl ects the demands of client-
server applications (such as Web browsing) that were the dominant appli-
cation class at the time when asymmetric bandwidth was deployed, but 
creates problems for peer-to-peer applications such as fi le sharing, video 
conferencing, Internet telephony, or online gaming, which send and 
receive equal amounts of data. The design of today ’ s last-mile networks 
also assumes that users ’  patterns of Internet use differ enough to enable a 
number of users to share the connection. The models assume that people 
don ’ t all use the Internet at the same time, and that even if they do the 
traffi c will be  “ bursty ”  — that is, will exhibit uneven patterns. On the basis 
of these considerations, the link between the cable modem at the end 
user ’ s home and the provider ’ s cable modem termination system (which 
communicates with subscribers ’  cable modems to give them access to the 
Internet) is shared by a number of users; the exact number is determined 
by the access provider on the basis of statistical calculations about expected 
use. 197  If users behave as expected, they will get the predicted bandwidth. 
If all these users want to use the maximum advertised bandwidth at the 
same time, they will not be able to get it — a phenomenon known as 
 “ oversubscription. ”  

 If Internet use increases, or if the patterns of use differ from the expected 
patterns, the performance of the network may worsen. To restore lost per-
formance, the network provider may have to invest in additional band-
width capacity in its network, incurring an increase in capital expenses. 
Higher-than-expected Internet use may also increase a provider ’ s opera-
tional costs. If the traffi c leaves the provider ’ s network, the provider may 
have to pay higher interconnection fees to the networks that further trans-
port the traffi c. 198  

 If use of the Internet increases, or if the patterns of use change, network 
providers may have an incentive to block or slow certain applications so 
as to maintain the performance of their network while avoiding the higher 
costs associated with network upgrades or higher interconnection fees. 
This incentive may be especially strong if the provider ’ s Internet-service 
business is based on fl at-rate pricing. 199  Because the provider ’ s Internet-
service customers pay the same price regardless of the amount of data they 
send and receive, increased use drives up the provider ’ s costs, but not its 
revenue. 

 For example, in 2007 Comcast was shown to interfere with Gnutella, 
BitTorrent, and other fi le-sharing applications in a way that slowed or 
stopped fi le sharing. 200  Peer-to-peer fi le-sharing applications challenge tra-
ditional assumptions about use: they often send and receive continuous 
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streams of data over longer periods of time (violating the assumption that 
traffi c will be bursty, discontinuous and asymmetric), and they often 
download or upload data to and from computers on other networks 
(increasing the network provider ’ s interconnection charges). 201  The 
Comcast example offers a number of insights. First, it invalidates the 
common argument that providers would refrain from blocking or exclud-
ing applications or content on the notion that more applications and 
content make the network more attractive. Peer-to-peer fi le sharing is one 
of the most popular applications on broadband networks and an important 
driver for broadband adoption. 202  This did not stop Comcast from blocking 
these applications; it only motivated Comcast to do so secretly. 203  Second, 
it demonstrates that discrimination or exclusion may happen even if the 
network provider does not have a monopoly in the market for Internet 
services; in many US cities, Comcast competes with the local telephone 
company that offers DSL. As we saw above, using methods that are diffi cult 
to detect reduces the likelihood that customers will switch to another 
Internet service providers in response to the blocking, since they do not 
realize that their network provider interferes with the application. 

 The incident has also fueled the debate over network neutrality in the 
United States. Many network-neutrality proposals, as well as the Internet 
Policy Statement adopted by the Federal Communications Commission in 
2005, 204  contain an exception for reasonable network management. Pro-
ponents of network neutrality claim that singling out specifi c applications 
to manage bandwidth on a network is not reasonable network manage-
ment and should be forbidden under a network-neutrality regime. They 
do not dispute that network providers may have to engage in traffi c man-
agement to manage bandwidth on their networks, but they argue that 
traffi c-management techniques should be non-discriminatory. 205  Oppo-
nents of network neutrality would like to exempt any practices employed 
to manage bandwidth on the network, even if the network provider applies 
them only to a specifi c application or even a specifi c application pro-
vider. 206  In August 2008, after a complaint and a petition for a declaratory 
ruling that Comcast ’ s conduct violates the FCC ’ s Internet Policy Statement 
by public-interest groups and academics (including the author of this 
book), the FCC ruled that Comcast ’ s conduct did not constitute  “ reason-
able network management ”  and that it violated the Internet Policy State-
ment. 207  Comcast has appealed the decision. 

 Content-Based Discrimination   A network provider may also have an 
incentive to block, or discriminate against, certain content. For example, 
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providers may have an incentive to block messages harmful to the com-
pany ’ s interests. For example, in July 2005, Telus, Canada ’ s second-largest 
Internet service provider, blocked access to the  “ Voices for Change ”  website. 
At the time, Telus and the Telecommunications Workers Union were 
involved in a contentious labor dispute, and the  “ Voices for Change ”  site, 
run by a union member, 208  offered online discussion forums for union 
employees to discuss strategies during the strike. Telus argued that online 
posts suggesting that striking workers jam Telus ’ s phone lines hurt the 
company, and that the site ’ s inclusion of pictures of employees crossing 
picket lines threatened the privacy and safety of these employees. The 
company restored access to the site after it had obtained  “ an injunction 
that prohibited the posting of photos that might intimidate or threaten 
anyone connected with the dispute. ”  209  (See    box 6.6.  )  

 In April 2006, AOL ’ s e-mail servers temporarily blocked e-mails that 
contained the URL  “ dearaol.com. ”  210  Dearaol.com had been set up by an 
alliance of nonprofi t and public-interest groups organized by MoveOn.org 
(a liberal advocacy group) and the Electronic Frontier Foundation (an 
Internet civil-liberties group) in order to protest AOL ’ s plans to adopt 
Certifi edEmail, a program that would have required high-volume e-mail 
senders to pay fees in exchange for guaranteed preferred delivery and 
circumvention of spam fi lters. The site contained an open letter to AOL 
and an online petition that users could sign to protest Certifi edEmail. AOL 
later attributed the blocking to a  “ software glitch ”  and removed it within 
a day. 

 Network providers may also have an incentive to impose other restric-
tions on the content transported over their network. For example, in Sep-
tember 2007, Verizon Wireless rejected a request by NARAL Pro-Choice 
America, an abortion-rights group, to let it send text messages over Verizon 
Wireless ’ s network using a fi ve-digit code. 211  If Verizon Wireless had granted 
the request, Verizon Wireless ’ s customers could have sent a short text 
message to this code to sign up for messages from NARAL; NARAL periodi-
cally sends text messages to those who have signed up to inform them 
about pressing issues or to ask them to take political action. Other wireless 
providers had complied with NARAL ’ s request, but Verizon Wireless 
rejected it, arguing that it  “ does not accept issue-oriented (abortion, war, 
etc.) programs ”  and that it would refuse service to  “ any organization that 
seeks to promote an agenda or distribute content that, in its discretion, 
may be seen as controversial or unsavory to any of our users. ”  After the 
 New York Times  reported the incident in a front-page article, Verizon 
Wireless reversed its decision, noting that the decision was based on an 



   Box 6.6 
 The Telus Incident — A Case of Justifi ed Self-Help? 

 According to a letter written by a lawyer representing the union member who 

operated the website Voices for Change, the site contained some content that 

would have justifi ed an injunction. a  However, this does not justify the block-

ing of the site. There are very clear legal procedures (such as getting a court 

order to get the content removed) for realizing that goal. Every person or 

entity threatened by online information needs to follow these procedures. A 

network provider should not have different rights just because it is technically 

able to engage in some sort of self-help. In fact, the Telus case highlights some 

of the reasons why network providers should not be allowed to engage in 

self-help through blocking. 

 First, in comparison with an injunction, blocking is both over-inclusive 

and under-inclusive. According to investigations by the OpenNet Initiative at 

the time of the blocking, by banning access to the IP address of the server on 

which the website was hosted, Telus not only blocked access to Voices for 

Change; it also blocked access to 766 other websites hosted on the same 

server. b  And blocking Voices for Change affected not only the illegal content 

but also the many legitimate discussions that were taking place on the site. c  

At the same time, the blocking wasn ’ t an effective way of preventing access 

to the illegal information; it merely prevented customers of Telus ’ s Internet 

service (and customers of ISPs who were downstream from Telus) from access-

ing the site directly. Even Telus ’ s customers were still able to get access 

through a proxy site or one of the mirror sites that had been set up. 

 Second, the relevant legal rules assign the right to decide which content is 

illegal to a court that has no interest in the matter. As the case of Telus shows, 

an entity whose own interests are at stake may have an incentive to interpret 

more liberally what should be removed. Telus consistently justifi ed the block-

ing not just with the threat to employees ’  safety, but also with the online dis-

cussions about jamming Telus ’ s customer service lines that were taking place 

on the site. d  These additional concerns related to Telus ’ s business interests 

featured prominently in other statements by the company. e  However, neither 

the settlement with the operator of the website nor the injunction against the 

Telecommunications Workers Union that Telus obtained in court addressed 

these business-related concerns. Though there may be other reasons, this sug-

gests that these concerns were not able to withstand judicial scrutiny. 

 All this suggests that, while there was some illegal content on Voices for 

Change, blocking the site was not the right method to get it removed. 

 a. Letter by McGrady, p. 2 (Penmachine 2005b). 

 b. OpenNet Initiative 2005. 

 c. Letter by McGrady, p. 2 (Penmachine 2005b). 

 d. CBC News 2005. 

 e. See the letters cited in Penmachine 2005a.   
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 “ incorrect interpretation of a dusty internal policy ”  against spam messag-
ing and receiving unwanted messages. Verizon Wireless maintained that 
it had a right to decide what messages to transmit. Though this incident 
concerns a service offered over the wireless mobile network, not over the 
wireless mobile Internet, an analogous motivation could be attributed to 
Internet service providers. 

 In August 2007, AT & T deleted some lyrics from a webcast of a Pearl Jam 
concert at the Lollapalooza festival in Chicago:  “ George Bush, leave this 
world alone ”  and  “ George Bush, fi nd yourself another home. ”  The webcast 
was streamed through AT & T ’ s website  “ The Blue Room, ”  which offers 
webcasts of live concerts. AT & T, through an agency, hires contractors to 
monitor the performances. The live webcasts are delayed for a few moments 
to enable the contractors to censor material that violates AT & T ’ s content 
policy. AT & T later called the Pearl Jam incident  “ a mistake. ”  According to 
an AT & T spokesman, AT & T ’ s  “ policy is not to edit or censor performances. ”  
The contractors are  “ told only to edit for excessive profanity, not really for 
the songs, but the banter going on between band members or band 
members and the audiences, as well as any nudity that can arise ”  in order 
to protect younger visitors to the website. 212  Though this is not a direct 
example of a network provider restricting content on its network (AT & T 
acted in its role as a content provider at the application layer), it is easy 
to imagine a virtually identical incident in which a provider enacts a 
content policy and restricts content that fl ows through its network. 

 The last two examples illustrate the two types of problems associated 
with content policies. First, the content policies themselves may prevent 
end users from accessing certain content and prevent affected content 
producers from reaching their audience (as in the Verizon Wireless 
example). In addition, enforcement of the content policy may result in 
deliberate or inadvertent misclassifi cations, resulting in the exclusion of 
additional content (as in the AT & T example). 

 A number of states require their network providers to block access to 
content that the state singles out. 213  Mainly, this includes political content 
perceived as posing a threat to the current government or to national 
security, social content perceived to violate local norms and morals, and 
content describing or providing access to Internet tools that could be used 
to circumvent restrictions imposed by the state. For example, Bahrain, 
China, Ethiopia, Libya, Iran, Myanmar, Pakistan, Saudi Arabia, Syria, 
Thailand, Tunisia, Uzbekistan, and Vietnam all block websites that report 
on political opposition to the existing government. Many countries in 
the Middle East, including Iran, Oman, Saudi Arabia, Sudan, Tunisia, and 
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the United Arab Emirates, also fi lter extensively for content deemed to be 
religiously, culturally, or socially inappropriate (e.g., content related to 
pornography, dating, homosexuality, or gaming). 

 Conclusion on Ability to Discriminate 
 Although a network provider does not generally have an incentive to dis-
criminate against independent providers of applications or content, the 
analysis above has highlighted a number of cases in which it may have an 
incentive to do so in order to increase or preserve its profi ts, manage band-
width on its network, or exclude unwanted content. A network provider 
may have an incentive to discriminate even when it faces competition, 
not only when it has a local monopoly in the market for Internet 
services. 

 Whether the conditions giving rise to such an incentive are present in 
a real-life situation is a question for empirical inquiry. In most cases, 
however, the network provider need not gain a monopoly in the comple-
mentary market to make exclusion a profi table strategy; thus, the threat 
of discrimination is more relevant than is commonly assumed. 

 In most cases, a network provider need not exclude all independent 
developers of complementary products from its network in order to 
increase profi ts. Often it will be profi table to exclude only the complemen-
tary products that compete directly with one of the provider ’ s own 
products. 214  This reduces the costs of exclusion, as the reduction in com-
plementary goods variety is restricted to the products that are actually 
excluded. 

 Owing to the specifi c characteristics of markets for applications and 
content (such as the cost structure of information goods and — some-
times — the existence of network effects), the exclusion of rivals may lead 
to gains signifi cantly higher than the gains that can be achieved in tradi-
tional markets. As a result, it is more likely that gains from exclusion will 
exceed associated costs, which makes it more likely that exclusion is a 
profi table strategy. 215  

 Effect on Incentives to Innovate 
 The preceding subsection highlighted conditions under which a network 
provider in our hypothetical discriminatory network, and in today ’ s Inter-
net, may have an incentive to exclude independent producers of applica-
tions, content, or portals from access to its Internet-service customers. 
When these conditions are present, independent producers of complemen-
tary products face a real threat of discrimination. 
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 The threat of discrimination reduces the amount of application-level 
innovation by independent producers of complementary products in 
three ways. 

 First, when the conditions for profi table exclusion outlined above are 
present in a particular complementary market, a network provider will 
discriminate against rivals in that market. As was noted above, discrimina-
tion will reduce a rival ’ s profi ts. 216  A potential innovator bases its decision 
to innovate on the expected costs and benefi ts of realizing the innovation; 
a potential innovator in an affected market will expect lower profi ts if it 
anticipates discrimination. 

 Second, the profi tability of exclusion depends on many factors that may 
not be common knowledge for all participants in a market. As a result, an 
economic actor with an idea for a complementary product may not know 
whether a network provider will have an incentive to discriminate against 
the innovator ’ s fi nal product. 217  As a result, potential innovators face 
uncertainty about their future competitive environment. This uncertainty 
may reduce a risk-averse developer ’ s incentive to innovate, even when the 
factual conditions for profi table exclusion are not present. 

 Third, the above analysis suggests that independent producers of com-
plementary products need not be concerned that a network provider will 
exclude their products in order to increase its profi ts if it does not offer 
a competing product. (As we saw above, a network provider ’ s incentive 
to exclude applications or content to manage bandwidth or to exclude 
unwanted content is independent of whether the network provider offers 
a similar complementary product.) This seems to imply innovation will 
be harmed only if the provider is already vertically integrated into a 
complementary market. But economic theory shows that this is not 
correct. 218  Even if the provider does not currently offer a competing 
product, it may be tempted to let the entrant  “ test the waters ”  and 
then — if the entrant begins to achieve success — imitate the entrant 
and exclude it from the network. Foreseeing this course of events, the 
independent producer refrains from entering the market. As a result, no 
one enters the complementary market. (There is a region of forgone 
invention in which privately and socially benefi cial innovations are not 
realized.) 

 For the third problem to occur, three conditions must be realized. 219  
First, demand in the complementary market must be uncertain. Second, 
in the presence of demand uncertainty, entry into the complementary 
market must be attractive for the independent producer but not for the 
primary-good monopolist (e.g., owing to cost heterogeneity). Third, the 



272 Chapter 6

primary-good monopolist must have a selling advantage in the comple-
mentary market. 

 In the context of the Internet, these conditions often are met. First, in 
markets for new applications or content there usually is considerable 
uncertainty in demand. Second, the literature of economics and business 
strategy highlights several reasons why an incumbent network provider 
may not have an incentive to enter a complementary market for a new 
product in the presence of uncertain demand, whereas an independent 
producer may have such an incentive. (For example, start-ups often have 
lower entry costs than an incumbent, owing to the different cost structure 
of incumbents and new entrants. 220 ) Third, the ability to technically 
exclude a rival producer of complementary products from its network 
provides the network provider with a huge selling advantage in the com-
plementary market. Thus, the number of markets in which independent 
developers ’  incentives to innovate are reduced will be larger than the 
exceptions outlined above imply. 

 In an end-to-end network, technical exclusion is not a strategy available 
to network providers. As a result, independent developers of complemen-
tary products need not fear discrimination or technical exclusion. Conse-
quently, their incentives to innovate will be higher than in a discriminatory 
network. 

 Whereas the threat of discrimination reduces independent developers ’  
incentive to innovate at the application level, network providers ’  incen-
tives to innovate at this level rise as a result of the increase in profi t that 
discrimination brings. As we will see in chapter 8, under the conditions 
present in today ’ s Internet the increase in application-level innovation by 
network providers cannot offset the reduction in innovation by indepen-
dent producers. Thus, the threat of discrimination reduces the amount of 
application-level innovation. 

 These insights have important implications for the current policy debate 
regarding the regulation of broadband network providers. The analysis in 
this chapter has highlighted a variety of circumstances under which a 
network provider may have the ability and an incentive to exclude, or 
discriminate against, independent content, portals, or applications. Thus, 
there is a real threat that network providers will engage in this kind of 
conduct, and that threat bolsters arguments made by proponents of regula-
tion. Contrary to common belief, however, this threat is not necessarily 
mitigated by competition in the Internet-services market. Rather, as the 
analysis in this section has shown, a network provider may have an incen-
tive to exclude or discriminate even if it faces competition. This fi nding 
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suggests that neither increased facilities-based competition nor open-access 
regulation is an appropriate policy response to that threat. Finally, a 
network provider may have an incentive to discriminate against unaffi li-
ated applications or content even if they do not compete with one of its 
own applications — for example, to manage bandwidth on its network, or 
to exclude unwanted content. This makes it less likely that existing anti-
trust rules can protect innovators from all discriminatory conduct that may 
occur. 221  

 Effect on Pricing Strategies 

 The difference in application awareness and application control between 
a network based on the broad version of the end-to-end arguments and 
the hypothetical network in my analysis enables the network provider in 
the latter network to pursue three pricing strategies not available in the 
former network. First, a network provider in a discriminatory network can 
charge end users different transport prices for different applications. 
Second, a provider in a discriminatory network can use its power to exclude 
applications to price discriminate between Internet-service customers. 
Third, a provider in a discriminatory network may be able to charge appli-
cation and content providers to have their applications and content func-
tion on its network. 

 Price Differentiation 
 In a discriminatory network, the network provider can monitor which 
applications run. As a result, it can set different individual transport prices 
for each application. 222  In contrast, an end-to-end network is application-
blind; a network provider cannot base transport prices on the application 
being used, only on observable characteristics such as bandwidth. Thus, 
in end-to-end networks there will be a single transport price 223  for all 
applications. 

 Whereas a provider operating a discriminatory network can set a trans-
port price for each application to maximize transport revenue from that 
application, a provider in an end-to-end network can only maximize the 
overall transport revenue from all applications. 224  As a result, the network 
provider in an end-to-end network may be forced to forgo consumer 
surplus from use of a single application to capture more consumer surplus 
from all applications. For this reason, a provider in an end-to-end network 
can capture less (or, at most, the same) consumer surplus from a particular 
application than a provider in a discriminatory network. 225  
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 Consider a network with two applications that have equivalent band-
width requirements. The network provider is a monopolist in the Internet-
services market. The applications are competitively supplied at a price 
equal to marginal cost, which is assumed to be zero. Assume that consum-
ers value the fi rst application more than the second (   fi gure 6.2  ). 226  In this 
example, the network provider in an end-to-end network has two options. 
One option is to forgo transport revenue from the second application and 
choose the highest possible transport price at which consumers are willing 
to use the fi rst application. Let us call this price  p  1max . At this price, the 
network provider captures all consumer surplus from the use of the fi rst 
application but earns no transport revenue from the second application 
(fi gure 6.2, left). Alternatively, the network provider can set the transport 
price low enough to earn transport revenue from both applications. The 
resulting price is the highest possible transport price at which consumers 
are willing to use the second application. Call this price  p  2max . This price 
enables the provider to earn transport revenue from both applications 
(fi gure 6.2, right). While the provider extracts all consumer surplus associ-
ated with the second application, it can only capture a fraction of the 
surplus that consumers derive from using the fi rst application. As a result, 
consumers keep a surplus of  p  1max   –   p  2max  with respect to the fi rst applica-
tion. The exact form of consumers ’  preferences will determine which 
strategy maximizes the network provider ’ s profi ts.  

 In contrast, the network provider in a discriminatory network can choose 
different transport prices for the two applications: it sets the transport price 

Application 1 Application 2 Application 1 Application 2

Transport price

P1max P1max

P2max P2max

 Figure 6.2 
 Options for setting a uniform transport price. 
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for the fi rst application at  p  1max  and the transport price for the second appli-
cation at  p  2max , gains transport revenue from both applications, and captures 
all consumer surplus. The resulting transport revenue is greater than the 
transport revenue under each of the options described above. 

 The difference in available pricing strategies has implications for appli-
cation developers ’  incentives to innovate. 227  Consider the surplus a con-
sumer would derive from a particular application if it paid for transport 
but got the application for free. If the application is offered in the end-to-
end network at all, 228  this surplus is higher (or at least the same 229 ) in an 
end-to-end network than in a discriminatory network. This surplus, 
however, denotes the maximum surplus an application developer can 
extract through its pricing of the application. 

 Thus, in an end-to-end network, more consumer surplus is available for 
extraction by application developers. Consequently, relative to a discrimi-
natory network, an end-to-end network may earn application developers 
higher profi ts, thereby increasing their incentives to innovate. 230  

 This analysis applies only if the network provider has some market 
power in the market for Internet services. If it does not have the ability to 
profi tably raise the transport price above marginal cost, then the band-
width-adjusted transport price — and, consequently, the consumer surplus 
available for extraction by application developers — will be the same in 
both networks. 

 Price Discrimination 

 Available Strategies   The owner of a discriminatory network can also use 
its power to exclude applications from its network to price discriminate 
between customers. A provider in an end-to-end network lacks this option, 
since it cannot detect which applications run over its network and cannot 
control their execution. 

 Price discrimination can maximize profi ts by setting prices charged to 
different consumers on the basis of their individual willingness to pay. 231  
Imagine two groups of potential customers. Group 1 has a low willingness 
to pay for the product; group 2 has a high willingness to pay. If the seller 
has to set a uniform price for all customers, it has two options: it can set 
a low price and sell to all customers, or it can set a high price and sell only 
to customers with a high willingness to pay. Which option is more profi t-
able will depend on the sizes of the two groups and on their respective 
willingness to pay, but regardless of this the seller cannot capitalize on the 
differences between individual consumers ’  willingness to pay. In contrast, 
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if it was able to charge members of group 1 a lower price than members 
of group 2 it could sell to each group of customers at their maximum 
willingness to pay, thus extracting more consumer surplus and earning 
more profi t than if it had to charge a uniform price. 

 To practice price discrimination, a seller must have some market power 
(i.e., ability to profi tably set price above marginal costs). 232  Otherwise, it 
would not be able to charge any consumer more than the competitive 
price. Thus, the network provider must be an oligopolist or a monopolist 
to use the following strategy. 233  

 By excluding certain types of applications from its network and enabling 
their use for a higher price, a provider in a discriminatory network can 
practice  “ second-degree ”  price discrimination. 234  Under this type of dis-
crimination, a seller knows that there are groups of consumers willing to 
pay different amounts, but the seller cannot identify which group an indi-
vidual consumer belongs to. To deal with this, the seller offers products 
that differ in features and in price and that target different groups of con-
sumers. The differences between products are designed to induce an indi-
vidual consumer to choose the product intended for his or her group; the 
price for a product is based on the targeted group ’ s willingness to pay. 235  
As a result, the seller can capture more of each group ’ s consumer surplus 
than if it sold only one good at a uniform price. 

 To practice second-degree price discrimination, a network provider may 
use consumers ’  eagerness to use specifi c types of applications as an indica-
tor of consumers ’  willingness to pay for Internet services. 236  The provider 
offers two types of Internet service: a low-priced version that enables con-
sumers to use the Internet but blocks a particular type of application, and 
a high-priced version that enables consumers to use all applications. If this 
strategy is to be used as a method of price discrimination, consumers ’  
desire to use the blocked application must be positively correlated to their 
willingness to pay for Internet services (or, stated differently, the consum-
ers eager to use the application must be those willing to pay high amounts 
for Internet services). Under these conditions, the provider can separate 
consumers into two groups willing to pay different amounts, thus allowing 
it to price different types of Internet service in a way that extracts as much 
surplus from each group as is possible. 

 To see how this might work, consider an example. 237  Telecommuters 
(employees who work from their homes) usually connect to the employer ’ s 
computer system using an application called a  virtual private network . In 
contrast, a typical home user, who uses the Internet in her free time to 
surf the Web and check e-mail, probably does not consider virtual private 
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networks an essential element of Internet use. Additionally, telecommuters 
generally are willing to pay more than home users for Internet services. If 
a provider disables the use of virtual private networks in the  “ basic ”  version 
of Internet service and allows them in a  “ premium ”  version, telecommut-
ers will choose the premium version, which can be priced to exploit their 
higher willingness to pay. Users who do not value the ability to use virtual 
private networks enough to pay for the premium version will choose the 
basic version. As a result, the network provider can capture more consumer 
surplus than if it was forced to offer only one version of Internet service 
at a uniform price. 

 This method does not require the provider to monopolize the comple-
mentary market. Customers of the  “ premium ”  service are free to use what-
ever application they prefer. The monopolist does not have to participate 
in the market for the  “ blocked ”  application; it simply blocks basic users 
from accessing applications that fall into this category. 

 Implications for Innovation   In a discriminatory network, but not in an 
end-to-end network, a network provider can use the strategy described 
above to price discriminate between consumers in the market for Internet 
services. The difference in available strategies affects application develop-
ers ’  incentives to innovate if their profi ts will be lower with discriminatory 
pricing than without it. This question hinges on detailed knowledge about 
consumers ’  preferences and market and cost structures, but some general 
observations are possible. 238  

 We just saw that, relative to the profi t-maximizing uniform price, the 
discriminatory pricing always increases the monopolist ’ s profi t from Inter-
net services. 239  

 Discriminatory pricing policies introduce distortion into the overall 
market for Internet applications by disadvantaging certain classes of appli-
cations. 240  Whereas developers of the blocked application can sell only to 
buyers of the premium version of Internet services, developers of other 
applications can sell to all Internet-service consumers. Thus, for producers 
of the blocked application, discriminatory pricing results in a smaller 
market — and potentially in lower profi ts. Their profi ts will be reduced if 
there are consumers of the basic version who would have bought the 
application if there was a uniform price for Internet services but who do 
not value it enough to pay the higher price for premium service in the 
non-uniform pricing scheme. These consumers are also worse off under 
the network provider ’ s discriminatory pricing policy, 241  because they are 
not able to use an application that they value. Two conditions must be 
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met for this situation to occur. First, there must be some consumers who 
choose the basic version of Internet services in the non-uniform pricing 
scheme and who are not priced out of the market for Internet services 
under the uniform price. These consumers buy Internet services under both 
pricing schemes, but are excluded from the market for the blocked applica-
tion under the non-uniform pricing scheme. Second, under the uniform 
price for Internet services, it must be profi table for the blocked application ’ s 
developers to sell their application to some of these consumers, using either 
a uniform or a non-uniform pricing scheme — for example, by offering a 
basic version to consumers with a low willingness to pay and a premium 
version targeted at consumers with a higher willingness to pay. 242  

 In addition, the discriminatory pricing in the market for Internet ser-
vices may decrease the profi ts of all applications ’  developers, because the 
non-uniform pricing scheme enables the network provider to capture more 
consumer surplus in the market for Internet services than if it was forced 
to charge a uniform price. As a result, the fraction of consumer surplus 
available for extraction in the complementary market will decrease. 243  

 Charging Providers of Complementary Products 
 A network that deviates from the broad version of the end-to-end argu-
ment may also contain functionality that would let a network provider 
charge fees to providers of complementary products for the right to reach 
the provider ’ s Internet-service customers. These fees could take many 
forms. For example, Comcast could charge Yahoo a one-time access fee for 
the right to be accessed by Comcast ’ s Internet-service customers, Comcast 
could demand a share of the profi ts that Yahoo realizes from Comcast ’ s 
Internet-service customers, or Comcast could charge a fee every time one 
of its Internet-service customers accesses Yahoo. The Internet does not 
currently offer the fi ne-grained accounting infrastructure that would be 
necessary to implement the last of these options, but a network provider 
may be able to implement some access charges using its ability to exclude: 
the network provider could threaten to exclude a specifi c application from 
its network unless the application ’ s provider pays an access charge. Some 
network-neutrality proposals would ban these types of access charges. 244  

 Network providers ’  ability to charge providers of complementary prod-
ucts for the right to be accessed by the network provider ’ s Internet-service 
customers transforms the market for Internet access services into a two-
sided market. 245  In such a market, one or more platforms (here, the Inter-
net-service offerings) enable interactions between two types of users, which 
form the two sides of the market. In our case, Internet-service customers 



Architecture and Competition 279

(one side of the market) would like to use applications or content, which 
are offered by providers of the complementary product (the other side of 
the market). Not every market that enables buyers and sellers to interact 
constitutes a two-sided market. 246  For a market to be two-sided, the volume 
of interactions between users on both sides must depend on the structure 
of fees charged each side, not only on the overall level of fees charged by 
the platform. This condition is met if users on one side of the market 
cannot directly pass on the fees charged by the platform provider (for 
example, because transaction costs prevent this). In the Internet context, 
application providers and content providers may not be able to pass 
network providers ’  access charges on to end users; the transaction costs 
associated with setting up and administering a payment infrastructure for 
micropayments on the content provider side, and entering payment-
related information on the end-user side, may be prohibitively high. 247  

 A complete analysis of the implications of network providers ’  ability to 
charge content or application providers is beyond the scope of this book; 
however, two observations can be offered. First, charging content or appli-
cation providers enables network providers to directly extract some of the 
profi ts that application and content providers make, so this strategy directly 
reduces the profi ts of providers of applications and content. Second, 
research on two-sided markets indicates that the profi ts of these providers 
may be reduced disproportionately, because the network provider has an 
incentive to charge monopoly prices to them. The provision of Internet 
transport is a two-sided market in which end users are  “ single-homers ”  
(that is, they are only connected to one network, their Internet access 
network), whereas application and content providers are  “ multi-homers ”  
(they can reach customers on all access networks). The literature on two-
sided markets predicts that in a market where one side is single-homing 
and the other is multi-homing, the platform owner (in our case, the 
network provider) will charge monopoly prices to the multi-homing side 
even if the platforms compete for the single-homers. 248  Thus, the literature 
predicts that network providers will charge monopoly prices to content 
and application providers even if there is competition on the end-user side 
of the market for Internet services. 249  

 A platform owner has a terminating monopoly over access to its single-
homing customers. This monopoly will exist whether or not single-homers 
have several platforms from which to choose. If a consumer gets his broad-
band access through AT & T, a content provider such as Yahoo can reach 
him only through the AT & T access network. This gives AT & T a monopoly 
over access to the consumer, which enables AT & T to charge monopoly 
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prices to content and application providers even if AT & T is competing with 
other network providers for Internet-service customers. 

 Charging monopoly prices to content and application providers reduces 
their profi ts and may reduce their incentives to innovate below the social 
optimum. 250  If the resulting reduction in content innovation and applica-
tion innovation reduces consumers ’  demand for Internet services, an indi-
vidual network provider does not bear the full cost of this reduction; some 
of the reduced demand will affect competing network providers or network 
providers in other local markets. As a result, by increasing access charges 
for content providers, the network provider exerts a negative externality 
on other network providers that prevents it from fully internalizing the 
effect of higher access charges on content provision and leads it to set 
ineffi ciently high access charges. 

 If platforms compete for single-homers, this may affect how much of 
the monopoly profi ts that a platform makes on the multi-homing side will 
be passed on to the single-homing side, but it will not reduce the prices 
charged to multi-homers. 251  Thus, any problems that this pricing structure 
creates for the provision of content and applications will not be eliminated 
by increasing competition in the Internet-services market. 

 Conclusion on Pricing Strategies 
 A network provider in a discriminatory network can set different transport 
prices for different applications, and can also exclude applications from 
running over its network in order to price discriminate between customers. 
Additionally, a provider in a discriminatory network can charge content 
and application providers directly. These pricing strategies are not available 
in end-to-end networks. 

 Since these strategies may reduce the profi ts of independent developers 
of complementary products (relative to the profi ts they would earn in the 
absence of these strategies), the difference in available pricing strategies 
reduces independent developers ’  incentives to innovate. All strategies 
increase the profi ts of the network provider in the market for Internet 
services. 

 Conclusion  

 A discriminatory network offers network providers opportunities for stra-
tegic behavior against independent developers of complementary prod-
ucts, and increases the range of available pricing strategies in the market 
for Internet services. 
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 Although a network provider does not generally have an incentive to 
discriminate against independent providers of content, applications, or 
portals, as this chapter has highlighted, in many circumstances a network 
provider has an incentive to use the power provided by the architecture 
to engage in noncooperative strategic behavior in order to increase its 
profi ts. In most cases, exclusion of all independent developers of comple-
mentary products is not necessary for a network provider to increase its 
profi ts. Instead, it will often be profi table to exclude complementary prod-
ucts that directly compete with one of its own complementary products. 
The network provider may also have an incentive to exclude complemen-
tary products that do not compete with one of its own products — for 
example, to manage bandwidth on its network or to exclude unwanted 
content. In any event, the exclusion will usually reduce or eliminate the 
profi ts of the producers of an excluded good. 

 Similarly, whereas the pricing strategies available in a discriminatory 
network are capable of increasing a network provider ’ s profi ts, they usually 
reduce the profi ts of independent developers of complementary products, 
thus reducing their incentives to innovate. 

 A discriminatory network may enable a network provider to gain more 
profi ts in the market for Internet services or complementary products than 
an end-to-end architecture. The same strategies that increase the network 
provider ’ s profi ts will usually reduce the profi ts of at least some indepen-
dent developers of complementary products. Thus, independent develop-
ers of applications, portals, and content will tend to earn higher profi ts 
under an end-to-end architecture. 
   
 
 
 
 
 





 IV   The End-to-End Arguments and Application  I nnovation 





 7  Network Architectures and the Economic Environment 

 Chapters 4 – 6 highlighted three mechanisms by which an architecture 
may infl uence economic actors ’  incentives and ability to innovate. By 
affecting the transaction and coordination costs associated with organiz-
ing initial component development and subsequent innovation in arm ’ s-
length relationships, an architecture affects the ability of independent 
economic actors other than system architects to innovate (chapter 5). An 
architecture ’ s modifi ability infl uences the cost of developing an innova-
tion, which not only affects incentives to innovate but also may deter-
mine  who  can innovate (chapter 4). The range of strategies an architecture 
supports infl uences the potential benefi ts from innovating — and these 
potential benefi ts, in turn, affect the incentives to innovate (chapter 6). 
Chapters 4 – 6 also used these insights to examine the effect of the Inter-
net ’ s original architecture, highlighting the many ways in which an 
architecture can infl uence the economic environment for innovation. 
Together, these infl uences determine the overall effect of architecture on 
innovation. 

 Drawing on these insights, the present chapter explains how the gradual 
transition from a network architecture based on the broad version of the 
end-to-end arguments to a core-centered network architecture that sits at 
the other end of the spectrum from pure end-to-end to fully deviating from 
end-to-end changes the economic environment for application-level inno-
vation. By assessing how deviations from the broad version of the end-to-
end arguments affect independent innovators ’  and network providers ’  
incentives to innovate, and how they affect other aspects of the economic 
environment for innovation such as the size and diversity of the innovator 
pool or the control over the development and deployment of applications, 
this chapter will help us understand how deviations from the broad 
version of the end-to-end arguments affect the nature and the amount of 
application-level innovation. 

for Application Innovation 
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 Potential Deviations from the End-to-End Arguments 

 An architecture can deviate from the broad version of the end-to-end argu-
ments along two dimensions: it can become more  “ opaque ”  by implement-
ing more application-specifi c functionality in the network ’ s core, or it can 
become more  “ controllable ”  by increasing network providers ’  ability to 
control applications and content on their networks. As we will see, changes 
along these two dimensions affect the economic environment for innova-
tion in different ways. 

 The broad version of the end-to-end arguments requires the lower layers 
of the network to be very general; they should not be optimized in favor 
of specifi c applications. Moving along the fi rst dimension increasingly 
optimizes the network for existing applications by placing more and more 
application-specifi c functionality in the network ’ s core. As we saw in 
chapter 2, the network engineers developing these changes and the network 
providers deploying them may move in this direction to optimize the 
performance of the network or save costs in the short term while disregard-
ing the effects of their actions on the long-term evolvability of the network. 
In the Internet, the deployment of asymmetric DSL service and the intro-
duction of fi rewalls and network-address translators are examples of 
changes along this dimension.  1   

 As we saw in chapters 2 and 3, increasing the amount of application-
specifi c functionality in the network makes it more diffi cult to deploy new 
applications. The more application-specifi c functionality the network ’ s 
core contains, the more likely it is that new applications cannot be deployed 
without fi rst making changes to the network. Whereas an architecture 
based on the broad version of the end-to-end arguments results in a 
network that is transparent for new applications, changes along this dimen-
sion make the network more opaque. 

 While changes along the fi rst dimension aim to increase performance, 
changes along the second dimension aim at increasing control. A network 
based on the broad version of the end-to-end arguments is application-
blind; as a result, network providers are not able to see which applica-
tions are using their networks and then control their execution. Network 
architects move along this dimension by adding application-specifi c func-
tionality in the network ’ s core that increases network providers ’  ability to 
monitor and control what is happening on the network. Small move-
ments in this direction may involve adding devices that make the 
network more application-aware, thereby enabling the network provider 
to monitor (but not control) the network at an increasing level of granu-
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larity. Further movements would add tools for control that would become 
increasingly powerful and granular. In the Internet, the introduction of 
deep packet inspection — that is, the deployment in the network of devices 
that can look into data packets, determine the application or content 
whose data the packets are carrying, and process the packets on the basis 
of that information — is an example of movement in this direction. 
Network providers move in this direction mostly to increase their profi ts. 
However, as we saw in chapter 2, changes that let a network provider 
monitor what is happening on the network may also help the network 
provider to make the network more secure, to manage traffi c on the 
network, or to assess the evolution of the network ’ s use for the purpose 
of planning upgrades.  2   

 Generally, moving in this direction does not reduce the network ’ s 
ability to support new applications. Apart from the application-specifi c 
functionality needed for monitoring and control, the network is still 
general and still able to support a large variety of applications. But, con-
trary to a network based on the broad version of the end-to-end arguments, 
the network provider is able to block some or all applications. Thus, in 
general, the network does not have to be changed to allow the deployment 
of new applications. However, applications blocked by a network cannot 
run on that network unless the network provider removes the block. 

 The Four Network Architectures 

 To better understand how deviations from the broad version of the end-
to-end arguments affect the economic environment for application-level 
innovation, let us focus on four generic network architectures that differ 
with respect to the nature and the amount of application-specifi c function-
ality within the network. All architectures are assumed to provide the 
general functionality of an Internet; that is, they enable computers attached 
to different physical networks to communicate with one another. Starting 
from an architecture based on the broad version, we will fi rst move along 
the second dimension and gradually increase the controllability of the 
network; we will then move along the fi rst dimension and increase the 
opaqueness of the network (   fi gure 7.1  ). In line with the analysis so far, let 
us assume that the users control which applications are installed on their 
end hosts.  

 The fi rst architecture is based on the broad version of the end-to-end 
arguments and is therefore application-blind and open for new applica-
tions. I will call this architecture  end-to-end architecture . 
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 The second and third architectures deviate from the end-to-end argu-
ments by increasing the network provider ’ s ability to monitor and control 
applications on its network. I will call these architectures  controllable 
architectures . Though technically open for new applications, they include 
application-specifi c functionality that can distinguish between different 
applications and control applications ’  execution. Architectures of these 
kinds, which can discriminate among specifi c applications or content, 
fi gured prominently in chapter 6. 

 The second architecture, which is  “ partially controllable, ”  is generally 
open to new applications, but can be used to block them selectively; the 
third, which is  “ fully controllable, ”  is generally closed to new applications, 
but can enable them selectively. To put this differently, the operator of a 
network having the second architecture must act to  block  new applications, 
while the operator of a network having the third architecture must act to 
 enable  them. In addition, the  “ fully controllable ”  architecture enables the 
network provider to charge application-specifi c prices to users or content 
providers, providing the opportunity to implement sophisticated pricing 
schemes.  3   Relative to the end-to-end architecture, we can think of the 
 “ fully controllable ”  architecture as being located on the other end of the 
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 Figure 7.1 
 The four network architectures. 
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spectrum from complete application-blindness to full awareness of and 
control of applications. 

 Finally, in addition to the functionality present in the fully controllable 
architecture, the fourth architecture contains a considerable amount of 
application-specifi c functionality in the core of the network. Owing to this 
functionality, the network is not generally open to new applications. 
Deploying a new application usually requires extensive changes to the 
core of the network. I will call this architecture  core-centered architecture . 
Compared to the end-to-end architecture, it occupies the other end of 
the spectrum from full transparency to total opaqueness and from com-
plete application blindness to complete awareness of and control of 
applications. 

 Analysis 

 Independent Application Developers ’  Incentives to Innovate 
 Independent application developers ’  incentives to innovate depend on the 
expected costs and benefi ts of innovation. Different network architectures 
may afford different costs and benefi ts. Innovators bear the costs of develop-
ment, testing, production, and distribution. In addition, there may be costs 
associated with the deployment and with the ongoing operation of an 
application — e.g., negotiating network access and paying access fees. The 
expected benefi ts of an innovation depend on how an innovator expects to 
use her innovation. For example, if an innovator expects to benefi t by selling 
the innovation to others, the benefi ts are the expected profi ts; if she expects 
to benefi t primarily from using the innovation herself, the benefi t is the 
expected increase in utility that the innovation offers. 

 In general, moving from the end-to-end architecture to the core-
centered architecture increases the relative costs of innovation and 
decreases the relative benefi ts for independent innovators. As a result, 
independent developers ’  incentives to innovate decrease. 

 Developing and testing new applications in an end-to-end architecture 
requires no physical capital apart from investing in access to an end host, 
access to the application programming interfaces of the network protocols, 
and programming tools. Thus, the main costs of development under the 
fi rst architecture are the costs of designing, programming, and testing the 
new application. For a non-commercial innovator, the only cost will be 
the opportunity costs of the time spent designing, programming, and 
testing the application. For a fi rm, the costs are those associated with paying 
employees to perform these tasks. Since applications in an end-to-end 
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network consist of software that needs to be implemented only on end 
hosts, the applications can be produced and distributed over the network 
at almost no cost. Because the network is open to new applications, the 
network provider need not incur any costs to enable the deployment of 
the application. 

 Because the network cannot distinguish among applications or control 
their execution, an application developer does not have to consider the 
possibility that the network provider may discriminate against her applica-
tion. Neither does she have to consider the possibility that her negotiations 
for access may break down, or that her profi ts may be reduced by access 
fees. Finally, as we saw in chapter 6, since in the end-to-end architecture 
the network provider is not able to set application-specifi c transport prices 
for users, more consumer surplus is available for extraction in the comple-
mentary market than in an architecture in which the network provider 
can set application-specifi c transport prices. Thus, under the end-to-end 
architecture an independent application developer can expect to reap more 
of the benefi ts of an innovation than she can expect to reap under one of 
the other architectures. 

 Since the partially controllable network is able to discriminate against 
applications, a developer must take into account the possibility that the 
network provider will discriminate against her application. (As was dis-
cussed in chapter 6, there are many situations in which a network provider 
may have an incentive to do so.) Relative to an end-to-end architecture, 
this reduces the expected benefi ts, reducing the developer ’ s incentives to 
innovate. 

 Moving from the partially controllable to the fully controllable network 
increases the costs of developing and testing the new application and 
reduces the expected benefi ts. As the fully controllable network blocks new 
applications by default, the new application cannot simply be tested on 
the operational network. Instead, the developer must have access to a test 
network. In addition, the developer must negotiate access to the network 
(which may require costly legal support) and may have to pay an access 
fee. If the network provider chooses to charge application-specifi c transport 
prices to users, less consumer surplus will be available for extraction by the 
application developer. The developer must also consider the possibility 
that bargaining will break down and the possibility that the network pro-
vider will discriminate against his application. If this occurs, the applica-
tion will never be able to access the network, and the developer will not 
benefi t from the innovation at all. These possibilities all reduce the profi ts 
that a developer can expect to reap from an innovation. 
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 Finally, as was explained in chapter 4, the costs of developing and 
testing a new application will be signifi cantly higher in a core-centered 
network whose core has a lot of application-specifi c functionality than in 
an end-to-end network. Often the network ’ s core will have to be changed 
to enable the new application to operate. As a result, the total costs of 
innovation are substantially higher than under any of the other architec-
tures; they include not only the costs of developing and testing the appli-
cation itself, but also the costs of developing and testing the changes to 
the network ’ s core and the subsequent changes to applications that relied 
on the former version of the network ’ s core. Because the application 
cannot run on the operational network, the innovator must have access 
to a test network. If the changes to the network ’ s core include changes to 
hardware, the new hardware must be manufactured and physically distrib-
uted. Thus, the costs of production and distribution also may be higher 
under this architecture. Finally, the developer may incur considerable costs 
while trying to convince the network provider of the usefulness and com-
mercial viability of the new application and negotiate any necessary 
changes to the network ’ s core and to other existing applications. She also 
must consider the possibility that she will fail to convince the network 
provider of the usefulness and commercial viability of the application; 
accounting for this possibility reduces the expected benefi ts. Ultimately, 
these costs may be so overwhelming that independent innovators lose the 
ability to innovate. 

 Network Providers ’  Incentives to Innovate at the Application Level 
 Moving from an end-to-end network to a fully controllable network gradu-
ally increases the network provider ’ s incentives to innovate. The transition 
to a core-centered network, however, sharply reduces his incentives 
to innovate — probably below the level of incentives in an end-to-end 
network. 

 For the network provider, the costs of innovation are the same in each 
of the fi rst three networks. The network provider ’ s own applications are 
not affected by the network ’ s ability to block new applications. A network 
provider does not have to negotiate access or pay access fees to get access 
to his own network; he can simply remove the block. In addition, a 
network provider can test his new applications over the operational 
network. 

 At the same time, the benefi ts that network providers can expect to reap 
from innovation increase from the end-to-end architecture to the fully 
controllable architecture. In the two controllable networks, the network 
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provider can discriminate against competing applications in order to 
improve the competitive positions of his own applications. As a result, his 
expected profi ts increase. The fully controllable network offers more ben-
efi ts than the partially controllable network, because the fully controllable 
network enables a network provider to extract users ’  surplus by setting 
application-specifi c transport prices and to extract some of the profi ts that 
application and content providers make by setting sophisticated access 
charges. 

 Moving from the fully controllable network to the core-centered network 
sharply reduces the network provider ’ s incentive to innovate, owing to the 
signifi cant increase in the costs associated with developing a new 
application.  4   

 Range of Potential Innovators 
 As was noted above, moving from an end-to-end network to a core-
centered network increases the requirements that potential innovators 
must meet. Whereas developing applications for use in an end-to-end 
network requires only programming knowledge and access to an end host, 
developing applications for use in the other networks requires additional 
investments and capabilities. In the partially controllable network, in the 
fully controllable network and in the core-centered network, application 
developers may have to negotiate access or even sue the network provider 
for access, which can be diffi cult or impossible without legal support. In 
the fully controllable network and in the core-centered network, applica-
tion developers must have access to a test network, as the operational 
network blocks new applications by default. They also must have funds 
(or higher ongoing profi ts) to pay any access fees. Finally, an application 
developer in a core-centered network may need detailed knowledge about 
the operation of the network ’ s core in order to assess the feasibility of her 
application and develop the necessary changes. In addition, she must be 
able to convince the network provider that her application is valuable 
enough to merit changes to the network, and she must have suffi cient 
manpower and processes to coordinate the development and deployment 
of the application and the necessary changes to the network with the 
network provider. 

 Thus, whereas in an end-to-end network the pool of potential innova-
tors includes anyone with knowledge of a programming language and 
access to an end host, subsequent networks reduce the size and diversity 
of the innovator pool. The fi rst developers to lose the ability to participate 
in innovation may be non-commercial innovators who lack the capability 
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to negotiate access, to pay access fees, or to gain entry to a test network. 
Thus, the move to a more controllable network results in an increasing 
professionalization of innovation. Small fi rms with little capital may also 
lose the ability to innovate as the controllability or opaqueness of the 
network increase. Finally, in a core-centered network, the technical and 
coordinational obstacles to application development may become so large 
that network providers are the only remaining potential innovators. 

 Control over Application Innovation, Deployment, and Use 
 As we saw in chapters 5 and 6, the owner of an end-to-end network can 
neither prevent nor impede development, deployment, or use of a new 
application. Instead, each application developer independently decides on 
her approach to innovation. Since users can deploy an application simply 
by installing it on their end host, application deployment and (conse-
quently) the success of the resulting applications are in the hands of 
users. 

 In the two controllable architectures, users deploy an application by 
installing it on their end hosts; in the fully controllable architecture, the 
network provider must also participate in deployment by unblocking the 
application before it can run on the network. Although the network pro-
vider does not have to participate in deployment in the partially control-
lable architecture (because the network is open to all applications that are 
not blocked), it can infl uence an application ’ s chances of being deployed 
by discriminating against new applications or excluding them completely. 
Through the same mechanism, a network provider in the two controllable 
architectures can infl uence the development of applications, as the threat 
of discrimination reduces independent innovators ’  expected profi ts and 
consequently reduces their incentives to innovate. Since network providers 
can monitor and control the applications running over their network, they 
control the use of the network. 

 In the core-centered architecture, network providers control the devel-
opment of new applications, since their power over the network makes 
them the only remaining potential innovators. They also directly control 
the deployment of new applications, since deployment requires changes 
to end hosts and to the network ’ s core. Owing to the controlling function-
ality in the network, network providers are able to control the use of the 
network. In a purely opaque architecture, network providers have some 
control over the use of the network through their control over the deploy-
ment of new applications. Once changes to the network that enable a new 
application to run have been made, an opaque network does not give the 
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network provider additional control over the extent to which users actually 
use the applications. 

 Thus, the transition from an end-to-end network to a more controllable 
or more opaque network shifts control over application development 
from developers to network providers, and shifts control over the deploy-
ment and the use of applications from users to network providers. As the 
controllability or the opaqueness of the network increases, control over 
application-level innovation and network use becomes more centralized. 

 Relative Costs of Application Deployment 
 In an end-to-end network, deploying a new application (that is, making 
all the changes to the operational network and to the end hosts that have 
to be made before the application can be used for the fi rst time) requires 
no changes to the network ’ s core.  4   New applications can be deployed 
incrementally by installing them at an end host. Starting in the third 
network, deploying a new application requires action by the network pro-
vider to unblock the application. The associated costs will be rather low. 
In addition, users must install the application at an end host. Finally, 
deploying a new application in a network that implements a large amount 
of functionality in the network ’ s core probably will require costly changes 
to the network ’ s core. Users cannot deploy an innovation incrementally; 
the network provider must change the network fi rst. If the deployment 
context consists of numerous network providers (as in the commercial 
Internet), all networks must be changed before the application can run 
across the Internet. 

 Thus, the transition from an end-to-end network to a core-centered 
network also increases the relative costs that economic actors other than 
the innovator must incur before they can begin to use the new application. 
This has two implications. First, it increases the threshold for the overall 
benefi t an innovation must provide to make adoption worthwhile. Second, 
it may affect what kinds of applications will be deployed under the various 
architectures. As we saw in chapter 4, the architecture and the economic 
system in which the network is used jointly infl uence what innovations 
will be deployed. A network ’ s architecture affects what components will 
have to be changed to deploy an innovation (that is, what components 
have to be changed before the innovation can be used for the fi rst time) 
and what the costs and benefi ts of deployment will be. The economic 
system in which the network is used infl uences who controls the compo-
nents that must be altered and what incentives these actors may have to 
make these changes. For example, in the commercial Internet, end hosts 
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are generally controlled by users, whereas the network ’ s core is controlled 
by many different providers. Thus, in an end-to-end network with a deploy-
ment context similar to the commercial Internet, the small costs of deploy-
ing an application are borne by users who gain the immediate benefi t of 
being able to use the application. Thus, only users must be convinced of 
the potential usefulness of the application; at the same time, the low costs 
of downloading and installing new applications make it easy to try new 
things. Because a new application can be deployed incrementally, users 
can decide whether to deploy it one by one. This is particularly important 
for innovations that take time to spread (for example, because they require 
users to develop new practices before the application is useful). In contrast, 
in an opaque network facing the same deployment context, network pro-
viders may have to make substantial investments to enable an application 
to run on their network — and must do so before it is clear whether users 
will even value the application enough for the provider to recoup her 
investments. These differences make it much more likely that new and 
unproven applications will be deployed in an end-to-end network than in 
a non-end-to-end network, owing to the uncertainty associated with their 
adoption. Similarly, applications catering to small, widely dispersed audi-
ences may be deployed in an end-to-end network, but not in a non-end-
to-end network. In the end-to-end network, only the users interested in 
these applications have to make changes. In contrast, the small number of 
potential users of the application among a specifi c network provider ’ s 
Internet-service customers may not promise enough benefi ts to the network 
provider to justify the costs of changing the network, even if the overall 
number of potential users across all network providers would be large 
enough to justify the development of the application. 

 In sum, other things being equal, the different network architectures 
result in very different economic environments for innovation in applica-
tions. Before we can assess how these differences affect the overall amount, 
quality, and type of innovation, we need to understand how differences 
in the size and the diversity of the innovator pool and differences in 
control over application innovation and deployment infl uence how much 
innovation will occur. This is the topic of the next chapter. 
 





 8  Decentralized versus Centralized Environments for 

 As we saw in chapter 7, the transition from a network architecture based 
on the broad version of the end-to-end arguments to a core-centered 
network architecture gradually changes the economic environment for 
innovation at the application level. As the amount of application-specifi c 
functionality in the network increases, independent application develop-
ers ’  incentives to innovate can be expected to decrease. Network owners ’  
incentives to innovate at the application level increase with the ability to 
control the network, but then decrease sharply as the rising amount of 
application-specifi c functionality in the core of the network increasingly 
prevents the deployment of new applications without extensive changes 
to the core of the network. The range of possible innovators decreases 
too — from anyone with access to an end host and the ability to learn a 
programming language (in an end-to-end network) to mostly commercial 
innovators able to negotiate and fi nance access to test networks and opera-
tional networks (in controllable networks) to the network owners (in the 
core-centered network). At the same time, control over the development 
and deployment of innovations in applications and the ability to innovate 
at this level gradually shifts to the owner of the network. Finally, the costs 
of adopting new or improved applications increase, both for users and for 
network owners. 

 Thus, moving from an end-to-end architecture to a core-centered archi-
tecture gradually reduces the number of potential innovators and changes 
the environment for application-level innovation from decentralized to 
centralized. Under the network architecture based on the broad version of 
the end-to-end arguments, independent application developers as well as 
network operators independently identify and realize opportunities for 
innovation. Users independently choose the applications they want to 
use. Thus, network operators are not able to control independent applica-
tion developers ’  approaches to innovation or their ultimate success in the 

Application Innovation 
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marketplace. At the other extreme, under the core-centered architecture, 
only the network operators can engage in innovation at the application 
level. Because they have to change the network before an application can 
be deployed, they also determine which applications are made available to 
users. As a result, control over application-level innovation and deploy-
ment is centralized in the hands of the network operators. 

 This chapter focuses on how the differences in the number and type of 
innovators and in the different allocations of control over development 
and deployment of innovation affect the nature and the amount of inno-
vation (   table 8.1  ). Does decentralized innovation by many innovators offer 
specifi c advantages that cannot be achieved by a potential increase in 
centralized application-level innovation by a few network providers?  

 Effects of Differences in Innovator Diversity and in Control over Innovation 

 The Value of Many Innovators 
 To isolate the consequences of centralized innovation (with only network 
providers innovating) vs. decentralized innovation (with many more 
potential innovators), suppose the costs of innovation under the end-to-
end architecture and the core-centered architecture were the same. How 
would the differences between centralized and decentralized innovation 
affect the amount and type of innovation? 1  

 If we look at the question through the lens of neoclassical economic 
theory, the differences in the number and the type of potential innovators 
may not appear particularly relevant. 2  In line with the usual behavioral 
and cognitive assumptions used in neoclassical economic theory, neoclas-
sical models usually assume that all actors know all potential opportunities 
for innovation, and only need to choose among them. To account for the 
inherent uncertainty of innovation, the models assume that actors know 
and agree on the probabilities of the various outcomes a particular project 

  Table 8.1 
 Decentralized versus centralized environments for application innovation.  

 End-to-end network  Core-centered network 

 Control over 
application innovation 

 Application developers  Network providers 

 Control over 
application deployment 

 Users  Network providers 

 Innovator pool  Large and diverse  Small and homogeneous 
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and a particular approach may produce. 3  Given this information, potential 
innovators are assumed to choose between different projects and approaches 
by conducting a cost-benefi t analysis. The theory assumes that a potential 
innovator will choose the project (or the set of projects and approaches), 
that maximizes the expected net benefi t. 4  These assumptions imply that it 
is possible to determine  ex ante  how many innovation projects, and which 
ones, should be pursued. 

 In the world of these models, there is not much value in having differ-
ent economic actors perform this choice. After all, other things being 
equal, their decision will be the same. 5  Given these basic assumptions, it 
is not surprising that in many neoclassical models parallel innovation by 
different economic actors constitutes a wasteful duplication of efforts that 
would better be avoided. 6  As a result, central control over innovation 
appears benefi cial, because it enables a coordinated approach to innova-
tion that avoids duplication of efforts. 7  

 Evolutionary and neo-institutional theories of economic change reach 
a different conclusion. According to them, decentralized innovation by 
diverse economic actors leads to a more diverse set of approaches to inno-
vation, and this diversity is often socially benefi cial. 8  

 Drawing on numerous studies of specifi c innovations, these theories 
contend that the neoclassical models just described fail to capture crucial 
aspects of innovation, such as the effect of fi rm heterogeneity under uncer-
tainty. 9  As countless studies of specifi c technologies and innovation show, 
often no one knows for sure what the best uses for a new technology may 
be, what consumers really want, or what the best technical approach to a 
certain problem may be. Under these circumstances, economic actors do 
not know the complete set of options available to them, nor can they 
foresee all potential outcomes of a specifi c project. While each actor may 
have a view on the likely probabilities of the outcomes of the options he 
sees, these views will differ across actors and will be shaped by actors ’  past 
experiences and theories about the world. 10  Theories of innovation that 
account for this fundamental uncertainty predict that different economic 
actors, when confronted with the same situation, will see different oppor-
tunities for innovation, will differ in their assessment of the value of the 
same opportunities, and consequently will select different projects, or dif-
ferent approaches to similar projects. 11   Ex post , some approaches will turn 
out to be successful and others will not, but it is not possible to determine 
the best or most effi cient approaches to innovation in advance. 12  

 As a result, if different economic actors can independently choose their 
innovation projects, the range of projects will refl ect the various actors ’  
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idiosyncratic perceptions and judgments. In contrast, if only one economic 
actor chooses innovation projects, the project portfolio will refl ect only 
that actor ’ s view of the opportunities. In view of these differences, the 
projects pursued by multiple independent innovators probably will be 
more diverse than the projects pursued under the central control of a single 
economic actor. 13  

 Thus, under fundamental uncertainty, it matters who makes the choice. 
At the same time, it is not possible to know in advance which choice will 
be the right one. In view of these two facts, proponents of evolutionary 
and neo-institutional theories of innovation suggest that trying a variety 
of approaches and waiting to see which turns out to be the best is better 
than trying only one. These theories do not deny that it would be more 
effi cient if the best allocation of resources to innovation could simply be 
imposed. But since the best allocation cannot be known in advance, it 
seems desirable to explore a wide range of alternatives so as to increase the 
chance that a good solution will be found. 14  

 In these theories, the differences between decentralized and centralized 
innovation become more profound as uncertainties about technology or 
market demand increase. The higher the uncertainty, the greater the effect 
of differences among potential innovators will be — and, consequently, the 
more likely it will be that different economic actors will make different 
choices, and the less possible it will be to objectively identify the best 
projects and approaches in advance. In contrast, in relatively mature indus-
tries it may be quite obvious to market participants which innovative 
efforts may be feasible and profi table, and different economic actors may 
be less likely to select different projects than they would be in a highly 
uncertain environment. 15  Similarly, as the complexity of the problem to 
be solved increases, it becomes less likely that economic actors will be able 
to foresee the various outcomes perfectly, and less likely that they will 
assess the underlying probability distributions correctly. Differences in 
assessment will then lead them to choose different approaches to the same 
problem. 16  Finally, the effect of differences between actors may increase 
with the heterogeneity of customers. 17  

 As this chapter will show, the history of application-level innovation 
on the Internet strongly supports the second set of theories. Throughout 
the history of the Internet, innovation in applications has often been 
affl icted by the type of fundamental uncertainty described above. Even 
when they have had access to the same information, different innovators, 
investors, or observers have often disagreed on the prospects of specifi c 
projects. That even the innovators themselves were unable to predict the 
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success of particular innovations in advance is a recurring theme in the 
history of many applications. In light of this fundamental uncertainty, 
differences between innovators were highly relevant. In line with the pre-
dictions of evolutionary and neoclassical theories of innovation, different 
actors often chose different applications or approaches, and these choices 
were often highly idiosyncratic. 

 All this suggests that the differences in the number and type of innova-
tors between the two architectures will have important implications for 
the amount and type of application-level innovation. If, as in the end-to-
end architecture, different economic actors can independently choose 
their innovation projects, the range of projects will refl ect the different 
actors ’  idiosyncratic perception and judgment. In contrast, if, as in the 
core-centered architecture, only a few network providers choose innova-
tion projects, the project portfolio will refl ect only their view of the oppor-
tunities. In view of these differences, the projects pursued by multiple 
independent innovators probably will be more diverse than the projects 
pursued under the central control of a few network providers. Moreover, 
as we will see, even if we ignore the differences in innovation costs between 
the two architectures, letting everyone with access to an end host choose 
independently whether and how to innovate will result not only in a more 
diverse set of projects but also in a larger set of projects than if a few 
network providers and their employees are the only potential innovators. 
Not only will a large, diverse group of potential innovators discover a larger 
number of opportunities for innovation than a small group of homo-
geneous network providers; they will also realize a larger number of the 
opportunities that were discovered. 

 First, a large and diverse group of potential innovators will discover a 
larger number of opportunities for innovation than a small group of homo-
geneous network providers. Network providers may not see all innovative 
opportunities. This problem is neglected by neoclassical models of innova-
tion which often assume that all actors know the potential opportunities 
for innovation. 18  In reality, discovering opportunities for innovation is the 
fi rst step in the innovative process. 19  Often it is not immediately apparent 
how a new technology could be used, or that customers have unmet needs 
that a new or improved product could fi ll. This problem is particularly 
pronounced for relatively general technologies, such as the Internet, that 
can be put to a wide variety of uses. For these technologies, identifying 
ways in which the technology could be used is an important kind of inno-
vation. As history has shown again and again, it is usually not possible to 
decide in advance which new uses will become successful. 20  Most Internet 



302 Chapter 8

applications that later became highly successful either weren ’ t envisaged 
by the designers of the network or were met by widespread skepticism 
when they fi rst became available. For example, that e-mail would become 
one of the most popular applications for the ARPANET (the Internet ’ s 
predecessor) was not envisaged by its planners or by its funders (   box 8.1  ). 21  
For years, Tim Berners-Lee and Robert Cailliau failed to convince the rele-
vant committees at CERN that Berners-Lee ’ s vision of the World Wide Web 
was something CERN should pursue. Though Berners-Lee managed to 
pursue the project informally with the consent of his immediate boss, 
Berners-Lee and Cailliau were not able to get the project accepted as 
a formal project, or to obtain the manpower they would have liked 
(   box 8.2  ). In 1995, when Pierre Omidyar fi rst developed eBay, friends and 

   Box 8.1 
 The Unexpected Success of E-Mail 

 The fi rst working networked e-mail application was developed by Ray 

Tomlinson, a programmer at Bolt, Beranek and Newman, in 1971 (box 8.5). 

According to the ARPANET ’ s Draft Completion Report, the success of e-mail 

was  “ unplanned, unanticipated, and mostly unsupported. ”  a  In 1967, 

Lawrence Roberts, who oversaw the development of the ARPANET as assistant 

director and later as director of the ARPA Information Processing Techniques 

Offi ce, b  had written, in an article describing the ARPANET, that the ability to 

 “ handle interpersonal message transmissions ”  was  “ not an important motiva-

tion for a network of scientifi c computers. ”  c  The ARPANET was intended to 

support resource sharing, i.e., to allow users to remotely access and share 

computing resources, software programs, or databases available on different 

computers attached to the network. In a 1990 interview, Frank Heart, who 

led Bolt, Beranek and Newman ’ s ARPANET team, recalled:  “ When the mail 

was being developed, nobody thought at the beginning it was going to be 

the smash hit that it was. People liked it, they thought it was nice, but nobody 

imagined that it was going to be the explosion of excitement and interest 

that it became. ”  d  But by 1973, two years after the fi rst e-mail had been sent 

over the ARPANET, 75 percent of ARPANET ’ s traffi c was email. e  

 a. Heart, McKenzie, McQuillan, and Walden 1977, Draft ARPANET Comple-

tion Report, p. III-67, as cited by Abbate (1999, p. 109). 

 b. Abbate 1999, p. 46. 

 c. Roberts 1967, p. 3/1. 

 d. Interview by Judy O ’ Neill, as cited by Abbate (1999, pp. 108 – 109). 

 e. Tuomi 2002, p. 139.   
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   Box 8.2 
 The World Wide Web 

 Tim Berners-Lee, a physicist by training, developed his vision of the World 

Wide Web while working as a hardware and software engineer in the data 

control and acquisitions group at CERN, the European laboratory for particle 

physics. a  He envisioned a decentralized global hypertext system that would 

enable researchers who came to CERN to run their experiments and then 

returned to their home institutions to add all sorts of documents to the system 

and link to related information. Berners-Lee repeatedly submitted his pro-

posal to his boss and to other people at CERN in 1989 and 1990, but he did 

not get a reaction. Working with Robert Cailliau (a colleague in the Electron-

ics and Computing for Physics division) and a student intern, he built the 

fi rst versions of a browser and a server in an informal project that was justifi ed 

internally as a way to test the operating system and software-development 

environment on a new NeXT computer. But when he and his co-workers were 

trying to encourage people in the Computing and Networking division to use 

the system to document their projects, Berners-Lee recalls,  “ they didn ’ t seem 

to see how it would be useful. ”  b  In the spring of 1991, enthusiastic researchers 

and librarians at the Stanford Linear Accelerator set up the fi rst Web server 

outside CERN after seeing the system during a visit at CERN. Berners-Lee ’ s 

boss arranged for Berners-Lee to present the World Wide Web to the CERN 

Computer Centre Coordination Committee, which consisted of the managers 

of the main services of CERN ’ s IT department, in order to explain the useful-

ness of the Web and get more funding. In his book, Berners-Lee recalls:  “ What 

we hoped for was that someone would say,  ‘ Wow! This is going to be the 

cornerstone of high-energy physics communications! It will bind the entire 

community together in the next ten years. Here are four programmers to work 

on the project and here ’ s your liaison with Management Information Systems. 

Anything else you need, you just tell us. ’  But it didn ’ t happen. ”  c  Hoping to 

fi nd programmers interested in improving the program, Berners-Lee made the 

documentation and code for the World Wide Web available on the Internet 

in August 1991, in particular on a newsgroup for hypertext enthusiasts. 

Berners-Lee later characterized this as a  “ water-shed event. ”  d  Those enthusi-

asts downloaded the code, found bugs, suggested features, and put up their 

own servers. As of the summer of 1991, content was being created, and 

CERN ’ s server was getting 10 to 100 hits a day. 

 a. The account in the text is based on Berners-Lee and Fischetti 2000. 

 b. Ibid., p. 34. 

 c. Ibid., pp. 50 – 51. 

 d. Ibid., p. 51.   
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potential investors could not imagine that ordinary people would be 
willing to buy from or sell to complete strangers in an online auction. 22  At 
the time, even established companies had diffi culties attracting customers 
willing to use their credit cards online, and it was not clear whether e-com-
merce would ever take off. Similarly, in the mid 1990s people in the Inter-
net industry had severe doubts whether operating a search engine was a 
sustainable business at all.  “ Back in those days, ”  Joe Kraus (a co-founder 
of Excite, one of the fi rst search engines for the Web) recalled,  “ it was 
legitimate to [think]  ‘ Why would I use a search engine more than a couple 
of times to fi nd the sites that I like? Then I ’ ll bookmark those sites and 
never go back to a search engine again. ’  ”  23    

 Even successful innovators are not necessarily able to predict in advance 
which uses will take off. For example, Max Levin and Peter Thiel started 
Confi nity, the company that later became PayPal, to write cryptographic 
software for handheld computers. They went through several unsuccessful 
products until arriving — almost accidentally — at the product PayPal offers 
today, which allows people to make and receive online payments. At the 
time, their company was offering an application to transfer money from 
one handheld computer to another. To get people interested in buying the 
application, they built a  “ demo ”  for the company ’ s website that let people 
do everything on the website that they could do on a handheld computer. 
After a while, they became aware that people were using the demo version 
to actually transfer money, and that the website was much more successful 
than their  “ real ”  product. 24  

 When Ludicorp launched Flickr, it was an online photo-sharing applica-
tion that enabled users to share photos and chat about them in real time. 
Users, however, wanted to share their pictures with others who were not 
online at the same time. The Flickr team had assumed that users would 
want to limit access to their pictures to family members and friends. 
Instead, most users left their photos public (   box 8.3  ).  

 Uncertainty does not end once new uses are identifi ed. Often it is not 
clear which technical approach will be the best for a particular use, which 
features users may want, or which business model might be the most 
appropriate. Under these circumstances, actors ’  past experiences, the 
context in which they are operating, their ties to other actors, or charac-
teristics such as alertness to innovative opportunities infl uence what 
opportunities people see and what approaches they fi nd valuable. 25  

 For example, innovators often discover a potential opportunity for inno-
vation when they realize that some diffi culty they are experiencing might 
be problematic for others, too. For example, Sabeer Bhatia and Jack Smith 
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   Box 8.3 
 Flickr 

 Flickr became a social network almost by accident. a  It was launched in Febru-

ary 2004 as a place for people to chat about photos, but user feedback encour-

aged its evolution into a platform that lets people share their pictures with 

the world. From a business perspective, the idea that a photo-sharing website 

could be profi table standing alone stood in stark contrast to the business 

models of existing photo-sharing applications that were loss leaders for photo-

printing websites. 

 In 2002, Caterina Fake and her husband, Stewart Butterfi eld, founded 

Ludicorp to build a Web-based multi-player online game called Game Never-

ending. Inspired by Neopets (a game in which children can interact with 

other children while tending to virtual pets), they wanted to build a game in 

which people could build a community and interact in whimsical ways. In 

late 2003, they found themselves at the point where  “ we ’ re six months 

behind on back-end development[, we ’ re] trying to raise venture capital[, and 

we ’ re] trying to fi gure out what furniture we should sell to make payroll. ”  b  

 While waiting for the  “ back-end ”  developers to catch up, the  “ front-end ”  

developers had developed a feature that enabled players to drag and drop 

objects so as to  “ give ”  them — that is, show them — to other players. That 

feature inspired the original version of Flickr. The idea was to expand that 

feature so that photos could be dragged and dropped into a chat and onto 

chat participants ’  desktops in the same way as game objects to create real-time 

interaction around photo sharing. Since  “ we only had money for one last 

shot, and we knew we could deploy Flickr faster than the game, ”  the team 

took a vote and decided to work on Flickr. c  When Ludicorp launched Flickr 

(in February 2004), it enabled users to chat and share photos in real time; 

technically, the fl ash-based application was based on a stripped-down version 

of the Game Neverending user interface. Owing to the real-time nature of the 

application, people who wanted to share photos with each other had to be 

online at the same time, which limited Flickr ’ s usefulness. Users preferred a 

website that would let them save photos that others could see at a later stage, 

so the Flickr team (which was closely following the discussions in user forums) 

added a website where people could upload and store pictures that others 

could view at a unique URL. d  The Flickr team had assumed that users would 

use the site to store and organize photo collections and share them with their 

families and friends. When the team built a  “ social network ”  into Flickr, the 

idea was that it would allow people to limit access to their photos to family 

and friends. But they were surprised to fi nd that about 80 percent of Flickr 

photos were left public. High-quality photographers began to see Flickr as a 

place to show their work. When Fake and Butterfi eld became aware that people 
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were using Flickr to share their photos with the public, their background in 

communal gaming and social software became their big advantage. It allowed 

them to capitalize on this trend as soon as they saw it by using open APIs, 

making it easy to integrate pictures into blogs, enabling the tagging program 

to allow people to pull together groups around certain types of photos, and 

unobtrusively fi nding ways to feature some of the best photos. 

 a. The account in this box is based on the following sources: Garrett 2005; 

Fitzgerald 2006; Gabbay 2006; Hawk 2005; Herron 2006; Naughton 2008; 

Fake 2007; Livingston 2007. 

 b. Fitzgerald 2006. 

 c. Ibid. 

 d. The website was far more popular than the real-time application, which 

was phased out.   

Box 8.3
(continued)

got the idea for Hotmail, one of the fi rst Web-based e-mail systems, when 
they were working on another project. While working at a start-up fi rm 
named FirePower, they were trying to come up with a  “ killer app ”  
that would make their fortunes. Their original idea was to create a Web-
accessible relational database tool, which they named JavaSoft. They worked 
on the coding for JavaSoft while they were employed full-time at Fire-
Power. 26  They ran into trouble developing the database, though, because 
they had diffi culty communicating when they weren ’ t in the same loca-
tions. They didn ’ t want their bosses to discover this project, so they were 
using their personal e-mail accounts, but FirePower ’ s corporate fi rewall 
prevented them from  “ dialing out ”  to reach those accounts. The solution 
came to Smith one day in December 1995: Web-based email would let them 
access their e-mail from any computer, not just from home or at work. Since 
HTTP can easily traverse fi rewalls, fi rewalls would not be a problem, either. 
Bhatia thought the idea was perfect, and they began working on it imme-
diately. 27  Others discover an opportunity for innovation when they watch 
others experience a need, and start thinking about potential solutions. For 
example, Shawn Fanning started thinking about Napster, the fi rst digital 
fi le-sharing application, after his roommate repeatedly complained about 
the diffi culty of fi nding MP3 fi les for download on the Internet. 28  

 Often, innovators ’  ideas are inspired by the innovators ’  backgrounds. 
For example, the decision by Niklas Zennstr ö m and Janus Friis to develop 
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Skype, an Internet-telephony application based on a peer-to-peer architec-
ture, was infl uenced by their desire to leverage their intimate knowledge 
of peer-to-peer applications. The pair had already created another highly 
successful peer-to-peer application: Kazaa, a peer-to-peer fi le-sharing appli-
cation that enabled users to share fi les and was used mostly to share MP3 
music fi les. 29  Friis recalls:  “ After Niklas Zennström and I did Kazaa, we 
looked at other areas where we could use our experience and where P2P 
technology could have a major disruptive impact. The telephony market 
is characterized both by what we think is rip-off pricing and a reliance on 
heavily centralized infrastructure. We just couldn ’ t resist the opportunity 
to help shake this up a bit. ”  30  

 Jim Clark ’ s and Marc Andreessen ’ s decision to develop the fi rst commer-
cial browser for the World Wide Web was deeply infl uenced by Andreessen ’ s 
background, which gave him intimate knowledge of the inner workings 
(and the limitations) of the most successful browser to date, a recognition 
of the growing importance of the World Wide Web, and, potentially, a desire 
to get back at his former employer. Together with a colleague, Andreessen 
had developed the fi rst user-friendly and widely successful browser, Mosaic, 
while working as a student at the University of Illinois ’  National Center 
for Supercomputing Applications (NCSA). After Mosaic had been released, 
the relationship between the NCSA and Andreessen had deteriorated, 
and Andreessen had moved to Palo Alto, where he met Clark (   box 8.4  ).  

 Others discover opportunities for innovation when they perceive that 
a technology they are or were working with may be useful in another 
context. For example, the idea for the fi rst working e-mail program for the 
ARPANET was born when Ray Tomlinson, a programmer at Bolt, Beranek 
and Newman, realized that the application he was working on (a program 
for sending e-mail messages between users of a single mainframe com-
puter) could be improved using another application he had been working 
on earlier — a program for transferring fi les on the ARPANET (   box 8.5  ). 
Similarly, the Google search engine was an unexpected application of an 
algorithm that Larry Page and Sergey Brin had developed for a different 
goal in their PhD work (   box 8.6  ).   

 All this suggests that the discovery of opportunities for innovation is 
often highly idiosyncratic. As we just saw, some of today ’ s most important 
applications (e.g., e-mail, search, the World Wide Web) have idiosyncratic 
roots. Under the end-to-end architecture, anyone with access to an end host 
can become an innovator. Though network providers — the only potential 
innovators under a core-centered architecture — can try to hire employees 
with diverse backgrounds and experiences, the wide range of backgrounds, 
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   Box 8.4 
 Netscape 

 In April 1994, Jim Clark and Marc Andreessen founded Mosaic Communica-

tions Corporation (which later became Netscape) to develop the fi rst com-

mercial browser for the World Wide Web. a  

 Andreessen, 22 years old, had just graduated from the University of Illinois 

Urbana-Champaign. With a colleague, Eric Bina, he had created the fi rst 

version of the Mosaic browser while working as a student at the University 

of Illinois ’  National Center for Supercomputing Applications (NCSA). Mosaic 

was not the fi rst browser (the fi rst one had been developed by Tim Berners-

Lee, and other researchers had developed browsers too), but it became the 

fi rst widely popular browser. Unlike most other browsers at the time, Mosaic 

was easy to install and use, and it had a clean interface. Whereas existing 

browsers displayed graphics in a separate window, Mosaic could display 

graphics as part of a webpage, making websites look more like magazine 

pages. Its point-and-click interface made it easy to surf the Web. Mosaic was 

fi rst released in January 1993. Distributed freely, it quickly became popular. 

The NCSA, noting the success of the Unix version developed by Bina and 

Andreessen, decided to also develop versions for the PC and the Macintosh, 

making Mosaic the fi rst cross-platform browser. Suddenly every PC or Mac 

user with an Internet connection could surf the Web, even if he did not 

understand HTML or TCP/IP. In the months following Mosaic ’ s release, the 

Web quickly took off. In January 1993 there were 50 known Web servers; by 

October there were more than 500; by June 1994 there were 1,500. b  

 After Mosaic was released, relations between the NCSA and Andreessen 

quickly unraveled. The NCSA, wanting to make Mosaic more corporate, began 

to  “ marginalize ”  the engineers from the project. Eventually they asked 

Andreessen to stop working on Mosaic. Rather than stay at the NCSA in some 

other capacity, Andreessen moved to Palo Alto, took a job at Enterprise Inte-

gration Technologies, and eventually met Jim Clark. 

 Clark was a Silicon Valley entrepreneur who had founded Silicon Graphics. 

His new interest was in how to make money off the Internet — a relatively 

new idea in 1994. He was looking for a technical whiz with big ideas that he 

could help turn into reality. Someone mentioned Andreessen ’ s name to him. 

He contacted Andreessen, and they agreed to start collaborating. 

 Initially, the two were not sure what they wanted to develop. Clark was 

interested in interactive TV and wanted to create something like an online 

Nintendo. Andreessen wasn ’ t convinced. After a while, Andreessen ’ s lingering 

bitterness toward the NCSA resurfaced.  “ We could always create a Mosaic 

killer — just build a better product and build a business around it, ”  Clark 
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later remembered Andreessen saying. c  Clark agreed to the idea. Both were 

convinced that cross-platform browsers would be important for the Internet, 

and that they might even replace operating systems. d  They quickly hired most 

of the Mosaic team from the University of Illinois and formed Mosaic Com-

munications. (They later changed the name to Netscape to avoid battles with 

the NCSA.) 

 a. The account in this box is based on Wolfe 1994, Berners-Lee and Fischetti 

2000, Kaplan 1999, and Hamm 1998. Who had the idea to develop a browser 

that would be user-friendly and easy to use is contested. Kaplan (1999) and 

Hamm (1998) attribute the idea to Andreessen; Deutschman (1997) attributes 

it to Dave Thompson, a full time-employee of the NCSA. All accounts agree 

that Andreessen and Bina developed the Mosaic browser. 

 b. Wolfe 1994. 

 c. Hamm 1998. 

 d. Afuah and Tucci 2001, p. 203.   

Box 8.4
(continued)

   Box 8.5 
 The First E-Mail Program 

 Ray Tomlinson, a programmer at Bolt, Beranek and Newman, got the idea for 

the fi rst working networked e-mail application in late 1971 while he was 

working on the TENEX operating system, an operating system for Digital 

Equipment Corporation ’ s PDP-10 mainframe computer. a  (A mainframe is a 

large computer that is shared by a number of users who access the system 

from different terminals.) At the time, most mainframes had mail programs 

that enabled users of the same mainframe to exchange messages. Tomlinson 

was improving TENEX ’ s mail program when he realized that he could add 

functionality that would let users connected to different mainframes on the 

ARPANET send e-mail to one another by modifying code from an experimen-

tal fi le-transfer protocol for the ARPANET that he had worked on earlier. 

Instead of transferring fi les from one ARPANET computer to the other, the 

new mail program would transfer e-mail messages from one ARPANET com-

puter to the other and add them to a user ’ s mailbox. 

 a. The account in this box is based on the following sources: Tomlinson, 

undated b; Crocker, undated; Abbate 1999, p. 106; Partridge 2008b.   
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   Box 8.6 
 Google 

 In 1995, Larry Page and Sergey Brin were studying the link structure of the 

World Wide Web in the course of their PhD work in computer science at 

Stanford University. a  Because it was easy to see the links leaving a website but 

diffi cult to see the links pointing to the same site, they thought it might be 

interesting to fi nd and analyze the links linking to a site. Their goal was to 

develop a system (to be named BackRub) that, if given the URL for a website, 

would list all the websites that linked to this site,  — the  “ backlinks ”  — ranked 

by importance. To rank the backlinks, Page and Brin developed PageRank, an 

algorithm that would assign a rank to a website on the basis of the number 

of websites linking to this site, taking into account the relative importance 

of these sites. The idea was that if there were a large number of backlinks, 

BackRub would show the most important backlinks fi rst. While Page and Brin 

were studying the results of their system, it occurred to them that the rank 

of a page might be useful for purposes other than ranking backlinks — in 

particular, for searching. To test this intuition, they wrote a rudimentary 

search tool based on PageRank. When it yielded results far superior to those 

yielded by existing search engines, they decided to focus their energy on 

building a real, full-text search engine that would use the PageRank algorithm 

to help determine how to order search results. They named it Google. 

 a. The account in this box is based on Battelle 2005 and on Page et al. 1999.   

experiences, and contexts of potential innovators under an end-to-end 
architecture cannot be replicated within a few network providers ’  organiza-
tions. As we saw, experiencing or watching a need that may be met by using 
the Internet in a new or different way is an important way of identifying 
new uses for the Internet. A few network providers likely cannot re-create 
the use contexts of all the various areas of business and society within their 
organizations. Thus, by increasing the range of actors who can discover 
opportunities for innovation and act on them, the decentralized environ-
ment for innovation provided by an end-to-end architecture greatly 
increases the number of opportunities that will be discovered. 

 Second, a larger, diverse group of potential innovators will realize a 
greater number of the opportunities that were discovered. Even if a network 
provider sees an opportunity, it may not fi nd that opportunity attractive. 
If there is fundamental uncertainty of the type described above, where 
different innovators cannot agree on the prospects of the various options, 
potential innovators ’  perceptions of the likely costs and benefi ts may 
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differ; owing to these differences, the innovation may appear profi table to 
some of the innovators, but not to others (   box 8.7  ).  

 Beyond differences in perception, different cost structures may make a 
project profi table for some innovators but not for others. Consider an 
individual programming at home in her free time, a start-up fi rm, and a 
larger fi rm (perhaps a network provider). To make their funds last longer, 
start-ups often cut costs in a number of ways — for example, the founders 
may work from their homes, or may rent only cheap offi ce space, keep 
administrative overhead low, or forgo a part or all of their salary. 31  All this 
may enable them to produce their application at lower costs than an estab-
lished larger fi rm. For example, for the fi rst six months of its existence 
Amazon was run from a converted garage in the house Jeff Bezos lived in. 
Meetings with third parties were held in a nearby caf é . 32  Even after eBay 
had moved into rented offi ces, desks for new employees were picked up 

   Box 8.7 
 How Differences in Perception Affect the Number of Projects 

 To think more formally about how differences in perception affect the number 

of innovative ideas that will be realized, assume that there are a number of 

potential projects that have the same probability of success. a  Suppose the 

various innovators differ in their beliefs about the likely success of projects, 

and that the probability that a particular innovator thinks a project will be 

successful (and therefore decides to pursue this project) is    for all innovators, 

with 0          1. Also assume that the probability that a particular approach is 

successful is   , with 0          1. In this case, the probability that a particular 

project is pursued by at least one innovator is    under centralized innovation, 

and it is 1  –  (1  –    )  n   under decentralized innovation with  n  innovators. 

 Because       1  –  (1  –    )  n      1  –  (1  –    ) (   n   +1)  for all  n     2, the probability that a 

particular project is pursued by at least one innovator rises with the number 

of innovators. Intuitively, the larger the number of potential innovators, the 

more likely it is that at least one innovator will eventually choose a particular 

project. In this example, the expected ratio of successful approaches under 

decentralized innovation vs. centralized innovation is [1  –  (1  –    )  n  ]/  , which 

is potentially very large. Thus, centralized innovation is likely to result in 

substantially less successful innovation than decentralized innovation. b  

 a. Similar models are used by Cohen and Klepper (1992, pp. 7 – 8) and by 

MacKie-Mason, Shenker, and Varian (1995, pp. 20 – 21). 

 b. It will also result in substantially more unsuccessful innovation. See 

below.   
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by an eBay employee using her uncle ’ s truck and then assembled by the 
employees. 33  It is easy to imagine projects whose expected benefi ts are 
larger than the costs incurred by the programmer or the start-up fi rm, but 
lower than the costs incurred by a larger fi rm. 

 Even if the benefi ts are larger than the costs for all different potential 
innovators that see the opportunity, the size of the potential benefi ts may 
make the project unattractive for the network provider and other large 
fi rms. 34  Successful companies need to continue to grow in order to main-
tain their share prices and to provide the opportunity for employees to 
expand the scope of their responsibilities. As growth rates are expressed as 
a percentage of the current market valuation, the additional revenue 
required to maintain a particular growth rate increases with the size of the 
company. The larger a fi rm, the higher the additional revenue required to 
maintain a particular growth rate. For example, while a project with poten-
tial revenue of $10 million will let a $50 million company grow at a rate 
of 20 percent, it will let Comcast, whose market capitalization at the time 
of this writing (June 2008) is $63.66 billion, 35  grow at a rate of 0.00015 
percent; for AT & T, whose market capitalization at this writing is $214.71 
billion, the relative contribution to growth would be even smaller. 36  Because 
the overall number of projects a fi rm can pursue is usually limited (   box 
8.8  ), it will prefer projects that contribute a signifi cant portion of the addi-
tional revenue needed to maintain its growth rate to projects that will lead 
to revenues that are too small to help the company achieve its growth rate. 
Thus, the project with potential revenue of $10 million probably will not 
be attractive to a larger company (such as Comcast or AT & T) but may be 
quite attractive to a start-up or a smaller fi rm. Similarly, the prospect of 
getting bought for $5 million, $10 million, or $20 million may be attractive 
for an entrepreneur who fi nanced a project herself or through angel inves-
tors, but may not motivate a venture-capital fi rm to invest in the project. 37  
Users who innovate to use the resulting application themselves may not 
care about the size of the market at all; they may care only about the poten-
tial benefi t from using the program. Moreover, as we will see below, 
network providers and other established fi rms may have a bias against spe-
cifi c kinds of projects that may lead them to not select such a project even 
if they see the opportunity. Finally, strategic interests may make network 
providers and other established fi rms less interested in certain projects than 
other actors. For example, phone companies may be deterred from aggres-
sively pursuing innovation in Internet telephony by the fear of cannibal-
izing their existing revenues from traditional telephony, and cable 
companies may be deterred from innovating in Internet video by the fear 
of cannibalizing their revenues from their traditional cable offerings.  
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   Box 8.8 
 Limits of Firm Size 

 The number of projects that a fi rm can pursue internally is usually limited. 

Though it is diffi cult to pin down where exactly these limits are (they may 

also be changing with organizational form, or with technical advances that 

facilitate information sharing and coordination), most researchers agree that 

there are limits to how large a fi rm can become. a  For example, it may be more 

diffi cult to monitor performance and maintain incentives in larger organiza-

tions. At some stage, increasing the scope of the fi rm will require adding 

hierarchies, which is costly and may make it more diffi cult for relevant infor-

mation to travel to the top. Larger organizations may also incur higher infl u-

ence costs, since the larger amount of resources available may motivate the 

larger number of stakeholders within the fi rm to compete more vigorously 

for their share of existing resources. b  

 In addition, the architecture may limit the number of projects that a fi rm 

can pursue. For example, developing a new application in the core-centered 

architecture will often require changes to the network. The complexity of 

making changes to the network and keeping track of the interactions between 

the changes required for different applications will limit the concurrent 

number of new application projects that a network provider can pursue. 

 a. See, e.g., Williamson 1975, chapters 7, 8; Williamson 1985, chapters 6, 11; 

Milgrom and Roberts 1992, pp. 571 – 575; Besanko, Dranove, and Shanley 

2000, pp. 87 – 91. 

 b. See, e.g., Milgrom and Roberts 1992, pp. 571 – 575.   

 As we saw in chapter 5, the low costs of application innovation under 
an end-to-end architecture let innovators with all sorts of motivations 
innovate: the user who wants to get the application she needs, the volun-
teers who cooperate (often remotely) to develop an application, the poten-
tial entrepreneur who tests his idea as a side project while making money 
in his day job, the small company without outside funding whose owners 
want to be profi table, but value control over their company ’ s destiny more 
than the opportunity of getting insanely rich, fi rms funded by venture 
capitalists, larger existing companies. Though the diversity of funding 
sources available to potential innovators may differ from country to 
country or even from region to region (for example, the availability of 
venture capital varies considerably across countries or regions), the broad 
range of cost structures, perceptions, and motivations able to support 
innovation under an end-to-end architecture makes it more likely that 
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someone will fi nd it attractive to realize an innovation even if the network 
provider does not fi nd it attractive. 

 In sum, a large, diverse group of potential innovators, with diverse 
motivations and with access to diverse types of funding, not only will dis-
cover more opportunities for innovation than a small group of homoge-
neous network providers; it also is likely to realize a larger number of the 
opportunities that are discovered. 

 Having a larger and more diverse set of innovation projects, in turn, 
guarantees a more complete search of the problem space, reducing the 
chance that benefi cial uses (or approaches to specifi c problems) will not 
be detected. If the various innovators pursue different technical approaches 
to the same problems or explore different business models, having a larger 
number of innovators increases the likelihood that at least one of them 
will be successful and increases the expected quality of the winner. 38  The 
benefi ts of diversity increase with uncertainty. Intuitively, if uncertainty 
is high, it is not likely that a single approach will yield a really good result. 
The more independent approaches are tried, the higher the probability 
that one of them will turn out to be really good. Certain innovators ’  idio-
syncratic experiences or capabilities may further improve the expected 
quality of the outcome. 

 For example, Skype was not the fi rst Internet-telephony application; it 
was not even the fi rst one based on a peer-to-peer architecture. But the 
experience that the Skype team had gained developing Kazaa and a clear 
focus on voice quality and ease of use resulted in an application that sur-
passed the quality of existing Internet-telephony applications and was 
offered for free (   box 8.9  ). Similarly, Flickr was not the fi rst photo-sharing 
application; however, for reasons that were tightly linked to the circum-
stances surrounding its inception and the founders ’  backgrounds, it evolved 
into an offering with distinctive features — a platform for photo sharing with 
elements of social networking — that were central to its success (box 8.3).  

 Having several innovators approach a particular problem may also 
increase the overall quality of innovations through spillovers. 39  By watch-
ing others experiment, innovators can gain valuable insights about what 
works and what doesn ’ t work without having to try the same approaches 
themselves, and can use these insights to improve their own approaches. 40  
For example, providers of search engines initially struggled to fi nd a good 
business model. The lack of a good business model was one of the main 
things that deterred potential investors from investing in search engines. 
The business model that Google pioneered, which dominates the industry 
today, evolved in a series of steps that involved substantial trial and error. 
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   Box 8.9 
 Skype 

 When Niklas Zennstr ö m and Janus Friis began developing Skype, most of the 

existing Internet-telephony applications were based on a client-server 

architecture and used the Session Initiation Protocol, which didn ’ t handle 

broadband users behind fi rewalls and network-address translators well. One 

company, PGPfone, was peer-to-peer, but couldn ’ t work around fi rewalls. a  

Most of the services were diffi cult to use, and the voice quality of the services 

was relatively low. b  Zennstr ö m and Friis decided to base Skype on a proprietary 

protocol, to use a peer-to-peer architecture, and to focus on call quality and 

ease of use. They hired the team of Estonian programmers that had developed 

Kazaa for them to adapt the technology underlying Kazaa for Internet tele-

phony. Thanks to their experience with Kazaa, the programmers were able to 

overcome the problem of network-address translator and fi rewall traversal, 

something that Zennstr ö m perceives as critical to Skype ’ s success. c  The low 

ongoing costs associated with a peer-to-peer application (in 2004, it cost Skype 

only one-tenth of a cent to add a new user, as Skype needed only servers from 

which the application could be downloaded and an authentication server) 

and the viral nature of the software (since Skype uses a proprietary protocol, 

Skype users can talk only to other Skype users, which gives users an interest 

to convince their friends to use Skype, too) enabled Zennstr ö m and Friis to 

make the software available for free and to charge only for premium features. 

In contrast, Vonage and other companies that used the Session Initiation 

Protocol and a client-server architecture had to use a subscription model, 

because of the costs of operating the server infrastructure and the higher costs 

of marketing (in 2004, it cost Vonage $400 to add a new customer). d  Because 

it enabled people to make high-quality phone calls for free with a program 

that was easy to install and easy to use, Skype was an instant success. 

 a. McCullagh 2003. 

 b. Charny 2003. 

 c. Mohney, undated; Maney 2006. 

 d. The costs of adding a customer to Vonage or Skype are taken from Roth 2004.   

Over time, Google and other actors within the industry tried a variety of 
different approaches. At each step along the way, Google not only reacted 
to its own experience but also built on the experiences gained by others 
in the industry (   box 8.10  ). In general, innovators can learn from other 
innovators ’  successes or failures, and such learning reduces the social costs 
of failure. 



316 Chapter 8

   Box 8.10 
 The Evolution of Google ’ s Business Model for Search 

 In 1999, when Larry Page and Sergey Brin secured their fi rst venture-capital 

funding for Google, receiving $25 million from Sequioa Capital and Kleiner 

Perkins Caulfi eld and Byers, they had not yet found a business model. a  At the 

time, existing search engines were either using banner advertising or diversify-

ing into portals. Brin and Page argued that banner ads would cause the Google 

page to load slower, and that irrelevant ads would distract from the search 

results. Instead, Google fi rst tried to make money by syndicating its search 

technology to large websites for a fee, in addition to offering it to consumers 

directly. But that approach was not very successful, so at the end of 1999 Page 

and Brin decided to try a variant of the dominant advertising model. As the 

providers of other search engines did, they would sell advertising space on 

their site, basing the price on the number of users seeing the ad (this method 

of pricing is called  cost per thousand impressions ). Unlike the others, however, 

they would show only text-based ads that were relevant to the topic of the 

search. b  To prevent any confusion, paid ads were clearly separated from the 

normal search results. The system worked, but it did not provide enough 

revenue. In particular, it did not scale well, since the advertising deals were 

negotiated in person. In 2000, to remove the bottleneck and increase revenue, 

Google introduced AdWords, an automated system that let advertisers buy text 

ads online using a credit card. With AdWords, Google ’ s revenue grew consider-

ably, but GoTo, a competitor in the search market, was growing much faster. 

 GoTo, which later changed its name to Overture, had had been founded 

by Bill Gross as a commercial search engine. Whereas other search engines 

used algorithms or humans to rank search results, the order in which GoTo ’ s 

search results were shown was determined by how much the owners of the 

corresponding websites were willing to pay. GoTo ’ s business model contained 

two major innovations. One was that advertisers would pay only if a user 

actually clicked on their ad (a model now known as  “ pay per click ” ); the other 

was that advertising prices would be determined through an online auction 

in which advertisers could bid to be shown when searchers searched for par-

ticular keywords. 

 Although observers and industry participants had been highly skeptical 

when it was launched, c  GoTo became very successful. Because users who search 

for something are really interested in it and, if their query is related to com-

mercial activity, willing to act, advertisers found that users searching for rel-

evant keywords were often clicking on their ads and then buying something. 

As a result, advertisers on GoTo were willing to pay much more than they 

paid for undifferentiated traffi c from other websites. GoTo also syndicated 

the top paid results (as determined by the amount that advertisers were willing 
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to pay) to other search engines or portals, sharing the advertising revenue 

with them. Even though the market for display advertising crumbled after 

the NASDAQ crash in the spring of 2000, advertisers continued to advertise 

on GoTo, and GoTo became profi table while other search engines and portals 

were struggling from the slowdown in display advertising. The fact that GoTo 

was able to offer its syndication partners substantial revenue per search when 

the traditional model of display advertising had broken down fueled its syn-

dication business and motivated others to imitate its approach. 

 Google executives, who had been following Overture ’ s success, determined 

that Google ’ s lack of auction-based pay-per-click pricing for its paid ads was 

an important reason for the difference in the growth of the two businesses. d  

In February 2002, Google introduced AdWords Select, which was based on 

Overture ’ s model but which differed from it in important ways. As in Over-

ture ’ s system, the advertising price was determined by an auction, and adver-

tisers paid only for actual clicks. But whereas Overture based the order in 

which ads were shown on the advertisers ’  bid, Google ’ s system also consid-

ered the likelihood of users ’  clicking on the ad. Thus, an advertiser who bid 

$1 per click but had a large number of users clicking on its ad would be ranked 

higher than an advertiser who bid $2 per click but had few users clicking on 

its ad. Relative to Overture ’ s system, these differences not only made ads more 

relevant for search users but also led to higher revenue for Google. (In April 

2002, Overture fi led a lawsuit claiming that Google had infringed Overture ’ s 

patent covering its ad-placement method. The suit was settled out of court 

in 2004 after Yahoo acquired Overture. As part of the settlement, which also 

settled another claim by Yahoo, Google gave Yahoo 2.7 million shares of its 

stock in exchange for a fully paid, perpetual license to Overture ’ s patents. e ) 

Finally, whereas in Overture ’ s system content providers ’  or advertisers ’  pay-

ments determined the placement in the search engine ’ s main search results, 

Google only used the pricing mechanism to determine the order in which its 

paid links were shown on the site, and continued to clearly separate between 

the organic search results produced by Google ’ s search algorithm and the paid 

results produced by AdWords Select. The new system not only made Google ’ s 

own search website highly profi table, it also enabled Google to change its 

syndication model. Instead of syndicating its algorithmic search results to 

third parties for a fee, Google now syndicated both algorithmic and paid 

search results to other websites, offering them a share of the revenue. Today, 

this general approach is still at the core of Google ’ s highly successful business 

model. Yahoo and Microsoft, Google ’ s two biggest competitors in the search-

engine market, adopted similar approaches. f  

Box 8.10
(continued)
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 a. The account in this box is based on the following sources: Business Wire 

1999; Google 2000; Bowman 2002; Festa 2002; Kane 2002a,b; Olsen 2002a,b,d; 

Sullivan 2002a,b; Wolverton 2002; Battelle 2005, pp. 88 – 146; Vise and 

Malseed 2005, pp. 62 – 69, 82 – 129. 

 b. Google ’ s sales chief had used a similar approach in his previous job at 

Netscape, combining cost-per-million pricing with showing advertising results 

based on keywords (Battelle 2005, p. 124). 

 c. See, e.g., Pelline 1998; Sullivan 1998. 

 d. In 2001, Gross approached Brin and Page to discuss a potential merger, 

but Brin and Page did not approve the mixing of paid advertising with normal 

search results (Battelle 2005, pp. 115 – 116). 

 e. Olsen 2002c, 2004. 

 f. Yahoo did not use a relevancy factor such as click-through rates until it 

introduced its new search marketing system Panama in early 2007. The lack 

of such a factor is usually viewed as one important reason for the gap in 

search-engine monetization between Google and Yahoo. Another reason is 

the different number of users. See chapter 6 above, subsection  “ Complemen-

tary Product Source of Outside Revenue. ”    

Box 8.10
(continued)

  Finally, if consumers are heterogeneous, having a larger and more 
diverse group of potential innovators is likely to result in applications that 
better meet the needs of different consumer groups. 41  Because innovators 
often discover opportunities for innovation that are related to their back-
grounds or to the context they are operating in, letting anyone with pro-
gramming knowledge and access to an end host become an innovator 
makes it more likely that a specifi c user need is recognized. More innova-
tors will not only discover more opportunities for innovation, they prob-
ably will also realize more of the opportunities that are discovered. For 
reasons discussed above, there will be many potential applications or ser-
vices that users may want but which a network provider may not pursue. 
For example, catering to a niche market with relatively low profi t margins 
may be interesting for a small software company with little overhead 
whose owners are happy to be just profi table, but not for larger companies 
with different cost structures that look for larger profi t opportunities. 42  By 
enabling a wide range of actors with diverse backgrounds and diverse 
motivations to innovate, the end-to-end architecture makes it more likely 
that someone will fi nd it attractive to cater to a particular group of con-
sumers, even if this would not be attractive for the network provider. If no 
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one else is interested in meeting their needs, users can always realize the 
application themselves. 

 To better understand when and why a larger and more diverse pool of 
innovators increases the amount of innovation, let us look at three specifi c 
types of innovators: new entrants, companies backed by venture capital, 
and users. These innovators are able to innovate under an end-to-end 
architecture, but may lose their ability to participate in innovation as an 
architecture moves away from the broad version of the end-to-end argu-
ments. As we will see, these innovators often have an incentive to innovate 
in situations where the network provider does not have such an incentive. 
When these types of innovators lose the ability or incentive to innovate as 
a result of deviation from the broad version, this innovation will be lost. 
In addition, innovation by these types of innovators offers specifi c benefi ts 
that a network provider cannot replicate. Thus, the following subsections 
focus on these types of innovators, because they are able to innovate under 
an architecture based on the broad version, but they are not necessarily 
able to innovate under an architecture deviating from it. The resulting dif-
ferences in the size and diversity of the innovator pool, in turn, may result 
in differences in the amount and the type of innovation under these alter-
native architectures. The focus on these types of innovators is not meant 
to imply, however, that they are the only potential innovators, or the only 
important types of innovators. For example, large and established fi rms 
may have specifi c advantages that a start-up fi rm cannot match. Large fi rms 
often benefi t from economies of scale and scope, from economies of spe-
cialization, or from established business relationships with other fi rms. As 
we saw above, they are part of the pool of potential innovators under an 
end-to-end architecture. Their perspectives and specifi c advantages enable 
them to focus on projects that other types of innovators may neglect or 
may not be as good at, which contributes to the diverse set of innovations 
that will occur under such an architecture. Large, established fi rms will, 
however, often be less affected by deviations from the broad version of the 
end-to-end arguments, so their contribution to application innovation is 
not necessarily lost as a result of such deviations. Therefore, they are less 
important to the overall argument of this chapter. This is not meant to 
discount their importance to application innovation; it only refl ects the 
specifi c focus of the analysis in this chapter and in this book. 

 The Value of Innovation by New Entrants 
 Different network architectures let new fi rms infl uence the rate and the 
direction of innovation in different ways. Under network architectures that 
centralize control over innovation, the rate and the direction of innovative 
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activity are determined by a few network providers — established fi rms 
already operating in the industry. Either new entrants are blocked from 
innovating or their freedom to innovate is restricted by the need to get 
permission from the incumbent. In contrast, under the decentralized envi-
ronment for innovation provided by an end-to-end architecture, incum-
bents and new entrants independently determine the rate and direction 
of innovation. 

 Throughout the history of the Internet, important new applications 
have often been developed by new entrants, not by established fi rms. For 
example, the online auction site eBay was started by Pierre Omidyar, not 
by a newspaper or a major Internet service provider. In the early years, the 
members of the eBay team constantly feared that an Internet service pro-
vider (e.g., AOL, CompuServe, or MSN) or one of the big portals would 
start competing with them. They felt that online auctions were a logical 
next step from the online classifi ed sections that the big ISPs had devel-
oped. But none of the major ISPs entered the fi eld. 43  Web-based e-mail was 
pioneered by startups (including Hotmail and Four11, which developed 
Rocketmail), not by the big portals. Instant messaging was invented by the 
Israeli startup ICQ, not by a portal or an ISP. Online music distribution 
was revolutionized by Shawn Fanning ’ s Napster, not by the record 
companies. 

 In general, it took established fi rms who had been in the industry before 
the Internet became popular longer to realize the commercial potential of 
the Internet. For example, the most successful online bookshop, Amazon.
com, was started by Jeff Bezos, a former senior vice president at a quantita-
tive hedge fund who had a degree in computer science and electrical 
engineering, in the garage of his newly rented house in Seattle in June 
1994. Amazon.com started selling books on the Internet in July 1995. 44  
Barnes  &  Noble, the fi rst major brick-and-mortar bookseller to sell books 
on the Internet, opened its fi rst online store in the spring of 1997, after 
Amazon.com had become so successful that its success could not be 
ignored. 45  (In May 1996, a front-page article in the  Wall Street Journal  
reported that Amazon was on its way to selling more than $5 million in 
books in 1996. Sales were growing by 20 – 30 percent every month, and 
Amazon ’ s sales revenue that year surpassed $15 million. 46 ) 

 Another incumbent, Microsoft, initially failed to understand the growing 
importance of the Internet and the World Wide Web. 47  The commercial 
potential of providing software with which to access the World Wide Web 
was recognized by Netscape, a start-up fi rm, not by Microsoft. After the 
1993 release of the Mosaic browser, the Web grew rapidly. Jim Clark and 
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Marc Andreessen founded Netscape in April 1994 to produce the fi rst com-
mercial Web browser. After October 1994, when Netscape released the fi rst 
version of its browser, Netscape quickly garnered a dominant market share. 
In May 1995, Sun launched Java, a programming language that enabled 
programs to run within a browser, making the programs independent of 
the computer ’ s operating system. Websites were using server programs 
such as the NCSA ’ s HTTPD (released in mid 1993), Netscape ’ s commercial 
server (launched in December 1993), and the open-source Apache server 
(released in April 1995), creating the prospect of an Internet free of Micro-
soft products. Meanwhile, Microsoft was focusing on fi nishing Windows95, 
WindowsNT, and Microsoft Network (an online service designed to compete 
with AOL). Although Bill Gates assigned the Internet  “ the highest level ”  
of importance in an internal memo in 1995, changing Microsoft ’ s strategy 
in response to the Internet and the competitive threat posed by Netscape 
and Java was delayed until after the launch of Windows95 and Microsoft 
Network. When Windows95 was shipped in August 1995, it included TCP/
IP support, so that computers running the Windows95 operating system 
could connect to the Internet, but it did not include a browser. (Customers 
could buy Internet Explorer 1.0 as part of the Microsoft Plus add-on, 
though.) Microsoft Network went live using proprietary standards, not 
Web standards. In response to the threat posed by Netscape, Microsoft 
included Internet Explorer 2.0 with the operating system in November 
1995 and released its fi rst Web server in February 1996. 

 Other incumbents were offered the chance to commercialize important 
innovations, but declined. In line with CERN ’ s  “ buy, don ’ t build ”  policy, 
Tim Berners-Lee initially tried to get hypertext fi rms to work with him to 
build the World Wide Web. Existing commercial hypertext editors already 
let users open, display, and modify hypertext documents. Berners-Lee felt 
that these editors could easily be turned into the browsers he envisioned 
for the World Wide Web by adding functionality that could send hypertext 
documents across the Internet. However, none of the fi rms he approached 
wanted to pursue the idea, so Berners-Lee decided to write a browser and 
a server himself. 48  

 Sergey Brin and Larry Page, the founders of Google, originally did not 
want to form their own company, but tried to sell or license their search 
technology to existing portals. Between 1996 and 1998 they offered their 
search-engine technology to the major portal and search-engine compa-
nies, but all declined. At the time, all the existing search-engine companies 
(including AltaVista and Excite) had become portals that made money 
from advertising. Search was just one of many services they wanted to 
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provide, and not a particularly important one; after all, the portals ’  goal 
was to keep users on the portal, where they would create more advertising 
revenue or commissions for online sales. A search engine that by design 
led people away from the portal did not fi t with this strategy. Thus, the 
existing search-engine companies had no interest in acquiring a better 
search-engine technology; search had to be only  “ good enough. ”  For the 
same reasons, Yahoo, MSN, AOL, and other portals that did not have their 
own search engines were uninterested. For them, search was something 
to be outsourced to a third party, not a cornerstone of their competitive 
advantage. 49  

 Research in management strategy suggests that this pattern was no 
accident. There seem to be systematic differences between fi rms that have 
been successful in an industry for some time and fi rms that are new to an 
industry, and these factors infl uence the relative abilities of the incumbent 
and the entrants to perceive the value of specifi c new technologies and to 
exploit them. 50  Moving from an end-to-end architecture that lets new 
entrants innovate to a network architecture that lets only established fi rms 
innovate would result in the loss of innovation by newcomers. (I do not 
mean to imply that established fi rms generally fail to take advantage of 
new technical opportunities. In fact, established fi rms may have an advan-
tage with respect to innovations that require a large amount of resources. 
They may benefi t from economies of scale or scope, or they may be able 
to build on existing business relationships. For example, when Google 
develops new applications, it can take advantage of its existing data centers 
or of its existing network infrastructure in a way that a new entrant who 
lacks these resources cannot. The argument is, rather, that there are certain 
opportunities for innovation that established fi rms may fi nd unattractive, 
and that these innovations would not be realized under a non-end-to-end 
architecture under which only network providers or other established fi rms 
can innovate.) 

 The research reveals that a fi rm ’ s competitive position is crucially infl u-
enced by its resources and capabilities, and that resources and capabilities 
may be diffi cult to both acquire and change. 51  Firms that have been suc-
cessful in an industry for some time have optimized their resources and 
capabilities for the technological and competitive circumstances in the 
industry; in fact, this is the basis of their success. For example, the engi-
neers of such a fi rm may be experts in the leading technology and its par-
ticular application in the company ’ s products, and the fi rm ’ s organizational 
structures and processes may be optimized to enable effi cient product 
development and improvement based on the leading technology and on 
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the needs of the customers in the fi rm ’ s current market. But the assets that 
originally created the fi rm ’ s competitive advantage may become disadvan-
tageous in the face of particular types of technical change. If such a change 
occurs, incumbent fi rms may fi nd it diffi cult to recognize the implications 
of the new technology or to change their resources and capabilities to take 
advantage of the new situation. New entrants whose perceptions and 
capabilities have not been shaped by the existing situation have an advan-
tage in recognizing the value of the new technology and in mustering the 
resources and capabilities to exploit it. 52  Thus, this research predicts that 
incumbent fi rms will be good at pursuing innovations that fi t their 
resources, their capabilities, and their economic position, but that they will 
be less able than new entrants to see the value of a new technology and 
adopt it if it is incompatible with incumbent fi rms ’  capabilities at the 
technological level, at the organizational level, or with respect to its eco-
nomic position in the industry. 

 At the technological level, a new technology may require radically new 
technological competences that the incumbent is unable to acquire. 
Because that is more likely to occur with technological change involving 
radically new technology than with incremental changes, scholars of man-
agement strategy predict that new entrants may have an advantage with 
respect to radical technological change. 53  

 At the organizational level, a fi rm ’ s organizational structure may prevent 
it from seeing the signifi cance of certain types of technological change and 
adapting to it. For example, the organizational structure of a fi rm often 
mirrors the architecture of its product, with different organizational units 
responsible for different components. Knowledge about the relationships 
and interdependencies between components shapes the organizational 
structures and processes that guide interactions among different organiza-
tional units. Even though a new technology might improve the overall 
quality of the product by improving the product architecture, the signifi -
cance of this fact may get lost in the organizational structures and processes 
shaped by the existing architecture. Even if an established fi rm recognizes 
the value of the new technology, changing its organizational structures 
and processes may be diffi cult; owing to organizational inertia, it is usually 
more diffi cult to change established structures and processes than to build 
new ones from scratch. Thus, scholars of management strategy predict that 
technologies that require or enable changes at the architectural level of a 
product architecture will pose more of a challenge to leading fi rms than 
changes at the component level that leave the overall architecture of the 
product unchanged. New entrants whose organizational structures are not 
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yet shaped by the existing architecture may have an advantage in perceiv-
ing the value of architecture-level innovations and in realizing them. 54  

 Finally, and most importantly in the current context, a fi rm ’ s economic 
position in the market may infl uence its perception of the value of differ-
ent opportunities for technological innovation. 55  Firms often operate in 
differentiated product markets where the defi nition of quality differs con-
siderably among groups of consumers; stated differently, consumer groups 
base their purchasing decision on very different criteria. For example, large 
corporations with dedicated project managers value project-management 
software with a rich set of features that let them produce Gantt charts or 
identify the critical path of the project; they do not mind the one-time 
effort to learn to navigate the complex software. In contrast, a small busi-
ness that cannot afford to assign one person to project management full-
time needs simple software that lets project members cooperate and track 
progress. Since no one can focus on this task full-time, the software has to 
be intuitive and easy to use. 56  As the example of project-management 
software shows, different quality attributes are often mutually exclusive, 
forcing fi rms to focus on a particular group of customers with common 
valuation of quality attributes. In this case, such characteristics of the 
competitive environment as typical cost structures and available profi t 
margins are determined by the competition between the fi rms that compete 
for the same group of customers. In such a setting, a leading fi rm that has 
been successful for some time is successful because its resources, techno-
logical capabilities, organizational structures, and processes are well adapted 
to meet the distinctive needs of the group of customers it has decided to 
serve; it has found a way to outperform its competitors given the cost 
structures and available profi t margins that are typical of its sub-industry. 
In other words, a successful fi rm ’ s resources, technological capabilities, 
organizational structures, and processes are optimized to the specifi c char-
acteristics of the competitive environment in which it operates. 57  

 Although integral to the fi rm ’ s success, this optimization constrains an 
established fi rm ’ s perception of the value of different opportunities for 
technological innovation. 58  Contrary to an entrant, it is constrained by 
fi ve factors: its existing group of customers, its existing cost structure and 
profi t margins, its size, the incentive structure of its managers, and the 
fi rm ’ s processes for managing innovation. As we will see, these constraints 
will bias an established fi rm in favor of products that let it better meet the 
needs of mainstream customers in its current market or that enable it to 
move into established markets with higher profi t margins; they will bias 
it against products that do not meet the needs of customers in the fi rm ’ s 
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current market, that must be commercialized in new or emerging markets, 
or that are affl icted with signifi cant business uncertainty. 59  New entrants 
that do not share these constraints will view such projects more favorably. 
Thus, understanding how these constraints affect the way in which suc-
cessful fi rms assess potential opportunities for innovation will help us 
understand better which types of projects they may reject. Although poten-
tially attractive for a new entrant, these projects would not be realized 
under an architecture in which only network providers or other established 
fi rms can innovate. 

 First, a successful established fi rm is constrained by its existing group 
of customers. A fi rm is successful in an industry if it can give its customers 
what they want. 60  Even though this orientation toward existing customers 
is the basis of the fi rm ’ s success (the fi rm is successful precisely because it 
is puts a lot of effort into identifying the needs of its customers and evalu-
ates potential projects based on how well they meet these needs), it biases 
the fi rm in favor of projects that let it better meet the needs of these 
customers. 

 Second, a fi rm ’ s existing cost structure and profi t margins infl uence the 
type of projects it fi nds attractive, biasing it to favor projects that increase 
its profi t margins, 61  a natural way to increase profi ts. Projects with lower 
profi t margins than existing products would require the fi rm to cut costs 
in order to maintain the current level of profi tability. Successful companies 
probably already have cost structures that let them outperform their com-
petitors in the current market. As a result, it may not be possible to cut 
costs and remain competitive in the current market. In any event, cost 
cutting is usually diffi cult and painful, making projects with lower profi t 
margins unattractive. These considerations also infl uence the markets an 
established fi rm fi nds attractive: moving into markets with higher profi t 
margins enables the fi rm to earn higher profi t margins based on its current 
cost structure and potentially gives it a cost advantage over fi rms already 
operating in that market. In contrast, moving into markets with lower 
profi t margins would require the fi rm to cut costs to maintain its current 
level of profi tability. As a result, established fi rms have a tendency toward 
upmarket mobility and downmarket immobility. 

 Third, a fi rm ’ s size infl uences the type of projects it considers valuable. 62  
As we saw above, the size of a fi rm determines the additional amount of 
revenue a fi rm must earn in order to maintain its desired growth rate. As 
a result, a fi rm will prefer projects that contribute a signifi cant portion of 
the additional revenue needed to maintain its growth rate to projects that 
will lead to revenues that are too small to help the company achieve its 
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growth rate. On the basis of these considerations, an established fi rm will 
prefer projects targeting large markets to projects aimed at small markets. 

 Fourth, in established companies, proposals for innovation are evalu-
ated at various levels of the organizational hierarchy. When evaluating 
proposals, managers also consider the potential effect of these decisions 
on their own careers. This biases managers against projects affl icted with 
considerable market uncertainty. A failure in the product market due to 
lack of consumer demand happens after investment in product develop-
ment, manufacturing, marketing, and distribution has been made, and is 
therefore considerably more costly and publicly observable than failures 
in the early stages of an innovative project due to technological problems. 
As a result, such a failure is far more detrimental to a manager ’ s career 
than a failure due to technological problems. At the same time, the reward 
from successful innovation (e.g., a bonus or a raise) is usually limited. As 
a result, a manager will tend to support projects directed toward well-
known customer needs in established markets for which market uncer-
tainty is low. 63  

 Finally, the processes used to plan and manage innovation for well-
known customer needs in established markets are not appropriate for 
managing innovation in emerging markets. 64  In established markets, con-
sumers ’  needs and market sizes are usually well known; as a result, market 
uncertainty is low. In this situation, sophisticated marketing, investment, 
and management processes that require a wealth of data can be used to 
plan and control the innovation and product development process. Emerg-
ing markets, with their inherent uncertainty about consumer demand and 
market evolution, are not amenable to methods that require detailed data 
on consumers ’  needs and reliable forecasts on market development. Thus, 
the same processes that are crucial to managing innovation in established 
markets leave companies ill-equipped for dealing with emerging markets. 

 Given these constraints, an established fi rm will value technologies or 
innovations that let it better meet the needs of mainstream customers in 
its current market or that enable it to move upmarket into established 
markets with higher profi t margins. 65  These technologies have the poten-
tial to increase profi t margins on the basis of the fi rm ’ s current cost struc-
ture. In established markets in which customers ’  needs are well known, 
market uncertainty is low. In addition, established markets are large enough 
to contribute the amount of revenue that a large company needs to sustain 
its growth, making them attractive targets for innovation. 

 In contrast, an established fi rm will be biased against innovations that 
do not meet the needs of customers in the fi rm ’ s current market, that must 
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be commercialized in new or emerging markets, or that are characterized 
by signifi cant business uncertainty. Disruptive technologies are an impor-
tant example of such innovations. Disruptive technologies typically do not 
meet the needs of customers in the fi rm ’ s current market today, but they 
have the potential to evolve to a point where they better meet the needs 
of customers in this market in the future. 66  Products based on disruptive 
technologies are usually cheaper and simpler than existing products, result-
ing in lower profi t margins. As they initially underperform established 
products in mainstream markets, they cannot be used in these markets, 
but must be commercialized in new or insignifi cant markets. Such markets 
do not solve the growth needs of a large successful company. 67  Finally, the 
uncertainty associated with creating new markets requires very different 
approaches to managing product development than facilitating innova-
tion in established markets. 68  Consider Internet telephony, or video over 
the Internet. When the fi rst Internet-telephony applications were devel-
oped, voice quality was lower than on the wireline network. Calls were less 
reliable and often required a running computer. Similarly, video-over-the-
Internet transmissions often do not have the same high resolution that 
customers have come to expect from conventional television; it may take 
a moment until the video starts playing, and the video may stop unexpect-
edly to wait for more data. Sitting in front of a computer screen is not 
as relaxing as sitting on a couch in front of a large-screen television. As 
a result, these applications originally did not or still do not meet the 
needs of mainstream customers in the markets for telephony and video 
broadcast. As network and application technologies evolve, they may 
offer competitive performance. Owing to their initial quality, Internet 
telephony and video over Internet had to be commercialized in new 
markets. Given the uncertainty associated with emerging markets and the 
profi t and growth needs of established companies, it is not surprising that 
Internet telephony and video-over-Internet applications were originally 
developed by new entrants, not by incumbent phone companies or cable 
providers. 69  

 Contrary to an established fi rm, an entrant was not active in the indus-
try before the advent of a new technology. As a result, an entrant ’ s approach 
to innovation is not constrained by an existing group of customers, an 
existing cost structure, existing profi t margins, and large size. Conse-
quently, the entrant may be better able to identify the value of disruptive 
technologies and to exploit them. 70  More generally, a new entrant may 
fi nd it easier to fi nd new applications and markets for a new technology. 
A new entrant is not already dedicated to a particular group of customers. 
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As a result, it can evaluate the potential of the technology without refer-
ence to the needs of a particular group of customers. Instead, it can look 
for a group of customers that actually values the characteristics of the new 
technology. 71  Contrary to an established fi rm, a new entrant is not con-
strained by an existing cost structure, but can adapt the cost structure of 
the organization to the profi t margins that the technology enables. 72  
Finally, a new entrant is small and therefore needs less revenue than a large 
established fi rm to grow at a particular rate. Thus, for a new entrant, an 
emerging or insignifi cant market may constitute a viable growth engine. 73  
As a result, an entrant may see attractive opportunities for innovation 
where an established fi rm sees none. 

 The Value of Venture-Capital-Backed Innovation 
 Under an end-to-end architecture, anyone, including a company fi nanced 
by venture capitalists, can be an innovator. But at some stage along the 
path from an end-to-end architecture to a more centralized environment 
for innovation, fi rms backed by venture capital lose their ability to inno-
vate. Under the core-centered architecture, network providers are the only 
remaining innovators. 

 Venture capital can be defi ned as  “ equity or equity-linked investments 
in young, privately held companies, where the investor is a fi nancial inter-
mediary who is typically active as a director, an adviser, or even a manager 
of the fi rm. ”  74  Venture capitalists raise funds from investors and use these 
funds to make equity or equity-linked investments in young, privately held 
companies. Thus, venture capitalists act as fi nancial intermediaries between 
outside investors and young, privately held companies that need fi nanc-
ing. Their function goes beyond providing funds. Once the decision to 
invest in a company has been made, venture capitalists closely monitor 
and control the company ’ s progress, providing strategic advice, reputation, 
and contacts. 75  

 Throughout the history of the Internet, companies backed by venture 
capitalists have commercialized important new applications. Netscape, 
Yahoo, eBay, Amazon.com, Excite, ICQ, Hotmail, Rocketmail, Google, 
Napster, PayPal, Skype, Vonage, Friendster, MySpace, Facebook, and deli.
cio.us were all funded by venture capitalists at some stage in their history. 
Many of these fi rms pioneered completely new types of applications. This 
is not an accident. Venture capitalists specialize in high-risk, high-return 
projects that established companies often reject. In addition, innovation 
by venture-capital-backed fi rms offers specifi c benefi ts that other compa-
nies may not be able to replicate. When deviating from the broad version 
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of the end-to-end arguments increases the costs of innovation so much 
that fi rms backed by venture capitalists lose the ability to innovate, these 
innovations and the associated benefi ts will be lost. 

 Compared to innovative employees and middle managers in established 
fi rms, entrepreneurs and venture capitalists face very different incentives, 
which lead them to pursue very different types of projects. 

 Though innovative employees and middle managers in established 
fi rms usually benefi t from a successful innovation, the rewards are rela-
tively limited. They may get a raise or a bonus, and their prospects for 
promotion may increase. At the same time, if a project fails for lack of 
market demand, the results are usually very expensive and public and thus 
probably will have a negative effect on the reputation and career of the 
middle manager who backed it. Thus, whereas the personal gain from 
backing a successful project is limited, the personal risk associated with 
backing a project that is affl icted with signifi cant market uncertainty is 
high. Owing to this incentive structure, middle managers are believed to 
be averse to risk when choosing inventions for commercial development. 76  
In particular, they will prefer a project with low market uncertainty and a 
moderate return over a project with high market uncertainty and high 
potential gains. 

 In contrast, entrepreneurs and venture capitalists retain a signifi cant 
proportion of the gains associated with successful projects. Their compen-
sation is directly linked to the fi rm ’ s success. A considerable fraction of the 
compensation of managers and critical employees in venture-capital-backed 
fi rms consists of equity or stock options. 77  Similarly, venture capitalists 
usually receive a proportional share (traditionally around 20 percent) of 
the profi ts when the investment in a fi rm is liquidated. 78  Successful projects 
can create enormous profi ts. Thus, entrepreneurs and venture capitalists 
can make a lot of money if a fi rm is successful. But the personal loss from 
unsuccessful projects is limited. For an entrepreneur, failure of a fi rm is 
not necessarily regarded as a personal failure. If the fi rm fails as a result of 
circumstances the entrepreneur cannot infl uence, he may well be able to 
get funding for a new promising venture. 79  Similarly, owing to the high 
risk associated with investment in young, innovative companies, unsuc-
cessful investments are regarded as inevitable in the venture-capital busi-
ness. As a result, a venture capitalist ’ s reputation is based on her overall 
track record, not on the failure of isolated investments. 80  Owing to this 
incentive structure, entrepreneurs and venture capitalists are usually 
believed to be  “ skewness lovers ”  — that is, to be motivated by the relatively 
low probability of an extremely high reward. 81  
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 Thus, venture capitalists have an incentive to invest in companies (and 
indirectly in projects) that they believe to have the potential to yield attrac-
tive returns. Contrary to middle managers in established companies, they 
will not be deterred by the uncertainty surrounding such projects or be 
biased by existing customers, cost structures, and business lines, because 
the management structures and processes of venture capitalists are designed 
to deal with high-risk, high-return projects (   box 8.11  ). 82  Historically, 
venture capitalists concentrated most of their investments in early-stage 
companies in high-technology industries, where the perceived opportuni-
ties for innovation-based growth are huge and where the problems caused 
by uncertainty and information asymmetry are particularly profound. 83  For 
example, in the early 1980s venture capitalists made a large fraction of 
their investments in computer hardware and semiconductor electronics. 
Venture capitalists also invested heavily in the emerging computer soft-
ware, biotechnology, Internet, and telecommunications industries. 84  For 
example, in 1999, 39 percent of all venture disbursements were directed 
at Internet investments, and 17 percent of all venture disbursements at 
telecommunications investments. 85  Between 1994 and 2007, venture capi-
talists made more than $218 billion in Internet-related investments in 
19,664 US companies. 86  In 2007, 38 percent of all venture investments in 
US companies were directed at Internet-related investments. 87   

 Thus, venture capitalists enable independent innovators to pursue high-
risk, high-return projects that established fi rms, for whatever reason, reject. 
As a result, the ability of venture-capital-backed fi rms to participate in 
innovation widens the range of innovative projects and increases the prob-
ability that projects directed toward new or emerging markets will be 
adopted. 

 Apart from infl uencing the type of innovation, fi rms backed by venture 
capital may also create innovations of higher quality. Like all start-up 
founders, entrepreneurs in venture-capital-backed companies face strong 
incentives to innovate. Entrepreneurs, critical employees of the fi rm, and 
venture capitalists have high-powered compensation schemes that closely 
link their compensation to the performance of the fi rm and potentially 
enable them to reap enormous profi ts. Owing to the high incentive inten-
sity, all parties are likely to expend greater effort than employees in an 
established fi rm, who do not similarly profi t from successful projects. 

 Relative to start-up innovators using other forms of fi nancing, 88  however, 
entrepreneurs whose companies are backed by venture capitalists may be 
better able to realize and commercialize their innovation thanks to the 
fi nancial and other support provided by their venture capitalists. Venture 
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   Box 8.11 
 Venture-Capital Mechanisms for Managing Uncertainty 

 Venture capitalists have developed management structures and processes that 

enable them to deal with the specifi c problems associated with high-risk, 

high-return ventures. To manage the risk associated with such investments, 

they carefully screen investment proposals to identify promising opportuni-

ties for investment, using their knowledge of the industry and a wide network 

of contacts. a  Usually one venture-capital fi rm invests together with a similarly 

experienced venture-capital fi rm (syndication), so as to get a second opinion 

and so as to reduce the chance of funding unsuccessful projects. b  

 Venture capitalists also use mechanisms to minimize potential losses. Apart 

from providing a second opinion, syndication lets a venture-capital fi rm invest 

in more companies, reducing the exposure to any single investment. c  Once the 

decision to invest in a company has been made, venture-capital fi rms disperse 

funds in stages. They evaluate the progress of the funded fi rm at each stage and 

decide whether to continue funding. They can thus monitor and control the 

progress of the funded fi rm and terminate funding if the fi rm ’ s prospects turn 

negative, thereby capping potential losses. d  Finally, venture capitalists actively 

support the operation of the fi rm to increase the probability of success. e  

 Finally, venture capitalists have developed mechanisms to address poten-

tial agency problems between the entrepreneur and the investors. f  Through 

day-to-day involvement with his fi rm, the entrepreneur has more information 

than venture capitalists or investors about the progress of the company and 

its future viability. To reduce the possibility that the entrepreneur exploits 

this informational asymmetry to the detriment of investors, the venture capi-

talists closely monitor and control the progress of the fi rm g  and structure the 

compensation of the entrepreneur and important employees to align the 

incentives of managers and investors. h  

 a. See, e.g., Kaplan and Str ö mberg 2001, pp. 427 – 428; Gompers and Lerner 

2001a, pp. 44 – 46. 

 b. See, e.g., Gompers and Lerner 2004, pp. 166 – 167 and chapter 11. 

 c. Gompers and Lerner 2004, p. 167. 

 d. For a theoretical and empirical analysis of this practice, see Gompers and 

Lerner 2004, chapter 8. 

 e. See, e.g., Hellmann and Puri 2000; Kaplan and Str ö mberg 2001; Hellmann 

and Puri 2002. 

 f. For an overview of the theoretical literature on agency problems between 

the entrepreneur and the investors, see Gompers and Lerner 2004, pp. 

157 – 163. 

 g. See, e.g., Kaplan and Str ö mberg 2001, pp. 428 – 429. 

 h. See, e.g., Gompers and Lerner 2001a, pp. 50 – 51, 53 – 58.   
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capitalists can give reliable and predictable fi nancial support. This lets the 
fi rm focus on the effi cient realization of their innovation without being 
impeded by a lack of funding or being distracted by the need to organize 
more fi nancing. 89  Apart from providing the funds necessary to pursue the 
project, venture capitalists support the fi rms in their portfolio in a variety 
of ways; for example, they provide contacts and reputation that gives the 
fi rm access to other sources of fi nancing or to important strategic business 
partners. 90  During the 1990s, Kleiner Perkins Caulfi eld and Byers, one of 
the leading venture-capital fi rms in Silicon Valley, became well known for 
fostering connections between the companies in Kleiner ’ s portfolio and 
supporting strategic alliances among them. 91  Intuit, Sun Microsystems, 
Macromedia, and Netscape had all been funded by Kleiner Perkins at some 
point in their history. Shortly after the Netscape browser was launched, 
Intuit released a new version of its personal fi nance software Quicken that 
was tightly integrated with a special version of the Netscape browser. Sun 
Microsystems integrated Netscape ’ s server software into its server offerings, 
while Netscape licensed Sun ’ s Java programming language and integrated 
Java support into its browser. Netscape integrated Macromedia ’ s director 
player, which enabled users to view multimedia fi les created using Macro-
media ’ s software, into the browser as well. Under a deal with Sun, Macro-
media would license Java and integrate Java support into Macromedia ’ s 
multimedia products. 

 Venture capitalists are used to the problems of young fi rms operating 
in uncertain environments and can help them adopt viable product-devel-
opment, marketing, and fi nance strategies. They support the professional-
ization of the fi rm ’ s internal organization in a number of ways: they help 
select the management team, help professionalize the recruitment and 
human resource processes, and foster the adoption of stock option plans. 92  
For example, Kleiner Perkins Caulfi eld and Byers and Sequoia Capital had 
only agreed to fund Google on the condition that Brin and Page would 
hire an experienced chief executive offi cer. When Eric Schmidt, at the time 
CEO of Novell, was not interested in Brin ’ s invitation to interview for the 
CEO position, John Doerr, one of the partners at Kleiner, convinced him 
to accept. Schmidt became chairman of Google ’ s board in March 2001 and 
CEO in July 2001, forming a triumvirate with Brin and Page. 93  When their 
initial collaboration turned out to be a bit rocky, Doerr suggested the three 
get some informal mentoring from Jim Campbell, former CEO and current 
chairman of the board at Intuit and a board member at Apple. The three 
agreed, and observers credit Campbell with helping them fi nd ways to 
work together and make decisions. 94  
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 Finally, venture capitalists help a fi rm decide when to go public, and 
prepare the initial public offering. 95  The importance of this non-fi nancial 
support is highlighted by the stories of Netscape and eBay. Although the 
two fi rms did not depend on venture capitalists to fund their fi rms ( Jim 
Clark, co-founder of Netscape, had the fi nancial means to fi nance the fi rm 
himself; eBay was profi table from the beginning), both fi rms chose venture-
capital fi nancing for the non-fi nancial support associated with it. 96  

 The evidence shows that the support of venture capitalists pays off. 
Empirical studies demonstrate that companies backed by venture capital-
ists bring their products to market faster than similar entrepreneurial 
companies with other types of fi nancing. 97  Firms that receive venture-
capital fi nancing grow more quickly and tend to be considerably younger 
at their IPO dates than non-venture companies. 98  Finally, venture-capital-
backed fi rms continue to outperform non-venture-capital-backed compa-
nies even after the IPO. 99  

 In a large number of market categories related to hardware or software 
for personal computers or the Internet, venture-capital-backed fi rms have 
become market leaders or acquired dominant positions. Intel, Microsoft, 
Cisco Systems, America Online, Yahoo, Adobe, 100  eBay, 101  Amazon, Google, 
and PayPal all received funding from venture capitalists in their early 
stages. 102  In 2000, in the computer software industry, fi rms that had been 
funded by venture capitalists in their early stages represented more than 
75 percent of the software industry ’ s market value; in the computer 
hardware industry, such fi rms represented 78 percent of the industry ’ s 
value. 103  

 Finally, there is some evidence that venture capital fosters innovation: 
for example, in the biotechnology industry, venture capitalists provided 
fi nancing to 450 out of 1,500 fi rms between 1978 and 1995. These 450 
fi rms, however,  “ accounted for over 85 percent of the patents awarded 
and drugs approved for marketing. ”  104  In another study, researchers used 
data covering twenty US manufacturing industries over three decades to 
assess the effect of venture capital on innovation. 105  According to their 
statistical calculations,  “ one dollar of venture capital appears to stimulate 
patenting three times more than a dollar of traditional corporate research 
and development does. This fi nding suggests that venture capital, even 
though it averaged less than 3% of corporate R & D from 1983 to 1992, 
drove a much greater share — about 8% — of US industry innovations over 
that decade. ”  106  

 Network providers cannot replicate the advantages associated with 
venture-capital funded fi rms, for example by having their own corporate 
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venture-capital funds. In recent years, a number of companies have created 
their own corporate venture-capital funds. While this may improve the 
situation compared to a world where only network providers can innovate, 
this will not necessarily solve all problems. 

 First, it is diffi cult to replicate the incentives and structural safeguards 
of independent venture capitalists within a fi rm. 107  For example, compa-
nies are often hesitant to pay their employees in a corporate venture-
capital division the same share of the profi ts that an independent 
venture-capital fi rm would provide, since it may distort the company ’ s pay 
structures. As a result, venture-fund managers within a fi rm may be less 
motivated than independent venture capitalists; it may also be harder for 
the fi rm to compete for the best fund managers. Empirical studies show 
that corporate venture funds often perform worse than independent funds 
and do not last as long — with one exception: corporate venture funds 
showed a comparable performance if there is a strategic overlap between 
the corporate investor and the funded fi rm. Thus, a few corporate venture 
fi rms associated with network providers would not match the breadth of 
expertise and investment activity that a large number of independent 
venture capitalist fi rms would provide. 

 Second, diversity among venture capitalists is as important as diversity 
among innovators. In the face of uncertainty, venture capitalists may have 
different views on a venture ’ s potential. Having a large number of venture 
capitalists may be benefi cial because it increases the chances that at least 
one venture capitalist may fi nd the innovation worthwhile. Many compa-
nies that were eventually funded by venture capitalists (including eBay, 
Google, and Skype) were fi rst rejected by other venture capitalists. 108  

 The Value of User-Driven Innovation 
 Scholars of innovation have long classifi ed potential innovators on the 
basis of their functional relationship to the innovation — that is, on the 
basis of how they benefi t from the innovation. 109  A  “ manufacturer ”  bene-
fi ts from an innovation by selling it to others; a  “ user ”  benefi ts by using 
it herself. 110  For example, 37signals (an independent software vendor that 
sells the project collaboration and management software it develops to 
customers) is a manufacturer; a bank that develops market-analysis soft-
ware in-house to use the software in its day-to-day operations is a user. 

 Under architectures that centralize control over application develop-
ment and deployment in the hands of the network provider, the network 
provider is a manufacturer with respect to most applications; it innovates 
to sell the resulting applications or services to consumers. In contrast, 
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under an end-to-end architecture, manufacturers (including the network 
provider) as well as users have the ability to innovate. 

 Research suggests that there are situations in which users may have an 
incentive to innovate but a manufacturer may not. In addition, innovation 
by users may provide specifi c social benefi ts that innovation by a network 
provider cannot replicate. These innovations and benefi ts will be realized 
under an end-to-end architecture, but they will not be realized under a 
non-end-to-end architecture in which users cannot innovate. 

 Because users and manufacturers have different functional relationships 
to innovation, their relative costs and benefi ts and the criteria they use to 
determine whether to innovate differ. 

 Consider the example of Mark Fletcher, who developed Bloglines, a 
Web-based news-aggregation service that was later acquired by Ask Jeeves. 
Fletcher, who was running an anti-spam company at the time, had book-
marked more than 100 sites that he visited every day to see whether they 
had been updated. Clicking on 100 bookmarks only to see that the corre-
sponding website or blog had not been updated took up a considerable 
amount of his time, so he began to look for an alternative way of doing 
this. At the time, there were some programs that would aggregate the 
information from the different sites in one place; however, these programs, 
which ran on the user ’ s computer and were not synchronized between 
different computers, were not useful to Fletcher, who was using several 
computers during the day. A software engineer with a background in build-
ing server applications, he fi gured that a Web-based aggregator would solve 
his problem. He decided to program one for himself in his free time. 111  

 David Heinemeier Hansson was developing a Web-based project-
management application called Basecamp as a contractor for the small 
US fi rm 37signals while working toward a bachelor ’ s degree in computer 
science and business at Copenhagen Business School. While programming 
the application, he realized that parts of the code constituted generic solu-
tions to recurring problems and could be extracted for future use. The result 
was Ruby on Rails, a  “ toolbox ”  that can be used to build applications in 
the Ruby programming language more quickly and more effectively. Pro-
grammers at 37signals (where Heinemeier Hansson became a partner after 
graduation) have used Ruby on Rails to create other products, including a 
Web-based to-do list, a personal information manager, and an intranet for 
small businesses. 112  

 In the late 1990s, legal scholars at Harvard Law School ’ s Berkman Center 
for Internet and Society, unhappy with the choices offered by the com-
mercial teaching software provided by the law school, developed software 
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applications that helped them teach better. For example, the online discus-
sion forum provided by the commercial software offered by the law school 
did not encourage students to respond to others ’  contributions. To remedy 
this, Jonathan Zittrain, a Lecturer at Harvard Law School and Executive 
Director of the Berkman Center at the time, conceived an online tool that 
linked random pairs of class participants for a point-counterpoint exchange 
and worked with two students to develop a Web-based application with 
that functionality. 113  

 Like Fletcher, Heinemeier Hansson, or Zittrain, users often discover 
opportunities for innovation during their normal activities. 114  They experi-
ence a problem, and start thinking about a solution. They may have an 
incentive to realize their idea if the tools necessary to solve the problem 
are available to them, the benefi ts from solving and having solved the 
problem are greater than the associated costs, and existing solutions either 
aren ’ t available or offer a lower net benefi t. 

 A user may benefi t from innovating in several ways. The user gets a 
solution that is tailored exactly to her needs. 115  This may let her perform 
her task better or more effi ciently, and thus may let her be more produc-
tive. The user may also derive benefi ts from the process of innovating itself, 
such as learning or a sense of fulfi llment. 116  

 The costs of innovating consist of the costs of investing the resources 
necessary to develop and realize the innovation and the associated oppor-
tunity costs of not being able to use the resources for other purposes. As 
we saw earlier, in the original architecture of the Internet the resource costs 
of developing a software application consist mostly of the costs of pro-
gramming and testing the application. 117  As a result, the only costs that 
the user who develops an application to solve her own problems incurs is 
the opportunity cost of the time spent designing, programming, and 
testing the application. 118  While working on the innovation, she is unable 
to do something else. If she is working on it in her free time, she forgoes 
other recreational activities; if she is working on it as part of her employ-
ment relationship, she is giving up the opportunity to work on other 
employment-related tasks. As we saw in chapter 4, the widespread avail-
ability of open-source programming tools and open-source software com-
ponents has considerably reduced the costs of developing new applications 
(even if they are Web-based), making it more likely that the benefi ts of 
developing an application will be larger than the costs. 

 Some of the most important applications in the history of the Internet 
have been developed by users. For example, throughout the 1970s and 
the 1980s, most of the programs used to read and send e-mail were 
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developed by researchers on the ARPANET who were unhappy with exist-
ing programs. 119  

 Tim Berners-Lee developed the World Wide Web to better support the 
distributed community of CERN researchers and staff (box 8.2). 120  

 The dominant Web server on the Internet at the time of this writing, 
the Apache Web Server, was originally developed by a small group of web-
masters who needed server software for the websites they were administrat-
ing (   box 8.12  ). 121  And like Ruby on Rails, many of the major programming 
languages used in Web development today, including Perl, PHP, and Ruby, 
were originally developed by programmers who were unhappy with exist-
ing programming languages. Later, they often released their software in 
open-source form. 122   

 The likelihood that the expected benefi ts will be larger than the costs 
will be even higher for users who innovate on open-source software. 123  Like 
Brian Behlendorf and the webmasters who needed a server to run their 
sites, users contribute to open-source projects whose results they would 
like to use. For example, a lot of the programmers who contribute to the 
development of Ruby on Rails use the framework in their daily work. 124  
More generally, when exploring the motivations of contributors to open-
source projects, one study found that  “ facilitating my work due to better 
software ”  was ranked as the most important benefi t. 125  In another study, 
59 percent of contributors ranked use of the output they create as one of 
their three most important reasons to innovate. 126  Because the effort 
needed to produce the program is shared among the group of contributors, 
contributors to open-source software have to contribute only a portion of 
the effort needed to produce the full program, but get the benefi ts of being 
able to use a full program. 

 Other users innovate by modifying the source code according to their 
needs. The source code for open-source software can be downloaded from 
the Internet free of charge. Open-source licenses explicitly allow people to 
use and modify the program. By adapting open-source software to their 
specifi c needs, users can get a tailored solution without having to create a 
complete program from scratch. 127  Thus, a webmaster who needs a specifi c 
feature that the Apache server does not offer can download the Apache 
software and add the desired feature, even if she did not contribute to the 
Apache software in the fi rst place. This lets her get a complete but tailored 
solution while incurring only the costs of the modifi cation. Thus, relative 
to users who innovate on their own to produce an application they need 
from scratch, users of open-source software may incur lower costs for the 
same benefi t. 128  
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   Box 8.12 
 The Apache Web Server 

 A Web server is a software application that can be used to provide content 

on the World Wide Web. The architecture of the Web consists of two types 

of application programs that are implemented on end hosts and which com-

municate with each other to provide the overall functionality. A browser such 

as Mozilla ’ s Firefox or Microsoft ’ s Internet Explorer retrieves particular docu-

ments or content from the Web. Web server software, located on computers 

that host the documents and content available on the Web, services requests 

from browsers for particular documents or content. In performing these tasks, 

today ’ s Web servers also perform additional functions such as security and 

authentication of users or gateways to databases. Thus, whereas the Web 

browsers are used by those who view content, Web servers are used by those 

who provide content. 

 In 1995, the most popular Web server was NCSA httpd, developed in 1993 

by Robert McCool, an undergraduate systems administrator working at the 

National Center for Supercomputing Applications at the University of Illinois. 

McCool wrote the code at the request of Marc Andreessen, who was develop-

ing the Mosaic browser at the NCSA. Andreessen thought that the availability 

of good Web servers would facilitate the adoption of the Web and, in turn, 

of his browser. The NCSA made early versions of the server source code avail-

able for free and released them with a non-restrictive license. 

 Soon webmasters all over the world were using the software to run their 

sites. When they found bugs, they either reported them back to McCool at 

the NCSA or fi xed them themselves, sharing their patches with McCool and 

other website administrators through a mailing list administered by CERN. 

When McCool left the NCSA to work for Netscape, in mid 1994, the NCSA 

stopped maintaining the server code. As a result, the number of patches that 

had not been integrated into the latest NCSA version of the source code grew 

rapidly. Webmasters willing to use the software had to download the latest 

NCSA version, try to fi nd all available patches, and manually integrate them 

into the source code. Not only did this result in a lot of duplication of efforts, 

the same bug being fi xed again and again; it also created confl icts between 

different patches. To solve this problem, one of the webmasters proposed to 

a small group of webmasters that they produce their own updated version of 

the NCSA server code. Brian Behlendorf, who was chief engineer at HotWired 

at the time, set up a mailing list to collect the patches and to coordinate work 

on the source code and a shared workspace. The webmasters collected the 

available patches, integrated them into the code, tested them on their servers, 

and released them to the public in April 1995. During the summer of 1995, 

Robert Thau designed a new server architecture and a new code base that 

made the code more modular and solved problems that had plagued the 



Decentralized vs. Centralized Environments 339

existing version of the server. Version 1.0 of the Apache software, which was 

based on this code, was released to the public in December 1995. Although 

changes to the Apache versions of the source code are controlled by a core 

group of developers, anyone can download the source code and make modi-

fi cations. Less than a year after the group ’ s founding, the Apache Web server 

was the most popular server on the Internet. Not only was the software avail-

able for free; it also offered functionality that was not available in commercial 

servers offered by Netscape or Microsoft, such as the ability to host a large 

number of websites on a single server ( “ virtual hosting ” ). If a webmaster 

needed functionality that was missing, she was free to modify the source code 

and add the functionality. a  

 a. The account in this box is based on the following sources: Moody 2001; 

Osterlie 2002; Apache Software Foundation 2008a,b.   

Box 8.12
(continued)

 In sum, there may be a variety of circumstances in which a user ’ s ben-
efi ts from innovating exceed the costs. This does not mean that users 
wouldn ’ t prefer to buy the innovation from a manufacturer. In fact, a user 
would prefer to buy the innovation if the manufacturer ’ s solution offered 
a higher net benefi t. 129  The manufacturer, however, may not always have 
an incentive to innovate. 

 First, a manufacturer may fail to perceive the opportunity for innova-
tion. Information about users ’  needs is costly to acquire. Whereas users 
discover their needs as a by-product of their normal activity at no incre-
mental cost, 130  manufacturers need to spend considerable effort to acquire 
use-related information. Although there are many ways in which a manu-
facturer can acquire such information, including surveys, focus groups, and 
interacting with users, 131  these come at considerable cost. Information 
related to users ’  needs usually is  “ sticky ”  — that is, costly to transfer from 
its point of origin at the user ’ s site to the manufacturer in usable form. 132  
Thus, the relative costs of identifying users ’  needs are usually signifi cantly 
higher for manufacturers than for users. 133  

 Second, even if a manufacturer is aware of users ’  particular needs, it may 
not necessarily have an incentive to meet them. 134  In making the decision 
to innovate, users focus on how valuable it is to them to be able use an 
innovation themselves. In contrast, a manufacturer benefi ts from an 
innovation by selling it to others; the potential benefi ts often rise with 
the number of potential customers. As a result, given limited resources, a 
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manufacturer will choose to work on those innovations that deliver the 
most expected profi t. Working on projects that fulfi ll the needs of a large 
number of users will often be more profi table than working on pro jects that 
fulfi ll the needs of a small number of users. 135  Thus, even if the benefi ts of 
a project exceed its costs, a manufacturer may not necessarily pursue it. 

 In developing a product that appeals to as many customers as possible, 
manufacturers often focus on the needs of the  average  customer. 136  If cus-
tomer heterogeneity is high, manufacturers may divide the market into 
segments of customers with broadly similar needs. Different products are 
then targeted to the average customer in each segment. 137  Still, this method 
may leave a considerable number of users ’  needs unserved. 138  

 All this suggests that there will be circumstances under which users may 
pursue an opportunity to innovate to meet their own needs and a manu-
facturer may not. The more specifi c the needs of a particular user and the 
smaller the potential market consisting of users with similar needs, the 
more likely such a situation is to occur. The ability to innovate themselves 
may also be particularly important to so-called lead users, who experience 
certain needs well in advance of most other users. 139  Since they are so much 
further ahead, they need solutions when the nature, risks, and potential 
size of the overall market are diffi cult or impossible to forecast. As we saw 
earlier, this uncertainty often reduces the incentives of manufacturers to 
pursue the innovation in question. 140  

 Enabling users to innovate offers three specifi c social benefi ts that inno-
vation by manufacturers alone does not offer. First, innovation by users 
meets demand that would otherwise have remained unserved. Network 
architectures that do not let users innovate leave users at the mercy of 
products offered by innovating manufacturers. In an end-to-end architec-
ture, users whose needs are not met by existing products can help them-
selves and innovate. If users have the ability to innovate and at least some 
of them have an incentive to do so, a higher fraction of consumers ’  needs 
will be met under an end-to-end architecture than under an architecture 
that rules out innovation by users. The size of such benefi ts is diffi cult to 
estimate. Surveys indicate, however, that today ’ s standard commercial 
products may, on average, leave between 46 percent and 54 percent of 
customer needs unserved. 141  The size of this potential benefi t increases with 
the heterogeneity of consumers. The greater that heterogeneity and the 
higher the uncertainty about consumers ’  needs, the more likely it is that 
some consumers ’  needs may not be served. 142  

 Second, depending on the application in question, the adoption of 
the innovation by the user may have other benefi cial effects. If the 
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programmers at 37signals use Ruby on Rails to write new applications, their 
productivity increases. 143  If the legal scholars who developed teaching 
software use it in their teaching, the quality of their classes increases. 

 Finally, unlike manufacturers, users often choose to voluntarily reveal 
their innovations to others for free. 144  This may be done in a variety of 
ways. Some users let others use the application for free without giving away 
the program itself. For example, Mark Fletcher let others use Bloglines for 
free, but did not make the software or its source code available for down-
load. 145  Others make the application software available for download, but 
not the source code. Others also make the source code available for free, 
enabling others to modify the software according to their needs. 146  For 
example, Tim Berners-Lee published the specifi cations for the protocols 
underlying the World Wide Web on the fi rst Web server and made the 
source code for the fi rst browsers and server publicly available. In 1993, 
CERN released the property rights to the protocols of the World Wide Web 
into the public domain, making it possible for anyone to use the protocols 
for free. 147  The Apache project was run as an open-source project from the 
beginning (box 8.12). David Heinemeier Hansson released his Ruby on 
Rails Web application framework in open-source form in July 2004; it is 
now maintained by a group of programmers including Heinemeier Hansson. 
Anyone can download the Ruby on Rails source code from the Ruby on 
Rails website for free. 148  Similarly, the programmers who originally devel-
oped the popular programming languages Perl, PHP, and Ruby to meet 
their own needs later made them available in open-source form for free. 
Free revealing is an inherent feature of open-source development projects; 
contributors to those projects invest their own private resources in devel-
oping source code and make their contributions publicly available by 
posting them on the projects ’  websites. Under the open-source software 
licenses, anyone can download, use, and modify open-source software for 
free. The size of these activities should not be underestimated. For example, 
in August 2008, Sourceforge.net, an infrastructure provider and repository 
for open-source software projects, listed more than 180,000 open-source 
software projects and more than 1.9 million registered users. 149  Although 
free revealing was at fi rst surprising to economists, researchers have made 
progress in explaining why users may have an incentive to freely reveal 
their innovations (   box 8.13  ).  

 If users voluntarily reveal their innovation for free, others can reap the 
benefi ts associated with use of the innovation without incurring the costs 
of innovating. In contrast, manufacturers often do not fi nd it in their 
interest to freely reveal their innovation to others. 150  From the point of 
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 At fi rst, the fact that users freely reveal their innovations puzzled economists. 

After all, conventional economic theory assumes that an innovator, in order 

to have suffi cient incentives to innovate, must have the right to exclude 

others from using his innovation. Otherwise, he would not be able to reap 

the fi nancial rewards necessary to cover the costs of innovation, which would 

remove his incentives to innovate. a  If people will be able to use an innovation 

developed by others for free, why should anyone incur the costs of developing 

the innovation? On this reasoning, society rewards innovators with intellec-

tual-property rights — limited sets of rights that give them a temporary 

monopoly over their innovation. b  In this context, uncompensated spillovers 

of proprietary knowledge to third parties constitute a loss to the innovator, 

since they reduce his ability to profi t from the innovation. c  

 Recent research has made some progress in understanding the incentives 

that drive users to freely reveal their innovations. d  Explanations usually start 

with the insight that for the user innovator the main benefi t from innovating 

is the ability to subsequently use the innovation. Thus, in order to make free 

revealing rational, the associated benefi ts do not have to cover the costs of 

innovating  –  these costs usually are covered by the benefi ts associated with 

using the innovation. Instead, the benefi ts associated with free revealing must 

exceed the costs of free revealing. If the costs of free revealing are low, the 

associated benefi ts need not be very large. e  Thus, innovation and free reveal-

ing by users are easier to explain than innovation and free revealing by other 

types of non-commercial innovators. 

 The costs of free revealing consist of the costs of making the innovation 

available and the costs associated with giving up or not enforcing intellectual-

property rights to the innovation. 

 Because software is a digital good, an innovator who is connected to the 

Internet can make it available for download by posting it on a website, or can 

distribute it using peer-to-peer fi le-sharing applications. Thus, the costs of 

reproducing and distributing the innovation are very low. 

 The opportunity costs of not enforcing intellectual-property rights to an 

innovation consist of (1) forgone profi ts that might have been available from 

selling the innovation and (2) any advantage that competitors of the innova-

tor can gain through  “ free riding ”  on the invention. For users, both of these 

costs will often be low. Often the transaction costs and risks associated with 

licensing or selling the innovation are quite high. As a result, benefi ting from 

the commercial exploitation of intellectual property will often not be a practi-

cal alternative for users. f  Whether the innovator loses a competitive advantage 

if others are able to adopt the innovation for free depends on the degree of 

rivalry between the innovator and potential adopters and on the importance 

   Box 8.13 
 The Theory of Free Revealing 



Decentralized vs. Centralized Environments 343

of the innovation for any competitive advantage in the market in which the 

innovator and potential adopters compete. This suggests that free revealing 

by users may be more common if the perceived rivalry between the innovator 

and potential adopters is low. g  Indeed, an empirical study indicates that the 

willingness of sports enthusiasts to freely reveal sports-related innovations 

decreases with an increase in competition between members of the sporting 

community. h  

 Thus, if the innovation can be made available on the Internet and the 

perceived rivalry between the user innovator and potential adopters is low, 

the costs of free revealing will be very low. As a result, a small benefi t from 

free revealing may be suffi cient to motivate that user innovator to make the 

innovation available. 

 Recent research has identifi ed a variety of such benefi ts that may operate 

simultaneously. First, in many cases, at least some adopters of an innovation 

may provide valuable feedback or suggestions for improvement. This benefi t 

has been highlighted in studies of open-source projects and online games. i  

Second, in the case of open-source software, free revealing is a prerequisite to 

having the functionality developed by the innovator included in the standard 

version of the open-source software that is maintained and distributed by the 

open-source project. Consider a webmaster who has developed a new feature 

for the Apache Web server. If the code for the feature is incorporated in 

the standard version, it will continue to be included in future updates of the 

program. Otherwise, the webmaster may not automatically be able to use the 

feature with future versions of the program, and may even have to rewrite it. j  

Third, the innovator may also expect that if he offers his innovation today 

and thereby benefi ts others, he may be able to benefi t from another user ’ s 

innovation in the future. k  Finally, free revealing may also serve to increase 

the innovator ’ s reputation among peers. This will be particularly relevant if 

there is a community of users, such as the community of those contributing 

to a particular open-source project or the community of online gamers of a 

particular computer game. In the case of open-source software, the innovator 

may also be interested in establishing a reputation among potential employers 

or venture capitalists. l  

 Researchers also suggest that user innovators will be less concerned about 

free riders than conventional economic theory assumes. First, as indicated 

above, while free riding on the innovative effort itself, at least some adopters 

may perform testing and other important functions. m  Second, conventional 

economic theory assumes that innovators and free riders benefi t equally from 

using the innovation. This assumption may not be correct in all cases. For 

example, innovators may derive a higher benefi t from using the innovation, 

Box 8.13
(continued)
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since it exactly matches their needs. n  They may also derive benefi ts from the 

process of innovating, such as learning, enjoyment, or a sense of ownership 

and control. o  Studies suggest that learning is an important output of research 

and development projects. Knowledge acquired through a project may enable 

an individual to better benefi t from innovations in the future. p  The resulting 

combination of intrinsic rewards and more tangible direct and indirect ben-

efi ts will often be suffi cient to cover the low costs of free revealing. 

 a. See, e.g., Arrow 1962. 

 b. See, e.g., Arrow 1962. For a short introduction to this line of reasoning, 

see Carlton and Perloff 2005, chapter 16. For an in-depth analysis of the eco-

nomic rationale underlying intellectual-property law, see Landes and Posner 

2003. 

 c. See, e.g., Tirole 1988, p. 400. 

 d. On free revealing by users in general, see Harhoff, Henkel, and von Hippel 

2003 and von Hippel 2007. As has become apparent, free revealing plays an 

important role in open-source projects. Research aimed at understanding the 

motivations to contribute to open-source projects is therefore applicable in 

the present context. For attempts to reconcile the empirical fi ndings on open-

source with economic theory, see Benkler 2002, Lerner and Tirole 2002, and 

von Hippel and von Krogh 2003. 

 e. See, e.g., von Hippel 2007, p. 304; von Hippel and von Krogh 2003, pp. 

214 – 215. 

 f. For arguments along these lines, see von Hippel 2007, pp. 304 – 306; Harhoff, 

Henkel, and von Hippel 2003, pp. 1754 – 1756; von Hippel and von Krogh 2003, 

pp. 214 – 215. For an analysis of the circumstances under which user innovators 

may switch roles and become manufacturers, see Shah and Tripsas 2004. 

 g. See, e.g., Harhoff, Henkel, and von Hippel 2003, p. 1757; von Hippel 2007, 

p. 307. 

 h. Franke and Shah 2003, pp. 170 – 172. 

 i. See, e.g., von Hippel and von Krogh 2003, p. 218; Jeppesen and Molin 2003, 

pp. 374 – 376. 

 j. See, e.g., Harhoff, Henkel, and von Hippel 2003, p. 1759. 

 k. Franke and Shah (2003, pp. 172 – 173) call this motivation  “ generalized 

exchange behavior. ”  See also Harhoff, Henkel, and von Hippel 2003, p. 1757. 

 l. See, e.g., Lerner and Tirole 2002, pp. 212 – 220. 

 m. See, e.g., von Hippel and von Krogh 2003, p. 218. 

 n. See, e.g., Harhoff, Henkel, and von Hippel 2003, p. 1760. 

 o. See, e.g., von Hippel and von Krogh 2003, pp. 216 – 217. 

 p. See, e.g., Cohen and Levinthal 1990.   

Box 8.13
(continued)
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view of potential adopters, however, buying an innovation is more costly 
than getting it for free. As a result, there may be less diffusion of the inno-
vation if only the manufacturer innovates than if a user innovates and 
makes the innovation available for free. 151  Because widespread adoption of 
an innovation throughout the economy is a prerequisite for the innova-
tion to positively affect economic growth, 152  increased adoption resulting 
from free revealing by users may provide signifi cant social benefi ts. For 
example, releasing Ruby on Rails as open-source software enabled many 
developers to create Web-based applications with less time and effort. The 
framework has been widely adopted. Among the best-known applications 
are Twitter (which enables users to send short, text-based messages to 
others who have signed up to receive them), the Yellow Pages website, and 
the Web-based productivity applications developed by 37signals. 153  A 
number of open-source programs have been diffused widely; for example, 
according to the July 2008 Netcraft survey, 49.5 percent of the nearly 175 
million Internet domains surveyed used Apache Web server software. 154  
The Firefox browser, an open-source program, had a market share of 21 
percent in November 2008, which made it the second most popular browser 
after Internet Explorer (which had 70 percent of the market). 155  Sendmail, 
an open-source software program for routing e-mail on the Internet, was 
estimated in 2008 to handle about 65 percent of all Internet e-mail traffi c. 156  
Linux, an open-source computer operating system for personal computers, 
is estimated to have between 7 million and 16 million users worldwide. 157  
All these products compete with commercial off-the-shelf alternatives. 
Firefox, Sendmail, and Linux are not necessarily examples of user-driven 
innovation alone. And not all open-source software exemplifi es user-driven 
innovation; companies have developed hybrid models that enable them 
to benefi t from open-source software. 158  

 In addition, free revealing often reduces the costs of second-generation 
innovators who are interested in improving an innovation. Instead of 
licensing the right to use the innovation for a fee or spending time and 
effort creating a comparable solution on which to build, innovators inter-
ested in improving an existing application can directly build on it and 
incur only the incremental costs associated with improving it. 

 The Possibility of Innovators ’  Contracting with Network Providers 
 So far we have assumed that, in the core-centered architecture, network 
providers and their employees are the only remaining innovators. One 
may ask whether the few network providers that control innovation can 
replicate the advantages of decentralized innovation by a diverse set of 
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innovators, for example by contracting with independent innovators 
(   table 8.2  ). 159  (Thinking about this question will also help us understand 
whether and why it is important if application developers other than the 
network provider can innovate independently without needing permission 
or cooperation from the network provider.) Contracting with independent 
innovators may enable a network provider to benefi t from opportunities 
discovered by such innovators, to take advantage of their differing capabili-
ties, motivations, or cost structures, or, in some architectures, to overcome 
the fact that only a limited number of projects can be pursued within the 
fi rm. 160  Though such a strategy would increase the amount of innovation 
over what network providers alone would realize, it would not create as 
much innovation as a decentralized environment for innovation. 161   

 First, if there is uncertainty, any increase in the number of decision 
makers that must approve an innovation reduces the chances that the 
innovation is realized. 162  A network provider will see no need to contract 
for applications that it perceives as infeasible, as not viable, or as counter 
to its strategic interests. These projects would be realized under an end-to-
end architecture, but not under contracting. 

 Second, an innovator has to disclose its innovation as part of the 
contract negotiations. If the innovation is not protected by intellectual-
property rights, there is a danger that the network provider may appropri-
ate the innovation without paying for it, which may reduce the innovator ’ s 
incentive to innovate in the fi rst place. 

 Third, bargaining costs and strategic behavior may prevent a contractual 
solution. 

 Fourth, the incentives for independent innovators who can directly 
commercialize their innovation are higher owing to the possibility of 

  Table 8.2 
 Different environments for application innovation and deployment.  

 End-to-end 

network 

 Non-end-to-end 

network with network 

provider contracting 

 Core-centered 

network 

  Control over application 
innovation  

 Application 
developers 

 Network providers  Network 
providers 

  Control over application 
deployment  

 Users  Network providers  Network 
providers 

  Innovator pool   Large and 
diverse 

 Large and diverse  Small and 
homogeneous 
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exceptionally large gains. If the innovators depend on contracting with a 
network provider in order to commercialize their innovation and cannot 
gain access to the market on their own, they do not have any bargaining 
power. In fact, the network provider will be in a monopsony or oligopsony 
position, which leads to very low prices. In this case, the innovators will 
have to bear the risk of failure or bargaining breakdown, and will receive 
only modest compensation if they succeed. Such an incentive structure 
will probably not be suffi cient to motivate innovators or their investors to 
put up with the risk. 

 Finally, if innovators have to contract with the network provider before 
they can innovate, they may be less able to react to new developments 
once they have started their project. Throughout the history of the Inter-
net, successful innovators have often changed course repeatedly — for 
example, in response to feedback from consumers, or in response to 
an unexpected scarcity of funding. For example, in January 1999 Meg 
Hourihan and Evan Williams founded Pyra Labs to develop Web-based 
project-management software for geographically distributed project mem-
bers to use in managing and coordinating their work. Users, however, were 
much more interested in Blogger, an application that enabled them to post 
entries to weblogs. Pyra Labs had made Blogger available for free to attract 
users to their project-management product. 163  Since they did not have 
enough resources to focus on both products, they fi nally decided to focus 
their efforts on Blogger (   box 8.14  ).  

 Similarly, Caterina Fake and Stewart Butterfi eld, the founders behind 
Flickr, had not planned to develop a website for online photo sharing 
with social networking elements. They had founded their company, 
Ludicorp, to build a Web-based online game for a very large number 
of players. A shortage of funds motivated them to switch their focus 
to creating, instead, an application that would enable people to chat 
about photos. In response to consumer feedback, this application then 
evolved, through a series of changes, into a platform for sharing photos 
(box 8.3). 

 More generally, starting with one approach and then adapting it as 
events unfold may be the only way to successfully navigate fundamental 
uncertainty. 164  In a network that requires innovators to coordinate their 
activities with the network provider, this may not be possible. The transac-
tion-cost and coordination-cost theories discussed in chapter 5 predict that 
deciding what to do in response to new developments is much more diffi -
cult and more time-consuming across fi rm boundaries than within a single 
fi rm. This is because fi rms have differing perspectives on how to react, and 
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   Box 8.14 
 Blogger 

 Meg Hourihan and Evan Williams founded Pyra Labs in January 1999 to 

develop Web-based project-management software that would enable geo-

graphically distributed project members to manage and coordinate work. a  In 

1998, the fi rst weblogs were started. But weblogs were the province of the 

technically sophisticated. The aspiring weblogger had to set up and fi nd a host 

for a website and had to maintain the software using an FTP client or command-

line prompts. A few weblogs, like Arts and Letters Daily, had captured some 

mass attention, but it was still relatively rare to keep or read a weblog. b  

 Williams had written some software for his personal weblog that auto-

mated the task of posting entries to a blog. The members of the Pyra Labs 

team used this software to post thoughts and information to an internal 

weblog that they used to coordinate their work, and later wrote software that 

let them cross-post some of these entries to the company ’ s external weblog. 

Thinking that this tool might be attractive to website developers (the audi-

ence they were targeting with their main application), they decided to add it 

to their project-management software as an additional application and give 

it away for free, hoping that it would attract users to their main product. 

 People began using Blogger immediately. It became much more successful 

than the Pyra Labs team had expected, which created a problem for the 

company. People were using Blogger instead of Pyra Labs ’   “ real ”  product. 

Though the team was convinced that users would be willing to pay for the 

project-management application, they could not fi gure out how to make 

money from Blogger. They tried to work on both products for a while, but 

this strained the resources of their small team. After Blogger ’ s user base grew 

steadily for more than 9 months, they decided to focus their efforts on Blogger 

and drop their original project. 

 a. Livingston 2007, pp. 111 – 125; McKinnon 2001; Mead 2000. 

 b. Hourihan 2005; Mead 2000; Galant 2005.   

the lack of effi cient mechanisms for inter-fi rm decision making and dispute 
resolution may make the differences diffi cult to resolve. 

 Thus, relative to architectures in which innovators can innovate inde-
pendently, architectures that force innovators to contract or otherwise 
coordinate with a network provider before they can innovate not only 
constrain independent innovators ’  ability and incentives to start a project. 
They also limit innovators ’  ability to react to new developments during 
the lifetime of the project — a limitation that is particularly detrimental 
under uncertainty. 
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 The Costs of Diversity 
 Diversity is not without costs. Each approach incurs costs, and not every 
project will turn out to be successful. Because successful projects cannot 
be identifi ed in advance, these costs seem to be unavoidable. 165  For the 
innovators ’  decision to innovate to be rational in expectation, the innova-
tors must, on average, be suffi ciently compensated from successful projects 
to compensate for the risk of losses associated with unsuccessful projects. 166  
Empirical evidence on investment in high-technology ventures indicates 
that this is the case. For example, one study showed that, of the projects 
under analysis, the median project yielded less than the capitalized cost of 
capital funds invested, but that losses on the majority of projects were 
more than offset by gains from the most successful projects. 167  From soci-
ety ’ s point of view, the social costs of failed projects may be reduced by 
two factors. For people experimenting in their free time, the main cost is 
the opportunity cost of not doing other things that one normally does in 
one ’ s free time. If the innovator had otherwise engaged in unproductive 
uses of her time, such as watching television, the social cost of the failed 
experiment may not be very high. 168  More generally, failed projects may 
still produce social benefi ts through spillovers. Other innovators may learn 
a valuable lesson from one innovator ’ s failure — a lesson that may allow 
them to save the expense associated with trying the same approach them-
selves, or to use insights offered by the failed approach to improve their 
own product. 169  

 In sum, if there is uncertainty, or if users ’  needs are heterogeneous, a 
larger and more diverse group of innovators that independently decide on 
their approaches to innovation will realize a larger and more diverse number 
of applications than a few network providers that control which innovative 
ideas can be realized. The larger and more diverse number of innovative 
projects, in turn, guarantees a more complete search of the problem space 
and increases the chance that benefi cial applications or approaches will be 
detected. It increases the probability of success and increases the expected 
quality of the best results. Thus, diversity increases the amount and quality 
of innovation. If users ’  needs are heterogeneous, diversity will also result 
in a greater variety of products that better meet users ’  needs. 

 Effect of Differences in Control over Deployment 

 In the end-to-end architecture, innovators independently choose which 
applications to realize; in the core-centered architecture, only network 
providers make this selection. In the end-to-end architecture, users decide 
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which applications are deployed and used by installing them on their 
computers and using them; in the core-centered architecture (and in the 
controllable architectures), network providers control which applications 
can be deployed and used. So far, we have focused on how differences in 
control over application development affect innovation. But what is the 
effect on innovation of differences in control over deployment? 

 Users ’  and network providers ’  decisions to deploy applications may 
differ for two reasons. First, network providers ’  interests may differ from 
users ’  interests, which can lead them to reject applications that users 
would fi nd attractive. (As was shown in chapter 6, factors such as a con-
centrated market structure or market power due to switching costs or 
incomplete information may enable network providers to reject applica-
tions without being disciplined by the threat of customers ’  switching to 
another provider.) Whereas users choose the applications that best suit 
their needs, network providers may use different criteria. For example, as 
we saw in chapter 6, under certain conditions network providers may have 
an incentive to exclude an application that competes with one of their 
own applications. 170  Apple ’ s behavior toward iPhone applications illus-
trates this possibility. Before any application can be sold in the iPhone 
App Store, Apple must approve it. Since the iPhone App Store is the exclu-
sive distribution medium for iPhone applications, this enables Apple to 
control which applications can be deployed. 171  Apple has rejected several 
applications for the iPhone, claiming that they duplicated functionality 
provided by existing Apple applications. For example, MailWrangler, an 
application that enabled users to manage their GMail accounts from 
within the iPhone browser, was rejected for duplicating the iPhone ’ s 
e-mail application. Another application, Podcaster, let users listen to pod-
casts and download podcasts over the air directly to the iPhone. In 
September 2008, Apple rejected that application, arguing that users could 
already download podcasts on their computer and load them on their 
iPhones. In December 2008, Apple itself introduced Podcaster ’ s functional-
ity. In both cases, users, developers, and observers argued that the func-
tionality differed from and met their needs better than Apple ’ s existing 
applications. 172  Thus, Apple blocked applications that competed with its 
own products, or with products it hoped to create, even though at least 
some users clearly preferred the blocked product. Similarly, when choos-
ing to exclude an application in order to manage bandwidth, network 
providers may consider whether the application is easy to detect, whether 
their preferred vendor ’ s products can detect the application, or whether 
blocking or throttling the application has a noticeable effect on traffi c 
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(ironically, the last criterion makes popular applications particularly attrac-
tive targets for this type of bandwidth management). As Comcast ’ s block-
ing of the popular fi le-sharing application BitTorrent shows, the fact that 
an application is popular with users does not necessarily prevent the 
network provider from interfering with it. Instead, the network provider 
may simply try to interfere with the application in a way that is less 
noticeable by the user. 

 Second, decisions by users and by network providers to deploy applica-
tions may differ for another reason. Even in cases where network providers 
would like to deploy applications that users want, they are not necessarily 
able to do so. As we saw above, new applications are often affl icted with 
considerable uncertainty. No one knows which applications or features 
users will fi nd attractive. Often users themselves do not know whether they 
like a specifi c application or fi nd it useful until they have tried it or seen 
others using it. Thus, letting users choose applications replaces network 
providers ’  guesses about what users may like with a decision by users, who 
best know their current preferences and needs. It gives applications whose 
usefulness or attractiveness is not immediately apparent a chance, and it 
allows users ’  preferences and practices to evolve as a result of exposure to 
or experimentation with a new application. In addition, giving application 
developers direct access to users lets them experiment and change their 
product offerings in response to user feedback. The stories of PayPal and 
Flickr have shown how important this can be. 173  Being able to choose 
themselves is also important for users or user groups whose needs are 
idiosyncratic, since their needs may not be known to or may not be impor-
tant to the network provider. 

 Overall Effect of Architectural Differences on Application Innovation 

 Thus, the mechanism that produces innovation in applications under an 
end-to-end architecture has two components: widespread experimentation 
by a large and diverse group of innovators who independently select 
whether to realize their innovative ideas and user choice among the result-
ing applications. Under uncertainty or consumer heterogeneity, this mech-
anism will produce more and better results than innovation in network 
architectures that concentrate control over innovation or deployment in 
the hands of a few network providers. 

 Together with the results of chapter 7, these insights help us predict 
how the differences between architectures based on the broad version 
of the end-to-end arguments and architectures deviating from it affect 
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the overall amount and quality of innovation. The overall amount of 
innovation is determined jointly by the effects of changes in the costs and 
benefi ts of innovation (which may affect network providers and indepen-
dent innovators differently), changes in the size and diversity of the inno-
vator pool, and changes in the allocation of control over innovation and 
deployment. 

 With an architecture based on the broad version of the end-to-end argu-
ments such as the Internet ’ s original architecture taken as a baseline, 
making the network more opaque increases the costs of innovation for 
network providers and independent innovators alike (although ultimately 
network providers are better able to deal with the situation; in the extreme 
case, they are the only remaining potential innovators). The private bene-
fi ts of application-level innovation will usually stay the same; they may 
increase or decrease slightly if the reduction in the number of innovators 
reduces competition in the market for an application. 174  Relative to the 
end-to-end architecture, this reduces the number of innovations that inno-
vators will fi nd worth realizing for both network providers and indepen-
dent innovators. As we saw in chapter 4, the increase in costs may 
particularly affect innovators ’  ability to continue to serve niche markets or 
low-value markets, and may reduce their willingness to take risks. As the 
pool of innovators becomes smaller and less diverse, and as control over 
application innovation and deployment shifts to network providers, the 
amount and the quality of innovation are reduced further, and more user 
needs are left unserved. 

 Again taking the end-to-end architecture as a baseline, increasing the 
controllability of the network increases network providers ’  general profi ts 
and their expected benefi ts from their own application-level innovation, 
while independent innovators ’  expected benefi ts decrease. While network 
providers ’  costs stay the same, independents ’  costs of innovation increase. 
As a result, network providers ’  incentives to innovate increase, while inde-
pendent innovators ’  incentives to innovate decrease. As costs and the 
requirements that potential innovators must meet increase, the size and 
the diversity of the innovator pool decrease. As this chapter has shown, 
the increase in innovation by a few network providers cannot offset the 
reduction or elimination of innovation by a large number of independent 
innovators. 

 Thus, under uncertainty or consumer heterogeneity, deviations along 
both dimensions reduce the overall amount and quality of innovation, 
and leave more user needs unserved. Relative to a fully opaque architec-
ture, network providers ’  incentives to innovate will be higher under a 
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fully controllable architecture. Also, although their incentives to innovate 
decrease, not all independent innovators will lose their ability to innovate. 
As a result, the overall amount of innovation will be higher under a fully 
controllable architecture than under a fully opaque one. Since the core-
centered architecture combines the characteristics of a fully controllable 
and a fully opaque architecture, it will produce the least amount of 
innovation. 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 





 9  Public and Private Interests in Network Architectures 

 Different network architectures shape the economic environment for appli-
cation innovation in different ways. In particular, a network architecture ’ s 
compliance with or deviation from the broad version of the end-to-end 
arguments affects who can innovate and what incentives they have to do 
so. Ultimately (other things such as the set of actors exposed to the archi-
tecture and the set of constraints [i.e., laws or norms] under which they 
operate all being equal), these differences will result in different amounts, 
different qualities, and different kinds of innovation in applications. 

 But just because there are differences, legislators and regulators do not 
have to care about them. Therefore, this chapter evaluates how the differ-
ences among network architectures that comply with or deviate from the 
broad version of the end-to-end arguments relate to the public interest. If 
the values fostered by architectures based on the broad version are in the 
public interest, can we rely on the market to produce these architectures, 
or is there a wedge between the public ’ s and network providers ’  private 
interests in network architectures? 

 Public Interests in Network Architectures 

 Social Benefi ts 
 As we saw in chapter 8, architectures based on the broad version of the 
end-to-end arguments provide an economic environment that is more 
conducive to application innovation than architectures that deviate from 
it. Apart from differences in the costs and benefi ts of innovation, the 
architectures allow different types of innovators to innovate. If there is 
technological uncertainty or market uncertainty, or if users ’  needs are 
heterogeneous, allowing innovators other than network providers to inno-
vate increases the amount and the quality of innovation. If users ’  needs 
are heterogeneous, increasing the size and diversity of the innovator pool 
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will also result in higher product variety that better meets users ’  needs. In 
the current Internet, technological uncertainty, market uncertainty, and 
user heterogeneity are still high. The technology of the network and the 
technologies for the development of applications are still evolving, creat-
ing considerable technological uncertainty. As more people and more 
businesses connect to the Internet, the population of Internet users will 
become more diverse. In an ideal situation, if a country manages to bridge 
the digital divide, the heterogeneity of Internet users will mirror the het-
erogeneity of society. As a result, the heterogeneity of users ’  needs is bound 
to increase. Thus, the conditions under which increases in the size and in 
the diversity of the innovator pool under an end-to-end architecture result 
in increases in the amount and the quality of innovation and in applica-
tions that better meet users ’  needs are still met. As a result, other things 
being equal, an architecture that is based on the broad version of the end-
to-end arguments will foster more and better application innovation than 
an architecture that deviates from that version. 

 But is more innovation in applications socially benefi cial? This question 
can be approached in several ways. First, one may ask whether the amount 
of innovation is generally lower than the social optimum. In this case, 
more innovation would be socially benefi cial.  1   In dealing with such ques-
tions, economists often note that the link between innovation and social 
welfare is theoretically ambiguous.  2   On the one hand, some economic 
models highlight the possibility that fi rms, in their desire to capture the 
rents from innovation, may increase the level of investment in research 
and development above the socially effi cient amount.  3   On the other hand, 
innovators may not be able to completely appropriate the social gains from 
innovation, which would lead them to invest less than the socially optimal 
amount in innovation.  4   For example, innovators may not be able to capture 
all the consumer value created by their innovation, or other fi rms may be 
able to exploit the innovation without compensating the original innova-
tor, either of which will lead to uncompensated spillovers. While the 
theory is ambiguous, empirical studies indicate that there is too little inno-
vation, because private fi rms are typically unable to appropriate all social 
gains from the innovation.  5   

 Second, one may ask whether in the specifi c case of the Internet there 
is likely to be less innovation than the socially optimal amount. The Inter-
net is a platform product that may be used with a large number of comple-
mentary products.  6   Innovation in platform products and in complementary 
products is subject to two types of externalities that are likely to reduce 
the amount of innovation below the social optimum.  7   The fi rst externality 
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operates vertically between the platform product and each complementary 
product; the second operates horizontally among different complementary 
products. 

 Owing to the complementarity between the platform product and com-
plementary products, innovation in complementary products usually 
increases demand for the platform product, and vice versa. If the platform 
product and the complementary product are developed by different eco-
nomic actors, the innovator in a complementary component does not 
appropriate his innovation ’ s positive effects on the platform product, and 
vice versa.  8   On the Internet, new applications usually make Internet ser-
vices more attractive, but an independent application developer does not 
capture this increase in value. 

 Innovation in one complementary product usually increases demand 
for the platform product, which may in turn positively affect demand for 
other complementary products. If different economic actors pursue inno-
vation in the different components, each actor does not appropriate his 
innovation ’ s positive effects on the other components. As a result, each 
actor ’ s incentives to innovate will be lower than the social optimum. In 
the case of the Internet, application developers do not capture the benefi -
cial effect of their innovation on other, unaffi liated applications. 

 A common solution to the problems caused by such externalities is 
integration among all affected parties. The resulting integrated entity inter-
nalizes the externalities and therefore has higher incentives to innovate.  9   
In the context of the Internet, this is not a feasible solution, since a few 
network providers will not be able to identify and realize all benefi cial uses 
of the platform.  10   

 All this suggests that there will be too little application innovation, and 
that an increase in application innovation is socially benefi cial. Moreover, 
application innovation is crucial for enabling the Internet to realize its 
economic, social, cultural, and political potential. 

 As a general-purpose technology, the Internet has the potential to con-
tribute disproportionately to economic growth.  11   Fostering innovation in 
applications is critical to realizing this potential. Technological progress is 
the most important engine of growth for modern economies. Economists 
have estimated that as much as 70 percent of the growth in output per hour 
in the United States between 1950 and 1993 can be attributed to techno-
logical growth.  12   Exactly how and to what degree specifi c technological 
advancements contribute to economic growth, however, is less clear. 

 Research in economics indicates that technological inventions do not 
contribute equally to economic growth. Instead, over extended periods of 
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time, technical progress and economic growth seem to be driven by a few 
general-purpose technologies; some examples are the steam engine, the 
electric motor, semiconductors, and information technology.  13   General-
purpose technologies offer generic functionalities that can potentially be 
applied in a large number of sectors within the economy. As the use of a 
general-purpose technology spreads throughout the economy, use of the 
technology increases productivity in the sectors in which the technology 
is applied. At the same time, new applications of the technology or adop-
tion of the technology in additional sectors of the economy increase the 
returns to innovation in the general purpose technology, triggering new 
advances in the general-purpose technology itself. These advances, in turn, 
may spawn the adoption of the general-purpose technology in additional 
sectors of the economy, or may lead to new or improved applications in 
sectors that already use the technology. Thus, the adoption of general-
purpose technologies exhibits increasing returns to scale. The ongoing 
dynamic interactions among new or improved uses of the technology, 
adoption of the technology in additional sectors of the economy and 
advances in the general purpose technology can create enormous increases 
in economic growth.  14   

 Owing to the general nature of a general-purpose technology, the mere 
existence of such a technology is not suffi cient to have a positive effect on 
economic growth. A general-purpose technology ’ s effects on growth stem 
from its adoption in more and more sectors of the economy and from the 
resulting increases in productivity. Owing to the general nature of the 
technology, however, its potential applications and uses are not immedi-
ately obvious. Instead, realizing a general-purpose technology ’ s inherent 
promises in a specifi c sector of the economy requires a considerable amount 
of innovative activity in order to identify and realize potential uses. Thus, 
adoption of a general-purpose technology in a specifi c area is an important 
innovative activity in its own right; for this reason, such activity is often 
called  co-invention .  15   

 As a result, the rate at which a general-purpose technology can affect 
economic growth depends on the rate of co-invention, not primarily on 
the rate of technological innovation in the general-purpose technology 
itself. Thus, the cost of co-invention is an important determinant of the 
speed with which the social benefi ts of the general-purpose technology can 
be realized.  16   In fact, the empirically found delay with which fi rms ’  invest-
ments in information technology lead to increases in economic growth  17   
is usually explained by the high costs of co-invention — that is, by the costs 
of fi nding the best ways to apply the new technology in a fi rm ’ s daily 
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operations, the costs of developing the appropriate software, and the costs 
of changing organizational structures and processes in response to the new 
opportunities.  18   

 Thus, on the one hand, general-purpose technologies have the potential 
to contribute disproportionately to economic growth — that is their promise. 
On the other hand, the rate at which a general-purpose technology can 
contribute to this growth is limited by the rate at which  new  uses of the 
technology can be identifi ed and realized. 

 These insights help us think about the importance of application inno-
vation for economic growth.  19   As a general-purpose technology, the Inter-
net has the potential to contribute disproportionately to economic growth. 
The ability to communicate cheaply and cost-effectively with computers 
all over the world may be usefully applied in a large number of contexts. 
The higher the number of uses, the higher the aggregated increases in 
productivity and the higher the effect of the Internet on economic growth.  20   
The rate at which the Internet can contribute to economic growth, however, 
depends on the rate of co-invention — that is, the rate at which potential 
uses for the Internet are identifi ed and applications that enable or support 
these uses are developed, deployed, and used.  21   Measures that increase the 
cost of co-invention or otherwise reduce the amount of co-invention can 
harm social welfare signifi cantly. Specifi cally, increasing application-level 
innovation increases economic growth; in contrast, limiting application-
level innovation may signifi cantly limit the Internet ’ s ability to contribute 
to economic growth. 

 The importance of innovation in applications goes beyond its role in 
fostering economic growth. As the literature on general-purpose technolo-
gies reminds us, the Internet, as a general-purpose technology, does not 
create value through its existence alone. It creates value by enabling users 
to do the things they want or need to do.  22   Applications are the tools that 
let users realize this value. For example, the Internet ’ s political, social, or 
cultural potential — its potential to improve democratic discourse, to facili-
tate political organization and action, or to provide a decentralized envi-
ronment for social and cultural interaction in which anyone can 
participate  23   — is tightly linked to applications that help individuals, groups, 
or organizations do more things or do them more effi ciently, and not just 
in economic contexts but also in social, cultural, or political contexts.  24   
For example, e-mail, instant messaging, Internet telephony, video chat, or 
social networking applications let us maintain or deepen our existing rela-
tionships with family members, friends, and colleagues, but also establish 
new relationships with people who share similar interests or goals, or with 
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people who are interesting to us for other reasons.  25   Other applications 
enable us to organize and coordinate a multitude of tasks — for example, 
shopping, a class reunion, a fundraiser for a preschool, or a major political 
campaign — more effi ciently. 

 The World Wide Web, weblogs, open-source programming languages, 
and audio and video processing software enable anyone who is willing and 
able to invest the time and effort necessary to master these applications to 
become a creator of information products at costs low enough to support 
a wide range of motivations and strategies. E-mail, mailing lists, content 
versioning systems, and wikis allow loosely joined and geographically dis-
tributed individuals to work together to create all sorts of information 
products, whether they are open-source programs or online encyclopedias. 
Such applications greatly increase our capacity to produce things alone 
or in groups, outside the realm of the market. As Yochai Benkler has 
shown, this capacity to be a speaker, not just a listener, and to actively 
shape our environment instead of just being at the receiving end, is central 
to the Internet ’ s potential to enhance individual freedom, to provide a 
platform for better democratic participation, to foster a more critical and 
self-refl ective culture, and potentially to improve human development 
everywhere.  26   

 Across all these domains, new and better applications may open up new 
or better opportunities for users, increasing the Internet ’ s potential to 
create value. Innovation in applications alone is not suffi cient to create 
value; applications merely increase the potential for value creation. The 
value promised by applications is realized when users adopt and use these 
applications to realize their goals. 

 The kind of value that is realized may differ depending on the type of 
use. The value of consumptive uses (or uses preparing for consumptive 
uses) is realized when the user consumes the good. For example, I am 
entertained when I watch my favorite television show online. The use of 
a search engine to fi nd the product I want to buy or an online shop to buy 
the product creates value by preparing my ultimate consumptive use of 
the good in a way that is more cost-effi cient or time-effi cient for me, or 
that helps me fi nd a product that better meets my needs.  27   

 The value of productive uses is more diffi cult to determine and to 
measure.  28   Consider someone who improves an article on Wikipedia or 
contributes an article to a website devoted to a certain subject. This person 
will realize certain benefi ts from doing so, including the pleasure of being 
creative and the potential to become recognized as an expert in the fi eld. 
But the value created by such use of the Internet goes beyond that. People 
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who read this person ’ s article may learn something. People can benefi t 
from his article even if they are not themselves Internet users. For example, 
a teacher could use the article to teach her class, or could print it out and 
distribute it to her students as supplemental reading. The article ’ s benefi cial 
effect may even affect those who never read the article, whether online or 
offl ine, if the higher level of education on this topic ultimately helps to 
improve societal conditions. 

 Similarly, political bloggers may realize some value resulting from their 
own blog entries. The political value created beyond that may be relatively 
tangible when the blogging directly infl uences the way political events 
unfold. For example, in 2002, Trent Lott, the US Senate ’ s Republican 
Majority Leader, resigned from his position after he had commented at 
Senator J. Strom Thurmond ’ s hundredth-birthday party that, in the words 
of a journalist,  “ the United States would have avoided  ‘ all these problems ’  
(Lott) if then-segregationist Strom Thurmond had been elected president 
in 1948. ”   29   The mainstream media originally ignored Lott ’ s remark, 
although it had been broadcast on the cable channel C-SPAN. They began 
to focus on the remark only after it had triggered intense debate and criti-
cism among bloggers. In other cases, bloggers have contributed  “ talking 
points ”  that were later used by members of the US Congress in speeches. 
Bloggers also made it more diffi cult for President George W. Bush to gain 
some support from Democrats for his proposed Social Security reforms by 
publicly identifying and criticizing Democrats who were thinking of sup-
porting Bush ’ s proposal.  30   Debates in the  “ blogosphere ”  also may help to 
highlight interesting or emerging issues for journalists working for tradi-
tional media, which in turn may frame the public discourse on those 
issues.  31   Most generally, blogs and other forms of online discourse may 
improve the political discourse on a subject, thereby benefi ting even 
members of society who have not participated in the deliberations.  32   

 Thus, productive Internet uses often create positive externalities that 
benefi t not only other Internet users but also people who do not use the 
Internet.  33   

 Whether users can realize the value promised by particular applications, 
or, more generally, whether the Internet can fulfi ll its economic, social, 
cultural, and political potential, depends not only on the availability of 
applications, but also on the way in which the architecture of a network 
shapes the environment for the use of the network. 

 As we have seen throughout this book, a network ’ s architecture shapes 
the economic system for the design, development, and production of the 
network ’ s components by imposing constraints on those who design, 
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develop, and produce the components. Similarly, an architecture affects 
the social systems for the use of the network — the actors in these systems, 
the relationships among them, the governance structures through which 
they interact, and their behavior — by imposing constraints on those using 
the network. Of course, architecture is not the only constraint that shapes 
the options available to users of the system and affects the costs and ben-
efi ts associated with these options. Architectural constraints interact with 
other constraints (including laws, norms, and more traditional economic 
constraints) to establish the set of constraints under which system users 
operate. The ultimate effect of an architecture on the environment for the 
use of the system at a specifi c place and time depends not only on the set 
of constraints, but also on the characteristics of the actors exposed to the 
architecture and on their existing and expected relationships with other 
actors. Depending on these other factors, the same architecture may result 
in very different actual environments for the use of the network.  34   

 Whereas other scholars have highlighted the role of law, particularly 
intellectual-property law, in realizing the Internet ’ s political and cultural 
potential,  35   I focus in this book on the specifi c effect of architecture. To 
isolate the effect of architecture, I neglect the effect of potential differences 
in actors or non-architectural constraints and focus on the technological 
possibilities afforded by or constrained by different architectures without 
implying that such possibilities can be or will be realized by everyone or 
everywhere. Although tracing how exactly design principles such as the 
broad version of the end-to-end arguments shape the environments for 
the economic, social, cultural, and political uses of the Internet is beyond 
the scope of this book, a few observations can be offered. 

 First, network architectures infl uence who controls which applications 
and what content can be used. In a network with an architecture based on 
the broad version and with a deployment context in which users control 
their end hosts, users can determine independently which applications or 
what content they want to use. Since the network is application-blind, 
network providers cannot interfere with users ’  choices. In contrast, network 
providers whose networks deviate from the broad version have at least 
some control over the use of their network. As we saw in chapter 7, this 
control is maximized in a fully controllable architecture. Most generally, 
the value of the Internet for users is maximized when they can do the 
things they need or want to do, using the applications or accessing the 
content that best suits their needs. Users know best what these are. In 
contrast, as we saw in chapters 6 and 8, if network providers can control 
the use of the network, decisions about which applications and what 
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content to support or exclude may be driven by motivations that are not 
necessarily identical with users ’  preferences, preventing users from acting 
on their preferences and using the Internet in the way that creates the 
most value for them. For example, if I am working on an open-source 
project that uses BitTorrent to distribute its source code, and the network 
provider chooses to single out BitTorrent to manage bandwidth on its 
network, I am not able to use the application that best meets my needs or 
to use the Internet in the way that is most valuable to me. Thus, network 
architectures (such as architectures based on the broad version of the end-
to-end arguments with a deployment context in which users control the 
end hosts) that allow users to decide how they want to use the network 
will let users realize more of the Internet ’ s potential value for themselves 
than architectures in which network providers control the use of the 
network. I am not claiming that users ’  choices maximize the Internet ’ s 
value for society. As we saw above, users do not appropriate many of the 
positive benefi ts that their productive uses create for other users or for 
those who do not use the Internet. At the same time, under fl at-rate pricing 
users will not suffi ciently consider the negative effects of their uses on 
other users (for example, negative effects due to congestion). Whether the 
positive or the negative externalities dominate on balance is diffi cult to 
determine. Identifying and implementing ways to encourage users to con-
sider at least some of the negative externalities without overly stifl ing 
positive externalities would increase the likelihood that the balance is 
positive.  36   I argue, though, that having users choose applications or content 
provides more value to society as a whole than having network providers 
choose for them. This is because, taken together, network providers ’  limited 
ability to completely appropriate their users ’  benefi ts from the different 
uses or to appropriate the positive externalities these uses create for users 
of other Internet service providers or for those not using the Internet, as 
well as the various other biases and wedges between users ’  and network 
providers ’  interests and the public ’ s and network providers ’  interests (dis-
cussed in chapters 6 and 8 and throughout this chapter), create a larger 
wedge between the public ’ s interests and the network providers ’  private 
interest than is created by the fact that in countries with fl at-rate pricing 
users do not internalize the congestion externalities during times of 
congestion. 

 Second, network architectures infl uence the environment for the use of 
the network by affecting the ease with which users (whether individuals, 
groups, fi rms, or other organizations) can adopt and use new applications 
that increase their productivity. The ease of adoption, in turn, infl uences 
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the rate at which the Internet can contribute to economic growth.  37   As we 
saw in chapters 4 and 7, network architecture infl uences the costs and 
requirements for adopting new applications, for example by infl uencing 
whether new applications can be adopted incrementally. In this respect, a 
network architecture based on the broad version establishes the lowest 
hurdles for adopting applications by letting users adopt new applications 
incrementally (i.e., independently of other users) at very low costs — the 
costs of installing the application on their computer. 

 Third, network architectures infl uence the Internet ’ s ability to realize 
its social, political, or cultural potential in subtler ways. As other scholars 
have shown, the individual ’ s ability to speak and be heard, to be a producer 
and not just a consumer, and to have access to a wide variety of diverse 
sources that are not selected or controlled by a central gatekeeper who has 
its own motivations are central to the Internet ’ s political and cultural 
potential.  38   All these aspects may be affected by the ways in which a 
network architecture shapes the environment for the use of the system. 

 Consider some of the ways in which network architectures shape the 
environment for political uses of the Internet. A network architecture 
based on the broad version of the end-to-end arguments is not optimized 
in favor of specifi c applications. In particular, it is not optimized in favor 
of end-user applications that receive a lot of data but do not send a lot of 
data. Such an environment equally supports an individual ’ s ability to speak 
and listen. In contrast, an architecture that is optimized in favor of applica-
tions that download a lot of data but do not upload a lot of data (for 
example, by providing asymmetric bandwidth to and from the home) 
favors listening over speaking, consuming over producing, and consump-
tive uses over communicative uses (such as video chatting or video con-
ferencing) that entail sending and receiving large amounts of data.  39   

 More generally, given that network providers aim to maximize their 
profi ts, there is a danger that if network providers are allowed to optimize 
the network in favor of specifi c applications they will optimize the network 
in favor of uses that create observable value that they can appropriate over 
uses that create less observable and appropriable benefi ts. As we saw above, 
the value of consumptive uses is realized by the user itself and is relatively 
well defi ned, whereas productive uses often create external benefi ts for 
other users (and even for non-users) that neither the productive user nor 
the network provider can appropriate. This may lead network providers to 
optimize the network in favor of consumptive uses over productive uses.  40   

 Architectures that enable network providers to control the applications 
and the content on their network give them the power to shape the infor-
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mation environment according to their private interests. If I am interested 
in content that my network provider happens to restrict, my ability to 
educate myself, my ability to contribute to a discussion on this subject, 
and my ability to make informed decisions are impeded. Instead, ISPs gain 
the power to shape public discourse based on their own interests and 
idiosyncratic content policies. This may affect users in their capacity as 
speakers and listeners. 

 Network architectures deviating from the broad version of the end-to-
end arguments may also make it more diffi cult for non-commercial actors 
to participate in democratic or cultural discourse. For example, by using 
peer-to-peer fi le-sharing applications instead of a central server to distrib-
ute information goods, these actors can reduce their costs of distribution 
by shifting some of these costs to users of the fi le-sharing application who 
contribute their own bandwidth to assist in the distribution of the fi le. 
Network architectures in which network providers manage bandwidth by 
throttling or excluding these fi le-sharing applications may reduce the 
ability of these actors to participate in democratic or cultural discourse by 
making it more costly for them to make their information available to 
others. 

 In sum, network architecture affects the Internet ’ s potential to create 
economic, social, cultural, and political value not only by fostering or 
impeding application innovation, but also by shaping the environment 
for the use of the network. In particular, applying the broad version of the 
end-to-end arguments ensures user choice, non-discrimination, and non-
optimization all of which contribute directly to characteristics of the Inter-
net (such as enabling users to listen, speak, consume, and produce, and to 
do so without intervention by the network provider) that are central to 
the Internet ’ s social, cultural, and political potential.  41   

 Social Costs 
 Using the broad version also has social costs. 

 First, as we saw in chapter 2, optimizing the network for particular 
applications or uses may create cost savings or performance gains for the 
applications for which the network is optimized. Keeping the network 
general, as the broad version requires, means forgoing these benefi ts. 

 Second, as we saw in chapters 6 and 7, deviating from the broad version 
by increasing the controllability of the network increases network provid-
ers ’  profi ts. Lower profi ts may reduce network providers ’  incentives to 
deploy more and better broadband networks. I am not convinced that the 
relatively lower profi t in a network architecture based on the broad version 
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reduces network providers ’  profi ts so signifi cantly that they will no longer 
be able to deploy more and better broadband networks, or that network 
providers would really use the additional profi ts to deploy more networks 
instead of using the money for other things such as increasing dividends. 
But until we have data with which to better assess whether this is a real 
problem, it is safer to assume that network providers ’  incentives to deploy 
more and better broadband networks will be reduced to some degree. 

 Third, some scholars have argued that the end-to-end arguments con-
strain the needed evolution of the network ’ s core by preventing Quality 
of Service, restricting the amount of state in the network, or requiring the 
network to be simple. As we saw in chapter 3, these assumptions are 
unfounded. The broad version provides much more room for network 
evolution than its critics recognize. It does, however, constrain the evolu-
tion of the network to some degree by requiring the network to be general, 
or by allowing only some forms of Quality of Service. 

 Finally, critics argue that the broad version makes it more diffi cult, or 
impossible, to make the network secure. Some seem to think that the broad 
version of the end-to-end arguments requires all functions related to secu-
rity to be implemented at the end hosts. On this perception, some have 
argued that a network based on the broad version makes it impossible to 
defend against distributed denial-of-service attacks, in which distributed 
attackers fl ood the target (which may be a link or an end host) with 
unwanted traffi c that exceeds the target ’ s capacity to handle it, making it 
impossible for the target to properly handle its legitimate traffi c. This argu-
ment is based on the view that distributed denial-of-service attacks can be 
identifi ed only in the network, since only the network can recognize traffi c 
patterns that may indicate an attack.  42    

 Others have argued that the broad version of the end-to-end arguments, 
by assigning responsibility for security to the end hosts, creates challenges 
for users who have little knowledge of how to best secure their computers. 
Jonathan Zittrain has argued that the existence of a large number of unse-
cured end hosts may facilitate a catastrophic security attack that will have 
widespread and severe consequences for affected individual end users and 
businesses. In the aftermath of such an attack, Zittrain claims, users may 
be willing to completely lock down their computers so that they can run 
only applications approved by a trusted third party.  43   Given that general-
purpose end hosts controlled by users rather than by third-party gatekeep-
ers are an important component of the mechanism that fosters application 
innovation in the Internet,  44   Zittrain argues, following the broad version 
of the end-to-end arguments may threaten the Internet ’ s ability to support 
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new applications more than deviating from the end-to-end arguments and 
implementing some security functions in the network, because, according 
to Zittrain, following the broad version will ultimately result in a world in 
which end hosts are effectively controlled by third parties, through the 
sequence of events just described.  45   Again, this argument relies heavily on 
the assumption that the end-to-end arguments prevent the implementa-
tion of security-related functions in the network.  46    

 The perception that the broad version of the end-to-end arguments 
requires  “ security ”  to be implemented at the end hosts is too strong.  47   The 
broad version provides guidelines for the placement of individual func-
tions, not groups of functions belonging to a certain category. Thus, 
whether the broad version requires a function to be implemented at the 
end hosts or in the network must be determined function by function.  48   

 For example, if it is true that distributed denial-of-service attacks can be 
identifi ed and stopped only in the network,  49   the broad version clearly 
allows the implementation of the associated functions in the network. After 
all, the broad version does not prevent functions from being implemented 
in the network if they cannot be completely and correctly implemented at 
the end hosts only.  50   

 In contrast, according to the broad version, a function (such as encryp-
tion) that can only be completely and correctly implemented end-to-end 
between the original source and ultimate destination of data should not be 
implemented in the network. This is because  “ a function or service should 
be carried out within a network layer only if it is needed by all clients of 
that layer, and it can be completely implemented in that layer. ”   51   

 Thus, depending on the function, the broad version may not require 
that the function be implemented at the end hosts. But even if the broad 
version requires a function to be implemented at the end hosts, consider-
ations such as those advanced by Zittrain may require a deviation from the 
broad version. More generally, if end users ’  inability to secure their end 
hosts makes it impossible to provide  “ effective ”  security by implementing 
functions solely at the end hosts, it may be necessary to implement them 
in the network even if the broad version would generally require these 
functions to be implemented on end hosts.  52   As we saw in chapter 2, the 
broad version is based on the assumption that long-term evolvability, reli-
ability, and application autonomy are more important than the perfor-
mance gains or cost savings resulting from the short-term optimization of 
the system. For reasons that were set out in detail in chapter 2, factors 
that were considered in this trade-off usually cannot justify a deviation 
from this rule. For example, the performance gain from implementing 
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a certain application-specifi c function in the network cannot usually 
justify a deviation from the broad version, as the loss of these benefi ts 
has already been factored into the trade-off underlying the decision to use 
the design principle. In contrast, the effect of the broad version on the 
security of the system was not similarly considered as part of the original 
trade-offs (i.e., the trade-off underlying the design principle and the trade-
off underlying the decision to use this design principle for a particular 
system). Insofar as maintaining the security of the Internet is a value that 
fundamentally affects the usefulness of the Internet for its users, and ulti-
mately for society as a whole, deviating from the broad version of the 
end-to-end arguments for certain security-related functions may be 
justifi ed. 

 This does not mean that any implementation of security-related func-
tions in the network is automatically justifi ed. Some solutions may affect 
the evolvability of the network and its ability to foster innovation more 
than others, and it is worth investing the time, money, and effort required 
to fi nd solutions that maintain the Internet ’ s openness to new applications 
as much as possible.  53   As a negative example, fi rewalls (which deviate from 
the broad version) have been particularly harmful for application develop-
ment, and, together with network-address translators (which also deviate 
from the broad version), have made it diffi cult if not impossible to deploy 
new transport-layer protocols or certain types of new applications.  54   Thus, 
whether a specifi c security-related function should be implemented in the 
network although the broad version of the end-to-end arguments requires 
that this function be implemented at the end hosts can only be determined 
case by case after careful consideration of the consequences for the evolv-
ability of the network. The discussion above shows, however, that the 
broad version is able to interact with and adapt to other requirements in 
a way that is fl exible enough to maintain the design principle ’ s usefulness 
in the face of changing requirements for the Internet.  

 In sum, the broad version of the end-to-end arguments constrains solu-
tions to security problems much less than is often assumed. Still, protecting 
the evolvability of the system constrains the range of potential solutions 
more than architectures deviating from the broad version, in which con-
cerns about evolvability do not play a role. 

 Trade-Offs 
 Thus, there are four potential social costs of using the broad version of the 
end-to-end arguments: the forgone benefi ts of short-term optimization 
(e.g. performance gains or cost savings), some limits on the evolvability of 
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the network ’ s core, some constraints on how security problems can be 
solved, and potentially lower incentives for network providers to deploy 
more and better broadband networks relative to network providers in more 
controllable network architectures. 

 These social costs must be traded off against the social benefi ts identifi ed 
above: other things being equal, network architectures based on the broad 
version result in more and better application innovation and in applica-
tions that better meet the needs of Internet users. As we saw, fostering 
innovation in applications is not only critically important for economic 
growth. More applications also increase the Internet ’ s potential to create 
value in the social, cultural, and political domains. In addition, network 
architectures based on the broad version let users realize more of the 
Internet ’ s potential value, both for themselves and for society as a whole. 
Finally, the broad version directly infl uences characteristics of the environ-
ment for the social, cultural, and political uses of the Internet that 
are central to the Internet ’ s potential to enhance individual freedom, 
provide a platform for better democratic participation, foster a more critical 
and self-refl ective culture, and potentially improve human development 
everywhere.  55   

 How should we compromise among these values? It may help to think 
about them in two steps. In a way, the fi rst three costs constitute the price 
of having a system that can evolve. A system can either be optimized for 
the short-term or be evolvable, but not both. The trade-off closely resem-
bles the technical trade-off underlying the broad version as a design prin-
ciple that trades off the benefi ts of long-term evolvability against the 
advantages of short-term optimization. Is this fundamental trade-off still 
appropriate? If we believe that all important applications have been real-
ized, there is no need to incur the costs of keeping the Internet open for 
new applications. If, however, we believe that there are many more poten-
tial applications waiting to be discovered and developed, it is a comparably 
low cost to forgo the benefi ts of optimization, or to live with some limits 
on the evolvability of the network ’ s core.  56   

 It would be premature to say that the only improvements left to make 
on applications are incremental. As the Internet permeates more and more 
areas of society and the economy, its potential uses come to mirror the 
diversity and variety of human life. Apart from being used to support 
existing activities, Internet applications may enable activities that were 
not possible before. In addition, new peripherals and advances in the 
services provided by the Internet infrastructure (e.g., the mobile Internet, 
the potential introduction of Quality of Service, or increases in available 
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bandwidth and computer processing power) continuously create new 
opportunities for applications that take advantage of these features. 
Together, these ongoing technical developments at all layers of the Inter-
net, in addition to increases in the number and the diversity of users and 
potential uses, make it likely that existing applications have only begun 
to tap the Internet ’ s vast potential. 

 This leaves the more fundamental trade-off between broadband deploy-
ment and the benefi ts associated with the broad version of the end-to-end 
arguments. 

 Without access to broadband networks, users cannot realize the value 
of the broadband Internet and cannot benefi t from the new applications 
that better broadband networks enable. Thus, widespread broadband 
deployment is clearly an important social goal. At the same time, for a 
variety of reasons (including spillovers), network providers do not capture 
all of the value created by broadband networks. All this suggests that 
network providers ’  private interests in deploying broadband networks may 
be lower than the social optimum.  57   

 Thus, both social benefi ts  and  social costs of the broad version represent 
important social values, which makes it diffi cult to resolve the trade-off. 
Exploring whether the social benefi ts associated with one architecture 
could be realized even if this architecture is rejected may help. If we main-
tain the broad version of the end-to-end arguments so as to realize its social 
benefi ts, are there other ways to solve the problem of network deployment? 
Although it is non-trivial to fi nance and foster investment in infrastruc-
ture, the problem can be solved in a number of ways. If we truly believe 
that network providers need more profi ts to motivate them to deploy 
broadband networks, tax cuts on broadband investments or direct subsi-
dies may be an option. An alternative solution may be to think about 
public provision of infrastructure. 

 If we let network providers increase the controllability of their networks 
in order to get more broadband networks with higher capacity, can we 
realize the benefi ts associated with the broad version in other ways? As we 
saw in chapter 8, under uncertainty or consumer heterogeneity, the two 
crucial ingredients for creating successful innovation in applications are 
(1) independent, low-cost application innovation by a large and diverse 
set of innovators and (2) user choice among the resulting applications. 
Letting network providers discriminate against applications or letting 
them increase the costs of innovation through access charges breaks this 
mechanism. Recreating a similar mechanism through other means (e.g., 
through subsidies targeted at potential application innovators) does not 
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seem feasible. On the one hand, in an architecture based on the broad 
version, almost anyone is a potential innovator. On the other hand, no 
one can identify successful innovators and innovative ideas in advance. 

 Similarly, both the Internet ’ s value for individual users and for society 
and the Internet ’ s potential to realize important social, cultural, or political 
values depend fundamentally on user choice, non-discrimination, and 
non-optimization of the network, all of which are achieved by applying 
the broad version of the end-to-end arguments. Thus, letting network 
providers increase their profi ts by increasing the controllability of the 
network removes the very features of the network that make the Internet 
valuable. 

 Thus, whereas it is possible to have a network architecture based on the 
broad version, realize the associated social benefi ts, and then solve the 
deployment problem through other means, it is not possible to have a 
controllable architecture and realize the benefi ts associated with the broad 
version through other means. 

 Under these circumstances, sacrifi cing the very aspects that drive the 
Internet ’ s value in order to get more broadband networks seems too high 
a price to pay; as Tim Wu put it, it is like selling the painting to get a better 
frame.  58   All this suggests that the trade-off among the social costs and 
benefi ts associated with the broad version is positive, so that the broad 
version of the end-to-end arguments is in the public interest. 

 Network Providers ’  Private Interests in Network Architectures 

 If using the broad version of the end-to-end arguments is in the public 
interest, do network providers share this interest, or do their private inter-
ests make them prefer architectures that deviate from the broad version? 

 As we saw in chapter 6, increasing network providers ’  ability to monitor 
and control applications and content on their networks increases their 
profi ts. They can increase the profi tability of their own applications or 
content by excluding or discriminating against competing applications. In 
addition, the more sophisticated pricing strategies supported by more 
controllable architectures let them extract more of the value realized by 
users or by providers of applications and content. Network providers seem 
to be moving rapidly in this direction. They increasingly deploy devices 
for deep packet inspection in their networks that let them monitor and 
control the applications on their network. These devices can be used to 
slow down or exclude specifi c applications and content, to implement 
sophisticated pricing schemes, or to offer Internet-service packets that 
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allow consumers to use some applications but not others.  59   Large network 
providers in the United States, in the United Kingdom, and in Germany 
have publicly stated their desire to charge applications or content providers 
for the right to have their applications or content travel over the network 
providers ’   “ last-mile ”  networks to reach the network providers ’  Internet-
service customers.  60   And incumbent network providers (including AT & T 
and Verizon in the United States and BT in the United Kingdom) have 
begun to deploy in their wireless and wireline networks a technology called 
 IP Multimedia Subsystem (IMS)  that adds to conventional IP networks func-
tionality that gives network providers fi ne-grained information about and 
perfect control over the applications and the content on their networks. 
IMS also provides sophisticated charging capabilities that let the network 
provider charge both end users and providers of applications or content.  61   
White papers by industry vendors laud IMS ’ s ability to support fl exible 
monetization models that convert the network from a  “ data highway to a 
data tollway. ”   62   Thus, in the terminology of chapter 7, IMS is an example 
of a  “ fully controllable architecture. ”  

 At the same time, the network has become more opaque. Recent years 
have seen a proliferation of technical solutions, driven by the short-term 
interests of particular actors, that do not take account of their effects on 
the long-term evolvability of the Internet. They solve the problem at hand, 
but at the same time they reduce the generality of the Internet, with sig-
nifi cant costs for application-level innovation.  63   For example, residential 
broadband networks provide asymmetric bandwidth for uploads and 
downloads, creating problems for applications that send and receive equal 
amounts of data.  64   Network-address translators and fi rewalls deployed by 
network providers and users have made it increasingly diffi cult to deploy 
new transport-layer protocols or new applications whose behavior deviates 
from that of traditional client-server applications.  65   Network providers are 
using deep packet inspection to single out and slow down specifi c applica-
tions in order to manage bandwidth on their networks.  66   Though asym-
metric bandwidth seems to have been motivated by the available cost 
savings, the other deviations from the end-to-end arguments seem to occur 
as a by-product of some actors ’  attempts to solve specifi c technological 
problems without considering the effect on the evolvability of the Internet 
as a whole. Often, as in the case of network-address translators and fi re-
walls, the negative consequences take some time to become apparent. 

 Thus, the evidence suggests that network providers have an interest in 
deviating from the broad version. This may be surprising. After all, the 
broad version fosters application innovation. More applications make a 



Public and Private Interests 373

network provider ’ s Internet service more attractive, which should enable 
the network provider to sell more Internet service or increase its price. But 
if following the broad version increases network providers ’  profi ts, shouldn ’ t 
this lead them to  prefer  the broad version over architectures that deviate 
from that version? This line of thought neglects that the potential increase 
in profi ts from more application innovation is not the only aspect network 
providers consider when choosing network architectures. Network provid-
ers compare the private costs and benefi ts of complying with the broad 
version with the private costs and benefi ts of deviating from it. Although 
more application innovation may increase their profi ts, increasing the 
controllability of the network may increase their profi ts even more. And 
whereas the economic and non-economic benefi ts of application innova-
tion for society weigh heavily in the trade-off among the social benefi ts 
and the social costs, network providers consider their private costs and 
benefi ts, which may be different.  

 Although network providers receive some benefi ts from application 
innovation, two factors will lead them to undervalue the benefi ts of appli-
cation innovation compared to the social optimum. First, they do not 
appropriate all the gains from application innovation. Second, the gains 
they are able to capture are uncertain and will be realized in the future, 
which may lead them to take even less account of those gains.  

 Network providers do not appropriate all of the gains from application 
innovation if they innovate themselves, much less if the application has 
been developed by someone other than the network provider. If consum-
ers value the application differently, network providers cannot appropri-
ate the entire consumer surplus associated with the use of the application. 
As we saw in chapter 6, this inability is particularly marked in an archi-
tecture that is based on the broad version of the end-to-end arguments, 
which forces the network provider to charge a uniform per-packet trans-
port price that does not vary depending on the application being used. 
Because the network provider isn ’ t able to collect access charges under an 
end-to-end architecture, it cannot extract all the value that application 
developers realize from the application, nor can it capture the positive 
externalities resulting from its users ’  productive uses that accrue to users 
of other Internet service providers and even to people who do not use 
the Internet at all. Finally, it does not capture the increase in the value 
of other network providers ’  Internet service resulting from additional 
application innovation. Thus, a network provider ’ s private gain from an 
application innovation will often be much lower than the social benefi ts 
associated with that innovation. As a result, network providers value the 
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increase in application innovation brought about by the broad version 
less than is socially optimal.  

 In addition, intertemporal biases (that is, biases affecting decisions 
involving trade-offs among outcomes that will have their effects at differ-
ent times)  67   may bias network providers or their decision makers toward 
short-term outcomes. Whereas the private benefi ts of deviating from the 
broad version are realized immediately, most of the private benefi ts of 
complying with the broad version are uncertain and will be realized in 
the future. Given this intertemporal distribution of network providers ’  
private benefi ts, a bias in favor of short-term gains would further exacer-
bate the wedge between network providers ’  interests and the interests of 
the public. 

 First, research in behavioral economics shows that individuals often 
discount future benefi ts more than rational discounting would suggest — a 
bias known as  “ hyperbolic discounting. ”   68   In the extreme case, this bias 
may cause individuals deciding whether to deviate from the broad version 
of the end-to-end arguments to prefer the smaller  current  private benefi ts 
associated with deviating (i.e., the performance gains, or the increase in 
profi ts from discrimination or pricing strategies that extract more of the 
value realized by users or independent application developers) over 
comparatively larger  future  private benefi ts associated with following the 
broad version (such as the increase in profi ts from Internet service due to 
increases in the number and variety of applications), even if rational dis-
counting would lead them to prefer the future benefi ts. If under rational 
discounting the private current benefi ts of deviating from the broad version 
were larger than the private future benefi ts of using it, this bias would 
further reinforce network providers ’  preference for deviating from the 
broad version.  

 Second, since the future applications that may make network providers ’  
Internet service more valuable are not known, it is diffi cult to know their 
worth. Uncertainty about the future further reduces the weight that future 
developments receive in current decision making.  69   

 Third, researchers suggest that fi rms may generally be biased toward the 
short term.  70   For example, theoretical research and some empirical evi-
dence suggest that the stock market favors short-term benefi ts over long-
term gains.  71   If the stock market exhibits such a bias, we should expect 
network providers to follow the same valuation in order to please the stock 
market. Alternatively, managers ’  desire to enhance their reputation quickly 
may lead them to focus on actions that create high and observable short-
term gains, without caring about the long-term effect, if they expect to 
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have left the fi rm or their specifi c position when the long-term conse-
quences of their actions occur. 

 Finally, network providers that currently dominate the market may not 
know whether they will be able to sustain their lead. For example, technical 
developments may reduce the costs of deploying broadband networks. 
Lower costs may motivate additional fi rms to enter the market, or may 
motivate regulators to artifi cially introduce competition. In both cases, 
network providers ’  expected share of benefi ts from innovation in applica-
tions will be lower in the future, when they have a less dominant position, 
which again would lead them to discount their share of future benefi ts 
from application innovation more. 

 All this suggests that network providers will often resolve the trade-off 
between the increased profi ts, performance gains, or cost savings from 
deviating from the broad version of the end-to-end arguments and the 
potential loss of application innovation in favor of deviating. Thus, the 
public ’ s and the network providers ’  interests in network architecture diverge, 
creating a market failure regarding the evolution of the architecture. 





 Conclusion 

 Many people have a pragmatic attitude toward technology: they don ’ t care 
how it works, they just want to use it. With regard to the Internet, this 
attitude is dangerous. As this book has shown, different ways of structuring 
the Internet result in very different environments for its development, 
production, and use. If left to themselves, network providers will continue 
to change the internal structure of the Internet in ways that are good for 
them, but not necessarily for the rest of us — individual, organizational or 
corporate Internet users, application developers and content providers, and 
even those who do not use the Internet. If we want to protect the Internet ’ s 
usefulness, if we want to realize its full economic, social, cultural, and 
political potential, we need to understand the Internet ’ s structure and what 
will happen if that structure is changed. 

 The End-to-End Arguments 

 The original architecture that governed the Internet from its inception to 
the early 1990s was based on a design principle called  the end-to-end argu-
ments . There are two versions of the end-to-end arguments, and both of 
them shaped the Internet ’ s original architecture. The narrow version was 
fi rst identifi ed, named, and described by Saltzer, Reed, and Clark in 1981.  1   
The broad version was the focus of later papers by these authors.  2   Although 
Saltzer, Reed, and Clark never explicitly drew attention to the change in 
defi nition, there are real differences between the two versions — differences 
in scope, in content, and in validity — that make it preferable to distinguish 
between the two. 

 The narrow version applies solely to functions (called  end-to-end func-
tions ) that can only be completely and correctly implemented end-to-
end — that is, between the original source and ultimate destination of data. 
This version can be summarized as follows: A function should not be 
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implemented in a lower layer if it cannot be completely and correctly 
implemented at that layer. Sometimes an incomplete implementation of 
the function at the lower layer may be useful as a performance enhance-
ment.  3   The narrow version prescribes that, for reasons of correctness, these 
functions must be implemented at a layer where a complete and correct 
implementation is possible — that is, at a higher layer that operates end-to-
end between the original source and ultimate destination of data. Also 
implementing a necessarily incomplete version of these function at a lower 
layer is redundant and usually constitutes an ineffi cient use of system 
resources, but the narrow version recognizes that in some cases an addi-
tional, necessarily incomplete implementation at the lower layer may be 
justifi ed as a performance enhancement. 

 Whereas the narrow version applies only to functions that cannot be 
completely and correctly implemented at lower layers, the broad version 
provides a general rule for distributing functionality in a multi-layer system 
and for dividing functionality between end systems and the network ’ s core 
in multi-layer communication networks. According to the broad version, 
lower layers of the system — the network ’ s core — should provide only 
general services that can be used by all applications. The network should 
not be optimized to better support specifi c higher-layer applications. 
Though this may increase the performance of particular applications, it is 
an unnecessary and therefore ineffi cient feature for applications that do 
not need this function; it may even rule out the implementation of appli-
cations not foreseen at the time of design. Finally, the broad version 
advises that application-specifi c functionality be concentrated in the higher 
layers of the system, at the end hosts. The broad version does not prevent 
functions from being implemented in the network if they cannot be com-
pletely and correctly implemented at the end hosts only. 

 In the context of the broad version,  “ end hosts ”  and  “ core of the network ”  
denote a purely functional relationship between users and providers of com-
munication services. Whereas end hosts run application programs that use 
the communication services provided by the network, computers in the core 
of the network provide these services. The terminology does not refer to 
topological relationships or to administrative ownership and control. 

 Whereas the narrow version, if it applies, must be followed for reasons 
of correctness, the broad version has other justifi cations. For all functions 
other than end-to-end functions that must be implemented end-to-end for 
reasons of correctness anyway, the broad version ’ s design rules emerge 
from a trade-off. They prioritize long-term system evolvability, application 
autonomy, and reliability over short-term performance optimizations. 
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Thus, it is appropriate to use the broad version only if the system ’ s require-
ments imply that this trade-off is justifi ed. If the system ’ s requirements 
imply a different resolution of this trade-off, the broad version should not 
be applied. 

 Although the broad version of the end-to-end arguments does not 
explicitly prohibit the core of the network from being aware of the applica-
tions running over it or being capable of controlling their execution, 
applying this design principle results in a network that does not have this 
functionality. Thus, though the broad version does not directly require the 
network to be non-discriminatory or  “ neutral, ”  there is a causal relation-
ship between the broad version and  “ network neutrality. ”  A neutral 
network (that is, a network in which network providers cannot interfere 
with the applications and content on their network) is a direct conse-
quence of applying the broad version. This characteristic represents a 
benefi t for independent application developers, for users of the Internet, 
and for society as a whole. From the point of view of network owners, it 
constitutes a cost of architectures based on the broad version. 

 The End-to-End Arguments and the Original Architecture of the Internet 

 The original architecture of the Internet resulted from a combination of a 
variant of the layering principle called  relaxed layering with a portability layer  
and the end-to-end arguments. Layering, in turn, is a special form of 
modularity. 

 The architecture of the Internet consists of four layers: the link layer 
(the lowest layer), the Internet layer, the transport layer, and the applica-
tion layer. 

 The application of  “ relaxed layering with a portability layer ”  imposes 
constraints on the interactions among protocols belonging to different 
layers and on the number of protocols that may populate a layer. The Inter-
net layer is designated as the portability layer. Layers above the Internet 
layer are allowed to invoke the services of protocols in the same layer or in 
any layer below them, down to the Internet layer, but they are not allowed 
to directly invoke the services of protocols in a layer below the Internet layer. 
Lower-layer protocols are not allowed to invoke the services of higher-layer 
protocols. Whereas the Internet layer is restricted to a single protocol (the 
Internet protocol), other layers may host a variety of different protocols. 

 Designating the Internet layer as the portability layer infl uenced the 
design of the Internet protocol, since a portability layer aims to provide a 
technology-independent interface to the services of the network. 
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 During the initial design of the Internet ’ s architecture, the end-to-end 
arguments shaped the division of functionality between the Internet layer 
and the transport layer. Whereas the narrow version required implementing 
functions such as reliable data transfer, duplicate suppression, and reorder-
ing end-to-end between the original source and ultimate destination of data 
(i.e., end-to-end between end hosts), the broad version infl uenced the divi-
sion of functionality between the Internet layer and the transport layer. 

 The Internet ’ s designers chose to implement such end-to-end functions 
as reliable data transfer, duplicate suppression, and reordering at the trans-
port layer. This design fulfi ls the narrow version ’ s requirement for an end-
to-end implementation of these functions if the transport-layer protocols 
operate end-to-end between the original source and ultimate destination 
of data and no events falling into the responsibility of the function occur 
after the data leaves the transport layer. 

 The broad version of the end-to-end arguments shaped the Internet ’ s 
original architecture by determining the following design choices. First, 
the functionality required to transfer data from host to host is separated 
from the end-to-end functionality required to control the end-to-end trans-
mission of data. The two groups of functionality are placed in separate 
layers: the Internet layer and the transport layer. The Internet layer is the 
highest layer running on computers in the core of the network and pro-
vides a general service that is broadly useful across applications: unreliable 
connectionless datagram service. The transport layer is the lowest layer 
that only has to be implemented on end hosts and is the lowest layer 
implementing application-specifi c functionality.  4   Second, functionality 
provided end-to-end by the transport layer is not duplicated in the Internet 
layer. In particular, the Internet layer does not implement additional hop-
by-hop error control. 

 Apart from guiding the division of functionality between the Inter-
net layer and the transport layer, both versions of the end-to-end argu-
ments infl uenced, and continue to infl uence, the design of individual 
applications. 

 If the transport-layer protocols do not operate end-to-end between the 
original source and the ultimate destination of data, or if events falling 
into the responsibility of the end-to-end function occur after data leaves 
the transport layer, the narrow version requires end-to-end functions to be 
implemented in layers above the transport layer, ultimately in the applica-
tion itself. 

 The broad version constrains the design of individual applications 
by requiring that application-specifi c functionality be implemented in 
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higher layers at the end hosts, not in the core of the network. Within 
these boundaries, designers are free to choose any application designs 
they like. 

 The use of the end-to-end arguments and of relaxed layering with a 
portability layer shields transport-layer protocols and application-layer 
protocols from changes below the Internet layer. At the same time, since 
the broad version of the end-to-end arguments concentrates application-
specifi c functionality in higher layers, lower-layer protocols are not 
affected by changes in applications or other protocols above the Internet 
layer. Thus, the Internet layer divides the protocol stack into two quasi-
independent subsystems that can evolve independently. 

 The Broad Version of the End-to-End Arguments and Innovation in the 
Original Architecture of the Internet 

 Network architectures (and the design principles that shape them) infl u-
ence the economic system that develops and produces the Internet in a 
variety of ways. In particular, they affect which actors can innovate and 
what incentives they have to do so. 

 Applying the broad version of the end-to-end arguments creates an 
environment that is more conducive to application innovation than archi-
tectures that deviate from this design principle. The gradual transition 
from a network architecture based on the broad version of the end-to-end 
arguments to one that implements a considerable amount of application-
specifi c functionality in the network ’ s core signifi cantly increases the costs 
of innovation for independent application developers. It reduces their 
incentives to innovate, limits the range of potential innovators, and gradu-
ally shifts control over the development and deployment of application-
level innovation from application developers and users to network owners. 
In a network architecture based on the broad version of the end-to-end 
arguments, anyone with access to an end host and the ability to learn a 
programming language is a potential innovator. At the same time, innova-
tors independently decide how they want to innovate. Users indepen-
dently decide which applications they want to deploy. In contrast, in a 
network with a signifi cant amount of application-specifi c functionality in 
the network ’ s core, network owners may be the only remaining potential 
innovators. They also control which applications get deployed. At the same 
time, the costs of adopting new applications rise for both users and 
for network owners. As we saw in chapters 8 and 9, these changes signifi -
cantly reduce the overall amount, the type, and (potentially) the quality 
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of innovation, at signifi cant costs to society. If there is market uncertainty, 
business uncertainty, or user heterogeneity, the effects of differences in the 
size and diversity of the innovator pool and of differences in control over 
application development and deployment are particularly profound. 

 Thus, the mechanism that produces innovation in applications under 
an end-to-end architecture has two components: widespread experimenta-
tion by a large and diverse group of innovators who independently 
select whether to realize their innovative ideas and user choice among the 
resulting applications. Under uncertainty or user heterogeneity, this mech-
anism will produce more and better applications than innovation in 
network architectures that concentrate control over innovation or deploy-
ment in the hands of a few network providers. If users ’  needs are hetero-
geneous, it will also produce more diverse applications that better meet 
users ’  needs. 

 The broad version ’ s various infl uences on innovation in applications 
can be traced back to two features of end-to-end architectures. First, devel-
oping and deploying applications requires changing only end hosts that 
want to use the application. It does not require any changes to the net-
work ’ s core. As a result, innovators can decide independently whether to 
realize their ideas for an application, and can do so at low costs. Second, 
the network cannot discriminate against the applications running over it 
and cannot exclude applications. As a result, independent application 
developers need not fear that their application will be excluded or discrimi-
nated against, or that the network provider will try to extract their profi ts 
through access charges. Through mechanisms that were examined in chap-
ters 4 – 6 and 8, these features infl uence the ability of economic actors other 
than network owners to participate in application-level innovation, their 
incentives to do so, and the types of applications they will develop. 

 Though the broad version of the end-to-end argument also affects inno-
vation in the core of the network, it constrains the design and evolution 
of the core of the network less than is often assumed. The broad version 
requires the network to provide only general services that are useful for a 
large variety of existing and potential future applications. It prohibits 
optimizing the network in favor of specifi c applications and implementing 
application-specifi c functionality in the network ’ s core. It does not require 
the core of the network to be  “ stupid ”  or simple. It does not constrain the 
amount of state in the network. Finally, it does not generally prevent 
Quality of Service, although it does constrain how Quality of Service can 
be realized. Thus, it leaves considerable room for innovation at the Internet 
layer and below. 
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 There are, however, two other mechanisms that make it very diffi cult 
to change the core of the network. First, the large number of higher-layer 
protocols that use the Internet protocol constrain its potential evolution 
by creating large costs of system adaptation. Second, the deployment 
context provided by the commercial Internet constrains the Internet 
layer ’ s evolution even more than an analysis based on the structural depen-
dencies among the Internet ’ s components would suggest. 

 Contrary to other potential network architectures, the original architec-
ture of the Internet facilitates innovation below the Internet layer by des-
ignating the Internet layer as a portability layer. Since the Internet protocol 
provides a technology-independent interface to the services provided by 
the network, and because higher-layer protocols are not allowed to directly 
access protocols below the Internet layer, the underlying physical network 
technologies can evolve freely without requiring changes in protocols 
above the Internet layer as long as the service interface provided by the 
Internet layer stays the same. 

 End-to-End Arguments in the Current Internet 

 In recent years, the architecture of the Internet has evolved in ways that 
challenge both versions of the end-to-end arguments.  5   For one thing, many 
application services have evolved, or are evolving, toward a more distrib-
uted structure with application-level intermediaries that are topologically 
in the network and under the administrative control of a network provider 
or a third-party service provider. In addition, recent years have seen a 
proliferation of intermediary devices in the path between two end hosts 
that are not an intended part of the application executed between the 
two hosts, but perform functions other than the normal, standard func-
tions of an IP router on the datagram path between a source host and a 
destination host. 

 Mature application services often evolve toward a more distributed 
structure, with application-level intermediaries that are topologically in 
the network and under the administrative control of a network provider 
or a third-party service provider (fi gure 3.7).  6   E-mail servers and Web caches 
are examples of such intermediaries. (For a description of the structure of 
e-mail, see box 3.6.) If such an intermediary is an integrated part of the 
application, correctly terminates the protocol stack, and implements its 
functionality above the Internet layer, this evolution does not pose any 
problems for the broad version of the end-to-end arguments.  7   After all, 
designers are free to design their applications in any way they want, as 
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long as the application-specifi c functionality is completely contained in 
layers above the Internet layer. Since all the application-specifi c functional-
ity is restricted to end hosts, an application with such intermediaries does 
not interfere with the deployment of new applications over the Internet. 

 From the perspective of the narrow version of the end-to-end argu-
ments, these developments are highly relevant. Implicitly, the original 
architecture of the Internet was based on the assumption that application-
layer and transport-layer protocols would operate directly between the two 
ultimate end systems of an application session (fi gure 3.3). Under these 
assumptions, the implementation of end-to-end functions (i.e., of func-
tions that can only be completely and correctly implemented between the 
original source and ultimate destination of data) in the transport layer met 
the requirements of the narrow version of the end-to-end arguments for 
most applications, if no additional events relevant to the correct execution 
of the functions occurred after the data left the transport layer. 

 Today these assumptions are not automatically justifi ed. The distributed 
application services described above consist of a concatenation of applica-
tion-layer connections (and, consequently transport-layer connections); as 
a result, the transport-layer protocols no longer operate end-to-end between 
the ultimate end systems of the application. With respect to the path 
between the original source and ultimate destination of data, the transport-
layer protocols operate hop-by-hop (fi gure 3.4). In this context, we cannot 
assume that end-to-end functions are executed correctly just because the 
application layer uses a transport-layer protocol that implements these 
functions. Instead, the narrow version of the end-to-end arguments requires 
that the end-to-end functions be implemented at a layer operating end-to-
end between the original source and the ultimate destination of data, 
ultimately in the application itself.  8   

 Though the increasing delegation of functions to parts of an application 
that are under the control of third parties such as network providers or 
service providers does not affect how easily the network can evolve, it raises 
important questions about the autonomy, the control, and the trust of end 
users.  9   Some have suggested that these new concerns make the old func-
tional distinction between  “ end hosts ”  and  “ network ”  as users and pro-
viders of communication services underlying the broad version irrelevant.  10   
I do not agree with this assessment. The broad version focuses on the 
evolvability of the network. In this context, a functional interpretation of 
 “ end hosts ”  and  “ the network ”  is still appropriate. As we have seen through-
out this book, keeping the network general and open for new applications 
is still an acute and important problem. Just because new developments 
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raise new issues that are orthogonal to the question of network evolvability 
does not mean that the old questions have become irrelevant.  11   

 Furthermore, recent years have seen a proliferation of intermediary 
devices in the path between two end hosts that are not an intended part 
of the application, but which perform functions other than the normal, 
standard functions of an IP router on the datagram path between a source 
host and a destination host.  12   Most of these devices are topologically close 
to the edge of the network. 

 A large group of devices are explicitly aimed at controlling the execution 
of applications running over the network. Not surprisingly, these devices 
violate the broad version of the end-to-end arguments: they operate at the 
Internet layer, but they access parts of the datagram that contain the mes-
sages passed between higher-layer protocols. They then use the informa-
tion gained through this layer violation to determine how to treat the 
datagram. To determine the appropriate treatment, they must implement 
application-specifi c functionality in the network.  13   Their reasons for exist-
ing differ. Some, such as fi rewalls, are intended to improve security. Others, 
such as devices for deep packet inspection, are explicitly intended to give 
network owners the ability to infl uence how applications run over their 
network. 

 Finally, the perceived shortage of IPv4 addresses has led to the emer-
gence of so-called network-address translators (NATs) that let a number 
of end hosts simultaneously share the same Internet address.  14   NATs 
operate at the Internet layer and are intended to be transparent to the 
applications that traverse them. To perform their function, they access and 
modify parts of the datagram that contain the messages passed between 
higher-layer protocols — a clear layer violation.  15   In addition, they need to 
know how higher-layer protocol data messages are formatted in order to 
function correctly, which violates the broad version of the end-to-end 
arguments.  16   

 Whereas devices that let network providers infl uence the applications 
and content on their networks affect application innovation by reducing 
independent application and content developers ’  incentives to innovate, 
devices such as NATs and fi rewalls directly impede the development and 
deployment of new applications and transport-layer protocols by increas-
ing the costs of developing applications and forcing innovators to 
coordinate their innovations with others. The effect of these devices goes 
beyond their ability to block applications they are intended to block.  17   
They can have unwanted side effects. Designers developed these devices 
with the needs of client-server applications such as the World Wide Web 
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in mind. Applications with different characteristics often cannot pass 
through the device; in this case, users behind the fi rewall or NAT will not 
be able to use the application. For example, peer-to-peer applications, 
applications that use UDP, and applications that use one signaling con-
nection to set up a second connection may have diffi culties passing through 
NATs or fi rewalls.  18   To let these applications traverse the device, software 
specifi cally written for each particular application must be installed at the 
device. This not only complicates application design; it also may be very 
diffi cult to realize in practice. Often, commercial NATs and fi rewalls are 
closed boxes running proprietary software. As a result, application design-
ers who want to let their applications traverse through such a device have 
to convince the device ’ s vendor to write and distribute the necessary soft-
ware. Obviously, device vendors may not be very motivated to do so for 
new applications with an unknown market base.  19   To deal with these 
problems, developers of affected applications develop complex work-
arounds or try to design their application in ways that make it as similar 
to HTTP as possible. This signifi cantly impedes application development —
 for example, the developers of Skype spent a considerable amount of the 
overall development time developing mechanisms that would enable 
Skype to work through NATs and fi rewalls. 

 Moreover, NATs and fi rewalls have made it almost impossible for new 
transport-layer protocols to be deployed.  20   The designers of transport-layer 
protocols face a  “ chicken and egg ”  problem: an application using this 
protocol can run on a computer only if the protocol is deployed on that 
computer (usually transport-layer protocols are implemented as part of the 
operating system).  21   Since they would like their application to work for all 
potential users, application designers will not write applications using the 
new protocol unless it is widely deployed and can be expected to work 
end-to-end. Operating system vendors will implement a new transport-
layer protocol only if they expect application developers to use it. And 
NAT and fi rewall vendors do not have an incentive to add support for a 
new transport protocol if it is not part of a commonly used operating 
system. Without support, the new transport-layer protocol will not be able 
to work for users behind fi rewalls and NATs, and this prevents application 
developers from using it. Even if fi rewall and NAT vendors decide to add 
support for the protocol to their devices, it will take a long time until 
devices with the new software have been ubiquitously deployed. 

 These examples show how seemingly minor deviations from the broad 
version to solve specifi c technical problems can add up to severely con-
strain the evolvability of the Internet ’ s architecture. 
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 Though the broad version does not establish any requirements for the 
end hosts, a suffi cient number of end hosts must be general (that is, able 
to support a large variety of applications), and must be under the control 
of application developers and end users, if the mechanism that produces 
application innovation under an end-to-end architecture is to work. This 
suggests that widespread replacement of general-purpose end hosts con-
trolled by users with specialized appliances controlled by the manufacturer 
or the network provider (e.g., mobile phones, video game controllers, 
TiVos), should it occur, might be problematic.  22   

 Policy Implications 

 The architecture of the Internet changes in ways that deviate from the 
broad version of the end-to-end arguments. These changes have direct 
consequences for public interests because Internet architectures based on 
the broad version of the end-to-end arguments shape how the Internet is 
developed, produced, and used. As a general-purpose technology, the Inter-
net does not create value through its existence alone. It creates value by 
helping users do what they want to do, or letting them do so more effi -
ciently. Applications are the tools that let users realize this value. By foster-
ing innovation in applications, the broad version of the end-to-end 
arguments increases the potential of the Internet to create even more value 
in the future. In addition, fostering application innovation is critically 
important for economic growth. 

 In a network based on the broad version, users, not network providers, 
decide how to use the network. Network providers cannot interfere with 
these uses, nor can they optimize the network for specifi c uses. By enabling 
users to use the Internet in the way that creates the most value for them, 
the broad version not only maximizes the value of the Internet for users, 
it also increases the Internet ’ s overall value to society. 

 But the social value of architectures based on the broad version 
goes beyond that. The Internet has the potential to enhance individual 
freedom, provide a platform for better democratic participation, foster a 
more critical and self-refl ective culture, and potentially improve human 
development everywhere.  23   The Internet ’ s ability to realize this potential, 
however, is tightly linked to features — user choice, non-discrimination, 
non-optimization — that result from the application of the broad version 
of the end-to-end arguments. Though a network based on the broad version 
may reduce network providers ’  incentives to deploy more and better broad-
band networks to some degree, letting network providers deviate from the 
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broad version by increasing the controllability of the network considerably 
reduces the Internet ’ s value to society. Given that there are other ways to 
foster broadband deployment that are not similarly harmful, I resolve this 
trade-off in favor of the social benefi ts resulting from the broad version. 

 Network providers ’  interests point in a different direction. They capture 
only a small part of the social value resulting from the broad version, and 
the fact that this value is uncertain and will be realized in the future leads 
them to further discount their private benefi ts associated with respecting 
the broad version. They have an incentive to increase the controllability 
of the network to make more profi ts. They also have an incentive to opti-
mize the network for specifi c applications or fi nd easy solutions for techni-
cal problems, making the network more opaque. Insofar as network 
providers control the evolution of the network ’ s core, it is not surprising 
that the network is moving away from its original end-to-end design. 

 Given this gap between network providers ’  private interests and the 
public ’ s interests, we face an important choice. Leaving the evolution of 
the network to network providers will signifi cantly reduce the Internet ’ s 
value to society. If no one intervenes, network providers ’  interests will 
drive networks further away from the broad version. With this dynamic, 
doing nothing is not enough to preserve the status quo, let alone to restore 
the full potential of the Internet. 

 If the Internet ’ s value for society is to be preserved, policy makers will 
have to intervene. How to best do so without over-restricting the evolution 
of the network or locking in design choices that may not remain appropri-
ate in the future is a diffi cult question. Law and architecture may interact 
in different ways. Some issues can be solved through regulation after tech-
nology has been deployed. For example, even if a network contains devices 
that let network providers control the applications and content on their 
networks, non-discrimination rules can forbid them from using these 
devices. In contrast, some issues can be solved only at the level of technol-
ogy. For example, an optimization in favor of specifi c applications, such 
as the asymmetric bandwidth to and from most residential homes, can be 
overcome only through new technology; it cannot be undone by a law. In 
these cases, regulators need to shape the technology  before  it is deployed. 

 All this suggests that potential policy interventions will have to be more 
sophisticated than simply requiring network providers to adhere to the 
broad version of the end-to-end arguments, or to maintain the Internet ’ s 
original architecture. 

 But what does all this mean for the future of the broad version as an 
engineering design principle? After all, though we may object to regulators 
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imposing specifi c design principles through regulation, network architects 
do have to choose design principles that help them realize their goals. 

 Design principles are tools to achieve certain ends: an architecture with 
a specifi c set and prioritization of characteristics. The broad version of the 
end-to-end arguments may not be the only design principle that can create 
an architecture that is evolvable or that realizes the social benefi ts that the 
broad version makes possible. We know, however, that the broad version 
has these effects. At the same time, the broad version provides much more 
fl exibility for the evolution of the network ’ s core than is often assumed. 
As the discussion of its potential interaction with security requirements in 
chapter 9 showed, the broad version is also able to react to other require-
ments that were not considered in the trade-offs underlying this design 
principle. Since the fundamental trade-off underlying the broad version is 
still appropriate (there are many more applications that have yet to 
be invented, which makes the long-term evolvability of the network 
more important than short-term performance optimizations), the broad 
version is at least a serious contender to be one of the design principles 
for the future Internet. Still, even if the broad version is chosen to shape 
the future Internet, its interaction with changed or new requirements will 
most likely result in an architecture that differs from the Internet ’ s original 
architecture. 

 Though the focus of this book was on the effect of architecture on the 
economic system, the relationship between architecture and the economic 
system is not a one-way street. If architecture has economic implications, 
we can expect economic actors to begin exploiting the economic effect of 
architecture by engaging in strategic design — that is, attempting to shape 
architectures in their favor. The move by network providers toward next-
generation networks and technologies such as the IP Multimedia Subsys-
tem is an example of strategic design. From the perspective of network 
providers, the IP Multimedia Subsystem corrects perceived defi ciencies of 
the Internet ’ s original architecture (such as the lack of control and sophis-
ticated charging capabilities) while maintaining the Internet ’ s perceived 
benefi ts (e.g., the benefi ts of innovation by actors other than the network 
provider) (   table C.1  ).  24    

 Traditionally, actors have tried to infl uence laws, norms, or economic 
constraints to improve their positions. Architecture has become another 
tool that actors can use to further their interests. 

 For example, Google is currently trying to recreate the conditions that 
characterized the economic environment for the development, produc-
tion, and use of the original Internet for the mobile Internet (   tables C.2 
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  Table C.1 
 Differences between network architectures.  

 Intelligent 

telephone network 

 IP multimedia 

subsystem 

 Original 

Internet 

  Potential innovators   Few  Many  Many 

  Control over network use   Network providers  Network providers  Users 

  Sophisticated charging 
capabilities  

 Yes  Yes  No 

  Table C.2 
 Differences between the traditional mobile Internet and Google ’ s vision of the 

mobile Internet.  

 Traditional mobile 

Internet 

 Google ’ s vision of 

mobile Internet  Original Internet 

  Specifi city of 
end hosts  

 Application 
specifi c 

 General  General 

  Control over 
end hosts  

 Network providers, 
handset makers 

 Application 
developers and users 

 Application 
developers and users 

  Control over 
network  

 Network providers  Users  Users 

  Table C.3 
 Differences in end hosts for the mobile Internet.  

 General  Application-specifi c 

  Controlled by users   Android 

  Controlled by network providers 
and handset makers  

 Apple iPhone  Traditional cell phone 

and C.3  ). In the past, the economic environment in which the mobile 
Internet was developed, produced, and used differed considerably from the 
economic environment in which the original Internet was developed, 
produced, and used, both at the handsets and in the network.  25   In the 
original Internet, users control which applications are running on their 
end hosts. Standardized application programming interfaces that give 
developers access to the full capabilities of the end hosts are available at 
low cost. In contrast, mobile phones have been traditionally controlled by 
handset providers and carriers. Users usually cannot freely install applica-
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tions on their cell phones in the same way they can on their personal 
computers. Application programming interfaces for handsets were propri-
etary, varied widely, and were costly to access, and often they provided 
only limited access to the phone ’ s technical capabilities. Whereas users of 
the Internet can freely attach their computers to the Internet and can freely 
decide how they want to use the network, mobile carriers contractually or 
technically restrict which phones can be used on their networks and 
control the use of the network through contractual or technical means. 
As a result, in the mobile network, it has been diffi cult to develop new 
applications; network providers control the handsets and the use of the 
network. In contrast, networks based on the broad version of the end-to-
end arguments make it easy to develop applications and enable users, 
who control their end hosts and the use of the network, to freely choose 
application and services.  

 Why is Google seeking these changes? If browsing on a cell phone 
becomes as convenient as browsing on a PC, Google will benefi t from 
consumers ’  cell-phone searches just as it benefi ts from their PC searches.  26   
To realize its goal, Google uses a mix of architectural, legal, and economic 
strategies.   

 At the core of Google ’ s architectural strategy is Android, a new software 
platform and operating system for mobile phones that Google developed 
in a business coalition with handset makers, hardware vendors, and soft-
ware vendors. Android is available to anyone for free and lets programmers 
create applications in the well-known Java programming language. Though 
carriers and handset makers can still cripple the functionality of a phone, 
Android is designed to give control of cell phones to users and application 
developers. 

 Some consequences of the broad version cannot be recreated by Android. 
Making it easier for developers to develop applications and letting users 
install them does not help users if carriers do not let the user ’ s phone access 
the mobile network. Android also cannot protect against discrimination 
by the network. Google ’ s legal strategy tries to solve these problems through 
regulation. Working with partners, Google has been lobbying heavily for 
regulations that would let people use any cell phone on a mobile network 
as long as it does not harm the network and would ban mobile network 
providers from interfering with the applications and content on the 
network. When the Federal Communications Commission decided to 
auction off spectrum in the 700-MHz band, Google asked for the rules just 
described as well as for rules that would require the winners of the spec-
trum auction to license the spectrum to other providers on a wholesale 
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basis in order to increase competition in the market for mobile carriers. 
(These latter regulations would have infl uenced the market structure in the 
market for mobile networks, which according to popular theory, would 
also reduce carriers ’  incentives to discriminate.) Google promised to bid 
for a portion of the 700-MHz spectrum in exchange for the imposition of 
its desired regulations.  27   When the FCC imposed two of the desired regula-
tions on one block of spectrum in the 700 MHz auction, triggered by a 
certain reservation price, Google participated in the auction and bid the 
price up to the reservation price to make sure the regulations were 
triggered.  28    

 These architectural and legal strategies were complemented by a more 
traditional economic strategy. Google got involved in the market for 
broadband wireless Internet service by investing in Clearwire, a company 
that provides wireless broadband Internet services, alongside with cable 
companies and Intel. Through its infl uence on the strategies of one wireless 
broadband provider, Google may be able to cause mobile carriers to change 
their behavior. 

 The IP Multimedia Subsystem was originally developed for mobile net-
works. Thus, in a way, wireline network providers try to make the tradi-
tional wireline Internet more similar to the closed and controlled wireless 
cellular Internet, while Google tries to make the cellular Internet more like 
the traditional Internet. 

 Infl uencing architecture can be a powerful way to pursue one ’ s interests. 
Corporate actors such as network providers or Google have recognized this. 
Those protecting the public interest need to do so, too. 
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 12. The following two paragraphs draw heavily on p. 78 of Bass, Clements, and 

Kazman 1998. 

 13. This is due to the overhead incurred in inter-component communication. 

 14. Because it is possible to counter good architecture with bad subsequent design 

or implementation,  “ a good architecture is necessary, but not suffi cient, to ensure 

quality ”  (Bass, Clements, and Kazman 1998, p. 32). See also Hofmeister, Nord, and 

Soni 2000, p. 3. 

 15. On confl icts between quality attributes and the resulting need for trade-offs, see 

Bass, Clements, and Kazman 1998, pp. 127 – 129; Bosch 2000, p. 31. For an abstract 

overview of different ways to resolve confl icts between requirements or qualities, 

see Hofmeister, Nord, and Soni 2000, p. 6. 

 16. For a detailed analysis of this trade-off in the context of a client-server architec-

ture, see Kazman et al. 1998, sections 4 – 10 . 

 17. Conceptually, this decision is not a part of architectural design, but belongs to 

the specifi cation of requirements. Because some confl icts between quality require-

ments become apparent only during architectural design, there probably will be 

some iteration between the requirements specifi cation and architectural design. 
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 18. The exact nature of a design principle ’ s architectural guidelines may differ. 

Whereas some design principles contain abstract rules for allocating functionality 

to components, others are mainly concerned with structural choices. For example, 

much research in software architecture focuses on identifying, analyzing, and docu-

menting  “ architectural styles ”  (or  “ architectural patterns ” ), i.e., design principles 

that infl uence the structure of an architecture. A specifi c architectural style consists 

of a collection of component types, a description of the potential patterns of interac-

tion among them, and a set of constraints on how these elements can be combined. 

The constraints may limit the behavior of components, restrict the kind of interac-

tion allowed among the different types of components, or impose restrictions on 

the topological layout of the system. Architectural styles usually do not describe 

how system-specifi c functionality is allocated to component types. Other design 

principles may provide guidelines on how to allocate the functionality of the system 

under design to instances of the component types given by the architectural style. 

The seminal work on architectural styles (or architectural patterns) is Shaw and 

Garlan 1996. For encyclopedic coverage, see Buschmann et al. 1996 and Schmidt 

et al. 2000. The research on architectural patterns has been strongly infl uenced 

by the work of the architect Christopher Alexander. (See Alexander et al. 1977; 

Alexander 1978.) For an introduction to Alexander ’ s work for software engineers, 

see Lea 1994. 

 19. How using the design principle affects the properties of the resulting system may 

be described in more or less detail. In the literature on software architecture, descrip-

tions of a design principle usually include an informal description of the advantages 

and disadvantages of using it, an account of how it has been used historically, and 

qualitative reasoning to explain why its use results in a system with the specifi ed 

properties. (For some examples concerning architectural styles, see Shaw and Garlan 

1996, chapter 2. For a description of different architectural styles and the corres-

ponding rules of thumb for choosing an architectural style, see chapter 5 of Bass, 

Clements, and Kazman 1998 or pp. 270 – 281 of van Vliet 2000.) There are efforts, 

however, to associate design principles with frameworks for more detailed qualitative 

or quantitative reasoning. For example, research on  “ attribute-based architectural 

styles ”  seeks to link the description of an architectural style with an analysis of that 

style with respect to a particular quality attribute such as modifi ability or perfor-

mance (see Klein and Kazman 1999). Research on  “ quality attribute design primi-

tives ”  or  “ architectural tactics ”  seeks to describe architectural building blocks that 

are smaller and more fundamental than architectural styles and to combine them 

with a quality-attribute-specifi c analysis. On quality attribute design primitives, see 

Bass, Klein, and Bachmann 2000. On architectural tactics, see Bachmann, Bass, and 

Klein 2002 and chapter 5 of Bass, Clements, and Kazman 2003. 

 20. For case studies demonstrating this point, see Shaw and Garlan 1996, pp. 33 – 38; 

Bass, Clements, and Kazman 1998, pp. 117 – 121; van Vliet 2000, pp. 258 – 270. For 

additional examples, see Shaw and Garlan 1996, chapter 3. 
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 21. See Bass, Clements, and Kazman 1998, pp. 113 – 117. 

 22. In practice, compliance with design principles may be very diffi cult to enforce. 

In major software projects, system architects can force designers to abide by the 

design principles by rejecting designs that violate the chosen design principles. In 

larger systems without a hierarchical relationship between system architects and 

component designers, system architects may be unable to enforce the design prin-

ciples and are dependent on designers following them on a voluntary basis. In case 

of a system that is standardized in a standard-setting organization, the organization 

can reject standards solutions that violate the design principles, but this does not 

necessarily prevent someone from developing such solutions outside the standard-

setting process. For example, though the Internet Engineering Task Force may reject 

certain technical solutions, that does not prevent individual vendors from incorpo-

rating these solutions into their products or network providers or users from deploy-

ing them. The emergence and deployment of devices for deep packet inspection is 

an example of this phenomenon. 

 23. The constraints described in the text are examples of different types of con-

straints that affect human behavior. Laws include constitutional and judicial rules, 

rules that directly regulate behavior, and economic rules such as the legal rules 

governing property rights (North 1990; Posner 1998b). Laws are an example of 

 “ formal constraints ”  (North 1990, chapter 6); other formal constraints include regu-

lations, bylaws, and individual contracts. Social norms are informal rules that govern 

behavior within a community (Ellickson 1991; Posner 2000). Contrary to law, a 

norm is  “ neither promulgated by an offi cial source, such as a court or legislature, 

nor enforced by the threat of legal sanctions, yet is regularly complied with ”  (Posner 

1997, p. 365). Together with codes of conduct and conventions, social norms are a 

type of  “ informal constraint ”  (North 1990, chapter 7). The technical and natural 

environment includes the climate or natural resources in a given area (Diamond 

1997), the current technical, scientifi c, economic, political, and cultural knowledge 

about the world (Nelson and Winter 1982; Rosenberg 1982; Freeman and Louca 

2001; Perez 2002; Nelson 2005), the architectural layout of cities (Lessig 1998; Katyal 

2002), and the digital environment established by the hardware and software of the 

Internet (Lessig 1999a). See, generally, North 1990 and Lessig 1998. 

 24. See North 1990; Hall and Soskice 2001. 

 25. The framework described in the text is used by researchers in economics 

(North 1990; Aoki 2001; Furubotn and Richter 2005; Greif 2006), political science 

(Hall and Taylor 1996; Thelen 1999; Peters 2005); law (Sunstein 1996a; Lessig 1998; 

Benkler 2006), and sociology (Powell and DiMaggio 1991; DiMaggio 1998; Scott 

2000). 

 26. For an overview of the literature, see Lessig 1998. 

 27. See Posner 1996b. 
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 28. For general analyses of the issues that may arise if law regulates other structures 

of regulation to reach policy goals, see Lessig 1998, pp. 686 – 691; Lessig 1999b, pp. 

536 – 541. For an analysis of the negative consequences of various efforts to regulate 

technical aspects of the Internet to reach specifi c goals, see Solum and Chung 

2004. 

 29. For these and other ways of infl uencing market constraints, see Viscusi, 

Harrington, and Vernon 2005, pp. 357 – 368. 

 30. Weakening the effect of a norm and providing incentives to break it is the fi rst 

step toward changing a norm. See Sunstein 1996b, p. 930; Posner 1996a, p. 1729; 

Lessig 1995, pp. 1010 – 1012. For general discussions of different techniques of norm 

regulation, see Lessig 1995; Posner 1996a; Sunstein 1996b; Cooter 1998; Posner 

1998a. 

 31. For general overviews of methods by which governments can infl uence techni-

cal systems in cyberspace, see Reidenberg 1998; Lessig 1999b; Kesan and Shah 2005. 

For critical reviews of specifi c efforts to regulate behavior by directly or indirectly 

regulating technical aspects of the Internet, see Zittrain 2003; Solum and Chung 

2004. Similarly, governments can infl uence the physical environment in order to 

affect behavior in real space. For some interesting historical examples, see Lessig 

1999a, pp. 91 – 92. Different ways in which government can infl uence the architec-

ture of cities, neighborhoods, and individual buildings to reduce criminal activity 

and some of the associated problems are analyzed in Katyal 2002. 

 32. The architecture of a system can also infl uence other economic and non-eco-

nomic activities, for example the use of the system, or political speech. See the dis-

cussion in chapter 9 below. 

 33. This is the standard defi nition of  ‘ innovation ’  used in the literature. See Hall 

1994, p. 2; Beije 1998, pp. 1 – 2. 

 34. See, e.g., Hall 1994, pp. 17 – 19. 

 35. This is the central assumption underlying economic theory: People react to 

changes in the costs and benefi ts associated with certain behavior in a way that is 

observable and predictable, and economic theory can be used to predict how people 

react to such changes. While different economic theories differ in their predictions 

as to how exactly people react to changes in incentives, they agree that, on average, 

an activity that becomes less costly is likely to be pursued to a greater extent and 

that an activity that becomes more costly will be reduced or eliminated. See Jolls, 

Sunstein, and Thaler 2000, p. 17. 

 36. North 1990, p. 5; Arrow 1974, p. 224; Thelen 1999, pp. 377 – 378. 

 37. Economists usually treat resources and cost structures as constraints. Since they 

are specifi c to the individual actor, I mention them here. See also Ostrom 2005, 

p. 828; Furubotn and Richter 2005, pp. 308 – 309. 
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 38. See, generally, Ostrom 2005, pp. 828 – 829; Furubotn and Richter 2005, pp. 3, 

308 – 309. 

 39. On the need to consider the joint effect of all constraints to determine the effect 

on an individual, see Lessig 1998, pp. 663 – 664; Lessig 1999b, pp. 509 – 510. 

 40. For an in-depth analysis of this issue from an economic perspective and pointers 

to the literature, see Landes and Posner 2003. 

 41. For a detailed discussion of this possibility, see chapter 5. This part of the frame-

work also allows the integration of insights from sociology about the effect of exist-

ing social or economic relationships on economic behavior. See, e.g., the research 

on embeddedness (e.g., Granovetter 1985; Uzzi 1996) or on the importance of 

organizational fi elds for fi rms ’  organizational choices (e.g., DiMaggio and Powell 

1983). On the relevance of embeddedness within organizations, cultures, or network 

connections for innovation, see Saxenian 1994; Castilla et al. 2000; Saxenian 2002; 

Powell et al. 2002; Powell and Grodal 2005; Porter, Bunker Whittington, and Powell 

2005. 

 42. For a similar argument, see Lipsey, Carlaw, and Bekar 2005, p. 16. 

 43. Venture capitalists specialize in providing funding to high-risk, early-stage ven-

tures. See Gompers and Lerner 2006. Normal banks are less well equipped than 

venture capitalists to identify promising investment opportunities and are less likely 

to fi nance new ventures even if they are promising. If the existing framework of 

constraints (or, in the terminology of the new institutional economics, the institu-

tional framework) is suffi ciently fl exible, though, new forms of fi nancing may arise 

in response to changes in the architecture. See Baldwin and Clark 2000, pp. 416 – 417. 

On the importance of an economic system ’ s ability to adapt to new circumstances 

for the performance of an economy, see North 1990, pp. 81 – 83, 135 – 137. 

 44. For a theory along these lines, see Baldwin and Clark 2000. Based on the theory 

of complex adaptive systems and the theory of real options, they develop a theory 

of how designers ’  search for value drives architectural evolution in modular archi-

tectures, which in turn drives industry evolution; they use this theory to explain 

the evolution of the computer industry. I will discuss the relationship between 

architectures and real options in chapter 4. 

 45. More precisely, when talking about the original architecture of the Internet, I 

refer to the network architecture that was specifi ed in the DARPA Internet Program 

protocol specifi cations for the Internet Protocol and the Transmission Control Pro-

tocol, RFC 791 (Postel 1981a) and RFC 793 (Postel 1981b). As I have already men-

tioned, David Clark described this architecture in his 1988 article on the design 

philosophy of the DARPA Internet protocols (D. D. Clark 1988). 

 46. In reality, this may happen if an architecture that has been in use in a specifi c 

country is changed while the other constraints stay the same. 

400 Notes to Chapter 1



 47. Rational-choice theory is the theory that economists have traditionally used to 

model human behavior (see Kreps 1990, chapters 2 – 4). Though the details may 

differ, rational-choice theory usually assumes that human actors have well-defi ned 

interests ( “ preferences ” ) that can be described by individual utility functions, and 

that they seek to maximize their utility. Bounded rationality takes account of the 

fact that human actors may have limited knowledge and limited cognitive capabili-

ties (Williamson 1975; Williamson 1985; Simon 1957). Behavioral economics takes 

account of the systematic deviations from rational-choice theory that have been 

found empirically (Kahneman and Tversky 2000; Camerer, Loewenstein, and Rabin 

2004). 

 Chapter 2 

 1. System architects create the architecture of a system. Software development 

projects for larger systems often have dedicated  “ software architects. ”  For systems 

developed through standardization, the architecture is often developed as part of 

the standardization process; in this case, the system architects are those who work 

on defi ning the architecture within the standard-setting process. 

 2. To some readers, characterizing design principles as  “ rules that system architects 

must follow ”  may seem too strong. After all, if the system architects choose the 

design principles, they can also choose to deviate from them. Although this is 

correct, deviating from a design principle often compromises the ability of the fi nal 

system to realize the qualities that the design principle fosters. Thus, though system 

architects can decide for themselves how closely they want to comply with the 

constraints imposed by the principle, this should be a deliberate decision that seri-

ously considers the consequences. Seemingly minor deviations may add up and may 

severely compromise the system ’ s ability to meet its quality goals. 

 3. This analysis of modularity draws heavily on the ideas Carliss Baldwin and Kim 

Clark develop in their 2000 book  Design Rules . For an application of Baldwin and 

Clark ’ s approach to software design, see Sullivan et al. 2001. 

 4. At fi rst sight, this description looks different from the one usually provided in 

the computer science literature, where modularity entails decomposing the system 

into smaller components with well-defi ned interfaces. (See van Vliet 2000, p. 299.) 

Smaller components with well-defi ned interfaces, however, result from the second 

step of a modular design (described in the text) that addresses and resolves all 

remaining dependencies among components. Though the traditional defi nition 

does not contain any rules concerning the decomposition of the system, descrip-

tions of modularity usually proceed to argue that effective or good modularity is 

reached by decomposing the system in a way that minimizes dependencies between 

modules, which is equivalent to the fi rst step of designing a modular architecture 

as described in the text. See Pressman 1997, pp. 357 – 361; Sommerville 1996, p. 218. 

Thus, the defi nition used in the text is equivalent to the traditional defi nition of a 
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 “ good modular architectural design. ”  As described here, modularity as a design 

strategy is not restricted to particular approaches to design. For example, compo-

nents with well-defi ned interfaces that realize the principle of information hiding 

also are characteristic of object-oriented systems (Sommerville 1996, p. 215). The 

defi nition of  ‘ modularity ’  used in the text is often used to describe modularity in 

the context of physical products too (Sanchez and Mahoney 1996, pp. 65 – 66; 

Baldwin and Clark 2000, pp. 63 – 64). For a review of the literature on different defi -

nitions of the concept of modularity in the context of assembled hardware products, 

see Fixson 2001. 

 5. See Baldwin and Clark 2000, p. 63; Schilling 2000, p. 312; Ulrich and Eppinger 

2000, p. 184. 

 6. See Baldwin and Clark 2000, pp. 63 – 64. Abstraction, information hiding, and the 

separation of concerns are fundamental principles of software design. On abstrac-

tion in software design, see Bass, Clements, and Kazman 1998, p. 125; van Vliet 

2000, pp. 296 – 299. On separation of concerns, see Bass, Clements, and Kazman 

1998, p. 124. The seminal paper on information hiding is Parnas 1972. 

 7. With respect to the following, see Baldwin and Clark 2000, pp. 72 – 76. 

 8. My interpretation of interfaces as the resolution of all remaining cross-compo-

nent interdependencies follows Baldwin and Clark 2000, pp. 70 – 76. See also Sullivan 

et al. 2001, section 3.2. Sullivan et al. apply Baldwin and Clark ’ s approach to soft-

ware design. 

 9. For example, a module ’ s interface describes the services provided by the module 

and how they can be invoked and specifi es all functional and non-functional prop-

erties of the module that may be relevant for other modules using its services. This 

may include statements about the quality of service provided by the module or its 

performance, availability, or security. Access to the services of a module can occur 

only through its interfaces. As a result, each interaction between two modules is 

refl ected in the interface of the module whose services are used. In present-day 

software architecture design, one also specifi es the services the module needs from 

the system to perform its services as part of its interface defi nition. This part of the 

interface defi nition is usually called the  required interface . In this case, each interac-

tion is refl ected in the corresponding interfaces of both modules: once in the  “ pro-

vided interface ”  of the module that provides the service, and once in the  “ required 

interface ”  of the module that uses the service (Hofmeister, Nord, and Soni 2000, p. 

110; Bosch 2000, pp. 220 – 224). This fact is subsumed in the text for expositional 

clarity. Changes to the provided or required part of a module ’ s interface have very 

different consequences: changing the interface provided by a module requires sub-

sequent changes to all modules that use this interface. In contrast, if the internal 

implementation of a module uses existing interfaces in a new or different way, the 

 “ required interface ”  of this module has to change to refl ect the change in dependen-

cies, but this does not affect any module in the rest of the system. 
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 10. See Ulrich 1995, p. 435; Baldwin and Clark 2000, pp. 52, 91; Sanchez 1995, 

pp. 145 – 147. For an analysis of the organizational implications of this fact, see 

chapter 5 below. 

 11. Changes to an architecture ’ s visible information are usually very costly, as all 

modules that depended on the changed information have to be changed as well to 

enable the system to continue to operate. See chapter 4 below. 

 12. Baldwin and Clark 2000, p. 52. 

 13. See Baldwin and Clark 2000, pp. 68 – 89; Sullivan et al. 2001, sections 5 and 7. 

 14. Thus, a modular design introduces a hierarchical dependency into the system. 

Hidden design parameters depend on visible design parameters (Baldwin and Clark 

2000, pp. 64 – 76). 

 15. For an example, see Sullivan et al. 2001, sections 5.1. and 5.3. For an empirical 

study of the relationship between the level of coupling and the evolvability of a 

system, see MacCormack, Rusnak, and Baldwin 2007. 

 16. Stevens, Myers, and Constantine 1999, p. 241. For factors balancing this effect, 

see ibid., pp. 241 – 243. 

 17. See e.g., Bass, Clements, and Kazman 1998, pp. 32, 78, 79. 

 18. Similarly, for physical products, modularity may improve local performance 

(e.g., because of the ability to replace modules with better versions or due to the 

reduction in complexity in the design of individual modules), but may hurt global 

performance by preventing the joint optimization of the design of different modules 

necessary to optimize global performance with respect to heat or space by hiding 

aspects of a module ’ s implementation, see Ulrich 1995, pp. 432 – 434. 

 19. The terminology sometimes differs. See Sanchez and Mahoney 1996, p. 65 

( “ Methodology of Constrained Optimization ” ); Ulrich and Eppinger 2000, p. 184 

( “ Integral Architecture ” ); Baldwin and Clark 2000, pp. 49 – 52, 64 – 68 ( “ Inter-

connected Design ” ). For descriptions of this approach in the context of physical 

products, see Baldwin and Clark 2000, pp. 49 – 52, 64 – 68; Sanchez 1999, p. 95; 

Ulrich and Eppinger 2000, p. 184. 

 20. See Pressman 1997, pp. 359 – 361; Sullivan et al. 2001, section 3.1. For sources 

of interdependencies between components of a physical system, see Baldwin and 

Clark 2000, pp. 34 – 39; Sanchez 1999, p. 93, note 3. 

 21. On physical products see Baldwin and Clark 2000, pp. 39 – 40. On software see 

Sullivan et al. 2001, section 3.1. 

 22. This process will usually require a considerable amount of  “ cycling ”  and itera-

tion. See Baldwin and Clark 2000, pp. 49 – 52; Sanchez 1999, p. 95. 

 23. See Sanchez 1999, p. 95. 
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 24. This strategy is known as  “ geometric nesting. ”  See Ulrich 1995, p. 433. 

 25. The use of layering is very common in modern software development. See 

Hofmeister, Nord, and Soni 2000, chapter 5. For discussions of layering in the 

context of architectural styles, see Shaw and Garlan 1996, p. 25; Bass, Clements, 

and Kazman 1998, pp. 100 – 101; Bosch 2000, pp. 119 – 120; van Vliet 2000, pp. 

277 – 280; Sommerville 1996, pp. 232 – 233. 

 26. Hofmeister, Nord, and Soni 2000, p. 101. 

 27. In modern software architecture design, the description of a layer ’ s interface to 

lower layers is also part of a layer ’ s visible information. The interface to lower layers 

describes which lower-layer services or functionality the layer requires to correctly 

fulfi ll its responsibilities. While the interface to higher layers is called the  provided 

interface  (it specifi es the services provided by the layer), the interface to lower layers 

is called the  required interface  (it specifi es the services required by the layer). See 

Hofmeister, Nord, and Soni 2000, p. 113. The required interface is not important in 

the context of this book and is therefore neglected in the text for expositional 

clarity. (See note 9 above.) 

 28. See Bass, Clements, and Kazman 1998, p. 100; Hofmeister, Nord, and Soni 2000, 

p. 113; Bosch 2000, p. 119. 

 29. See Bass, Clements, and Kazman 1998, p. 100; Bosch 2000, p. 119. 

 30. See Bass, Clements, and Kazman 1998, p. 83. Following Clark (1997), a portabil-

ity layer is also called a  spanning layer . See, e.g., Messerschmitt 2000, pp. 185 – 186; 

Kavassalis and Lehr 2000, pp. 209 – 211. 

 31. See Tanenbaum 2008, pp. 4 – 6, 63 – 64. 

 32. In early operating systems, applications were sometimes able to access hardware 

functions directly. For example, in MS-DOS, application programs were able access 

hardware-specifi c device drivers to write directly to the hardware. See Silberschatz, 

Galvin, and Gagne 2005, p. 59. 

 33. See Shaw and Garlan 1996, p. 25; Hofmeister, Nord, and Soni 2000, p. 102. 

In the context of networking, see Comer 2000, p. 178; Peterson and Davie 2007, 

p. 20. 

 34. This problem is often mentioned in discussions of layering in the context of 

networking. See Comer 2000, p. 192; Kurose and Ross 2008, p. 48. It may be over-

come by offering additional, potentially optional interfaces that selectively expose 

additional lower-layer information; see Eggert and Eddy 2006. See also Coulson 

et al. 1999; Herbert 1990. 

 35. See Bosch 2000, p. 121; Klein and Kazman 1999, p. 63. In the context of net-

working, see Peterson and Davie 2007, p. 37. See also Clark and Tennenhouse 

1990. 
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 36. For example, by associating processes (in some operating systems, a process is 

called a  thread ) with events instead of with layers, the amount of time-consuming 

context switches between processes may be reduced. A context switch occurs when 

the operating system  “ stops one process from executing on the CPU and starts up 

another one ”  (Peterson and Davie 2007, p. 37). This technique is often used in 

implementations of layered network protocols. Instead of implementing one process 

per protocol, protocol implementors associate processes with the messages that pass 

through the layers. (See ibid., pp. 37 – 39.) It is also possible to increase performance 

by reducing the amount of copying when passing messages between layers. (See 

ibid., pp. 39 – 40.) For an in-depth treatment of network architecture and design in 

the context of high-speed networking, see Sterbenz and Touch 2001. 

 37. Today, the use of layered network protocols is the generally accepted approach 

to network architecture. For discussions of layering and protocols in the context of 

network architecture, see Peterson and Davie 2007, pp. 20 – 25; Tanenbaum 2003, 

pp. 26 – 37; Comer 2000, chapter 11; Kurose and Ross 2008, pp. 45 – 51. For an alter-

native proposal that seeks to achieve modularity through a non-layered protocol 

paradigm called  role-based architecture , see Braden, Faber, and Handley 2003. The 

proposal is intended to address the problems of layer violations and unintended 

feature interactions between layers that plague the current architecture of the 

Internet. 

 38. With respect to the following, compare Peterson and Davie 2007, p. 9; Tanen-

baum 2003, p. 19; Kurose and Ross 2008, pp. 9 – 11; Blumenthal and Clark 2001, pp. 

71 – 72, 80 – 81. 

 39. This description glosses over the fact that in some network architectures, the 

end hosts may not only use, but also offer network services. In the Internet, the 

computers on the network (or end hosts) also participate in the operation of 

the network through the protocols at the Internet layer and below. Thus, one may 

say that in the Internet, computers on the network form the network, too. A more 

precise description of the Internet would focus on layers: the layers up to the Inter-

net layer are  “ in ”  the network, while the layers above the Internet layer are  “ on ”  

the network. See, e.g., Comer 2000, p. 186; Sterbenz and Touch 2001, p. 350. 

 40. Throughout this book,  “ the core of the network ”  will be used to denote the set 

of computers  “ in the network, ”  or, in the case of the Internet, the lower layers up 

to, and including, the Internet layer. (See preceding note.) For a similar use, see 

Blumenthal and Clark 2001, pp. 71 – 72. Sometimes (but not in this book),  “ core 

network ”  is used to denote the part of a hierarchical telecommunications network 

that provides the highest level of aggregation, such as the backbone network, as 

opposed to the intermediate part of the entire network, the backhaul, that connects 

the core network with the access networks or edge networks. 

 41. See Blumenthal and Clark 2001, pp. 80 – 81. The functional, topological, and 

administrative views of the meaning of  “ in the network ”  are explicitly distinguished 

Notes to Chapter 2 405



by Sterbenz and Touch (2001, p. 350). According to Sterbenz and Touch (ibid.),  “ the 

topological view has to do with whether or not functions and resources are collo-

cated with network nodes or located with subscriber end systems. ”  

 42. The networking literature uses the word  ‘ protocol ’  in different ways. Following 

the terminology used by Peterson and Davie (2007, pp. 20 – 25), this book uses  ‘ pro-

tocol ’  to denote the collection of abstract entities at a certain layer that are distrib-

uted among different computers and cooperate with each other provide a particular 

service to the layer above. Others use  ‘ protocol ’  more narrowly, to denote the rules 

governing the interaction among the communicating entities on different comput-

ers (see e.g., Tanenbaum 2003, pp. 36 – 37; Kurose and Ross 2008, pp. 8 – 9). Thus, in 

the terminology of this book, they use  ‘ protocol ’  to denote a protocol ’ s horizontal 

peer interface, as defi ned below. 

 43. Protocol peers are the instances of a protocol on different computers that com-

municate with each other. They are not the same as peer-to-peer applications. Peer-

to-peer applications are applications in which the computers running the application 

act as both client and server. In contrast, in client-server applications, a computer 

running the application acts either as a client or as a server. 

 44. On the different uses of  ‘ protocol ’ , see note 42 above. 

 45. When protocols are defi ned in the Internet Engineering Task Force, only the 

peer interface, that is the form and meaning of the messages exchanged between 

the communicating protocol entities, and the services the protocol provides to 

higher layers are specifi ed. The specifi cation of the exact interface through which 

higher-layer protocols can invoke the services is left to those who implement the 

protocol. On IP, see Postel 1981a, section 3.3; Comer 2000, p. 413. On TCP, see 

Postel 1981b, section 1.4; Comer 2000, p. 216. 

 46. In the terminology of network engineering, these messages that protocol peers 

at a particular layer (layer  n ) send to each other are called  layer n-protocol data units . 

See Sterbenz and Touch 2001, p. 43. 

 47. In the terminology of network engineering, the part of a message in layer  n   –  1 

that consists of data to be delivered to layer  n  (that is, that consists of either the 

complete layer  n -message or parts of it), is called the  layer n  –  1 payload . See Sterbenz 

and Touch 2001, p. 43. 

 48. In the terminology of network engineering, the part of a message in layer  n   –  1 

that tells the receiving-layer  n   –  1 peer what to do is called a  header  or a  trailer , 

depending on whether it is inserted before or after the payload. See Sterbenz and 

Touch 2001, p. 43. Thus, the layer  n   –  1 protocol data unit is created by adding a 

header or a trailer to the layer  n   –  1 payload — that is, to the layer  n  protocol data 

unit, or parts of it. Because the layer  n  protocol data unit is encapsulated in the layer 

 n   –  1 protocol data unit created by the layer  n  protocol, the process of protocol data 

unit creation is also called  encapsulation . See Peterson and Davie 2007, pp. 24 – 25. 
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 49. Comer 2000, pp. 187 – 189; Kruse 1999, abstract and section 2; Sterbenz and 

Touch 2001, pp. 42 – 43. 

 50. Some researchers seem to imply that the layering principle prohibits the modi-

fi cation of higher-layer messages by lower-layer protocols. (See Kruse 1999, section 

2.) This statement, however, is not accurate. In order to perform their lower-layer 

services, lower layers may temporarily modify the messages passed to them by a 

higher layer. For example, lower layers may split or compress the messages passed 

to them by a higher layer in order to perform their services. (See Peterson and Davie 

2007, pp. 24 – 25.) The layering principle requires that all these modifi cations are 

completely reversed before the message is delivered to the higher-layer protocol at 

the receiving computer. For example, the Internet Protocol may split a data packet 

passed to it by a transport-layer protocol and encapsulate it into several datagrams. 

The Internet Protocol implementation at the receiver, however, will completely 

reverse this split and deliver the complete data packet to the transport-layer protocol 

at the receiver. (See Peterson and Davie 2007, pp. 239 – 242.) Thus, it seems more 

accurate to say that the layering principle prohibits lower-layer protocols from per-

manently modifying higher-layer messages. 

 51. See Peterson and Davie 2007, p. 22; Tanenbaum 2003, pp. 26 – 30; Sterbenz and 

Touch 2001, p. 44; Kurose and Ross 2008, pp. 47 – 51. 

 52. See Comer 2000, p. 187; Tanenbaum 2003, p. 30. 

 53. Tanenbaum 2003, p. 448; Peterson and Davie 2007, pp. 24 – 25; Kruse 1999, 

abstract and section 2. 

 54. The applicability of the end-to-end arguments is not restricted to communica-

tion networks. In fact, according to Reed, Saltzer, and Clark (1998, p. 70) the end-

to-end arguments originally arose from the authors ’  research on secure operating 

system kernels and on end-to-end transport protocols in local area networks and 

the Internet. For additional examples of end-to-end arguments in the design of other 

systems, see Saltzer, Reed, and Clark 1984; Reed, Saltzer, and Clark 1998. 

 55. The terms  “ end hosts ”  and  “ core of the network ”  and the differences between 

higher-layer and lower-layer protocols were explained in the section of this chapter 

titled  “ Modularity and Layering in Network Architectures. ”   

 56. With respect to the International Standards Organization ’ s Open Systems Inter-

connection reference model (the transport layer and higher layers are typically 

implemented on end hosts, not on the intermediate switches or routers), see Peter-

son and Davie 2007, p. 28; Tanenbaum 2003, p. 40; Sterbenz and Touch 2001, pp. 

41 – 42. With respect to the architecture of the Internet (end hosts implement all 

layers, while IP routers typically implement only lower layers, up to and including 

the Internet layer), see pp. 51 – 52 of Kurose and Ross 2008. In practice, routers may 

implement higher layers to terminate routing protocols such as BGP or management 

protocols. 
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 57. Saltzer, Reed, and Clark 1981. The 1981 paper was a conference paper. When 

referring to the original paper that fi rst identifi ed and described the end-to-end 

arguments, researchers usually refer to the revised version (Saltzer, Reed, and Clark 

1984) that appeared in  ACM Transactions on Computer Systems  in 1984. See, e.g., 

Moors 2002, p. 1214. I generally follow this convention too. For a discourse-oriented 

analysis of the end-to-end arguments and their subsequent role in political, social, 

and legal debates, see Gillespie 2006. 

 58. See Peterson and Davie 2007, pp. 52 – 53, 387. 

 59. See Carpenter 1996, section 2; Computer Science and Telecommunications 

Board and National Research Council 2001, pp. 36 – 38; Braden et al. 2000, p. 15; 

Moors 2002; Blumenthal and Clark 2001, p. 71; Clark et al. 2005, section VI.A. 

 60. Reed, Saltzer, and Clark 1998. 

 61. Blumenthal and Clark 2001; Clark and Blumenthal 2007. 

 62. Saltzer 1999; Reed 2000. 

 63. I fi rst described the differences between the two versions in chapter 6 of van 

Schewick 2004. 

 64. Peterson and Davie (2007, p. 387) use a similar phrase, rephrasing the defi nition 

given in the original paper (Saltzer, Reed, and Clark 1984, p. 278):  “ The function in 

question can completely and correctly be implemented only with the knowledge 

and help of the application standing at the endpoints of the communication system. 

Therefore, providing that questioned function as a feature of the communication 

system itself is not possible. (Sometimes an incomplete version of the function 

provided by the communication system may be useful as a performance 

enhancement.) ”  

 65. Reed, Saltzer, and Clark 1998, p. 69 (emphasis added). 

 66. Reed, Saltzer, and Clark (1998, p. 69), after referring to the 1984 paper, simply 

introduce the  “ new ”  second version quoted above as  “ the end-to-end principle. ”  

 67. For two recent exceptions, see Moors 2002 and Kempf and Austein 2004. Moors 

notes that the original paper emphasized an end-to-end argument  “ relating to cor-

rectness of function, ”  referring to the version called  the narrow version  in the text. 

In addition to this version, Moors identifi es a number of additional end-to-end 

arguments in the two end-to-end papers by treating each line of reasoning against 

the low-level implementation of functions as a separate  “ end-to-end argument. ”  As 

a result of this increase in the number of end-to-end arguments, however, the notion 

of  “ end-to-end arguments ”  becomes arbitrary and loses any prescriptive value. This 

does not seem desirable, given that it is possible to identify two distinct design 

principles that provide clear guidelines for design in their respective areas of appli-

cability and that are supported by the various arguments presented in the two end-
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to-end papers. According to the interpretation advanced in the text, the different 

arguments against the implementation of application-specifi c functionality in lower 

layers of the system are relevant in two ways: fi rst, in the context of the narrow 

version, they need to be considered in order to decide whether an additional, neces-

sarily incomplete low-level implementation of end-to-end functions is justifi ed. This 

decision is the trade-off mentioned in the original paper. See the discussion of the 

narrow version below. Second, in the context of the broad version, these arguments 

form the justifi cation of the design rule established by the broad version. See the 

discussion of the broad version below. Kempf and Austein (2004, section 1) also 

note changes in the interpretation of the end-to-end principle:  “ The end-to-end 

principle was originally articulated as a question of where best not to put functions 

in a communication system. Yet, in the ensuing years, it has evolved to address 

concerns of maintaining openness, increasing reliability and robustness, and pre-

serving the properties of user choice and ease of new service development as dis-

cussed by [Blumenthal and Clark (2001)]; concerns that were not part of the original 

articulation of the end-to-end principle. ”  According to Kempf and Austein (2004, 

section 2.2),  “ the original articulation of the end-to-end principle — that knowledge 

and assistance of the end point is essential and that omitting such knowledge and 

implementing a function in the network without such knowledge and assistance is 

not possible — took a while to percolate through the engineering community, and 

had evolved by this point to a broad architectural statement about what belongs in 

the network and what doesn ’ t. ”  This observation is similar to the distinction between 

the narrow and the broad version made by this book. Contrary to this book, 

however, Kempf and Austein associate the end-to-end principle as a broad architec-

tural statement with the question of  “ what kind of state is maintained where ”  — 

a point of view that is criticized in chapter 3 below. Finally, although Kempf 

and Austein emphasize the continuing importance of the end-to-end principle 

for the architecture of the Internet, it is diffi cult to see to which of the different 

interpretations of the end-to-end principle this statement is meant to apply. Thus, 

they fail to provide clear guidelines for the application of the end-to-end principle 

that can be used in network design. 

 68. See Peterson and Davie 2007, p. 387. 

 69. The perception of the end-to-end arguments in policy debates has been deeply 

infl uenced by Mark Lemley and Lawrence Lessig ’ s description of  “ the end-to-end 

principle ”  in their 1999  ex parte  letter to the FCC (Lemley and Lessig 1999, sections 

16 – 17):  “ 16. The end-to-end principle organizes the placement of functions within 

a network. It counsels that that [ sic ]  ‘ intelligence ’  in a network be located at the top 

of a layered system — at its  ‘ ends ’ , where users put information and applications onto 

the network — and that the communications protocols themselves (the  “ pipes ”  

through which information fl ows) be as simple and general as possible. 17. One 

consequence of this design is a principle of nondiscrimination among applications. 

Lower level network layers should provide a broad range of resources that are not 
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particular to or optimized for any single application — even if a more effi cient design 

for at least some applications is thereby sacrifi ced. ”  (See also Lemley and Lessig 2000, 

pp. 8 – 9.) As will become apparent below, this description refers to the broad version 

of the end-to-end arguments. For similar descriptions, see Lessig 2001, pp. 34 – 37 

( “ End-to-end says to keep intelligence in a network at the ends, or in the applica-

tions, leaving the network itself to be relatively simple ” ); Yoo 2002, p. 270; Solum 

and Chung 2004, p. 844. For descriptions of the broad version of the end-to-end 

arguments in the context of descriptions of the Internet ’ s architecture, see Computer 

Science and Telecommunications Board and National Research Council 2001, p. 36 

( “ Aimed at simplicity and fl exibility, this argument [i.e., the end-to-end argument] 

says that the network should provide a very basic level of service — data transport —

 and that the intelligence — the information processing needed to provide applica-

tions — should be located in or close to the devices attached to the edge of the 

network ” ), Carpenter 1996, section 2.1 ( “ However, in very general terms, the com-

munity believes that the goal is connectivity, the tool is the Internet Protocol, 

and the intelligence is end to end [ sic ] rather than hidden in the network ” ), and 

Carpenter 1996, section 2.3 ( “ The network ’ s job is to transmit datagrams as 

effi ciently and fl exibly as possible. Everything else should be done at the fringes[,] 

in the context of the discussion of  “ the end-to-end argument ” ). 

 70. See Carpenter 1996, section 2.3. 

 71. Kempf and Austein (2004) advance this interpretation. See note 67 above. 

 72. The terminology does not refl ect the differences in the content of the rules. 

 73. A complete comparison of the two versions can be found in the subsection of 

this chapter titled  “ Comparison of the Two Versions. ”   

 74. In the paper,  “ communication system ”  is specifi ed as follows (Saltzer, Reed, and 

Clark 1984, p. 278):  “ In a system that includes communications, one usually draws 

a modular boundary around the communication subsystem and defi nes a fi rm 

interface between it and the rest of the system. When doing so, it becomes apparent 

that there is a list of functions each of which might be implemented in any of several 

ways: by the communication subsystem, by its client, as a joint venture, or perhaps 

redundantly, each doing its own version. ”  

 75. Ibid., p.278. 

 76. Peterson and Davie (2007, p. 387) use similar phrasing. 

 77. The division of functionality between the layers has implications for the divi-

sion of functionality between end hosts and the core of the network. The choice 

between layers, however, is not always equivalent to the choice between end systems 

and core of the network. See fi gure 2.6. 

 78. Although texts describing the narrow version agree that it only applies to certain 

functions (see Saltzer, Reed, and Clark 1984, p. 278; Moors 2002, p. 1214), the 
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literature does not contain a general description of the type of functions and of the 

circumstances under which the argument applies. Instead, texts list one or more 

specifi c functions to which the argument applies. For example, according to Saltzer, 

Reed, and Clark (1984), the (narrow) version applies to error control,  “ encryption, 

duplicate message detection, message sequencing, guaranteed message delivery, 

detecting host crashes and delivery receipts ”  (p. 278). Kempf and Austein (2004, 

section 2.1) and Peterson and Davie (2007, p. 387) also list specifi c functions to 

which the narrow version applies. A more general characterization of functions to 

which the argument applies seems desirable to enable designers to determine the 

applicability of the argument in their specifi c case. Building on the examples high-

lighted by the literature, the following treatment aims at providing such a general 

description. 

 79. Sterbenz and Touch (2001, pp. 39 – 41, 346 – 348) emphasize this case in their 

treatment of the end-to-end arguments. 

 80. Sterbenz and Touch 2001, pp. 39 – 41, 346 – 347; Moors 2002, p. 1214. For an 

empirical study confi rming the introduction of errors by faulty hardware or software 

in routers or end hosts, see Stone and Partridge 2000. 

 81. Sterbenz and Touch 2001, pp. 39 – 41, 346 – 347. Even with end-to-end error 

control, data integrity cannot be absolutely guaranteed. This is due to the probabi-

listic nature of integrity checks. See Stone and Partridge 2000, section 2; Moors 2002, 

p. 1215. 

 82. Sterbenz and Touch 2001, pp. 39 – 41, 346; Moors 2002, p. 1215. 

 83. This case generalizes the example of reliable fi le transfer as well as other exam-

ples provided in the original end-to-end paper: as Saltzer, Reed, and Clark (1984, 

p. 280) note, even if the communication system can guarantee reliable data trans-

mission within its boundaries, it cannot protect the application against threats to 

data integrity that occur outside the boundaries of the communication system. A 

similar reasoning about the possibility of threats to the function outside the bound-

aries of the communication system underlies the argument with respect to delivery 

guarantees (p. 282), secure transmission of data (pp. 282 – 283), or suppression of 

duplicate messages (p. 283). 

 84. Ibid., pp. 278 – 280. 

 85. Ibid., pp. 282 – 283. 

 86. This choice is also related to trust. See Moors 2002, pp. 1215, 1218 – 1219; Clark 

and Blumenthal 2007, pp. 2 – 6. 

 87. For example, according to the original paper, a fi le-transfer application must 

implement end-to-end error control itself in order to eliminate all threats to data 

integrity that may occur after the data leaves the communication system. For 

example, data may get corrupted when it is stored on the disk (Saltzer, Reed, and 
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Clark 1984, p. 280; Border et al. 2001, section 4.1.3). In spite of this insight, most 

applications today do not implement such functionality, but use the reliable-data-

transfer functionality provided by transport-layer protocols such as TCP. On error 

control in higher layers, see box 3.2 below. 

 88. Saltzer, Reed, and Clark 1984, pp. 280 – 282. 

 89. Sometimes, the additional lower-layer implementation may reduce the perfor-

mance of the system. For example, encrypting data at a lower layer that has already 

been encrypted at a higher layer may reduce the strength of the end-to-end encryp-

tion (Sterbenz and Touch 2001, pp. 423 – 424). 

 90. For a more detailed overview of the positive and negative effect of local imple-

mentations on performance, see Moors 2002, pp. 1216 – 1217. 

 91. Saltzer, Reed, and Clark 1984, p. 281. See also Sterbenz and Touch 2001, pp. 

347 – 348. 

 92. See Saltzer, Reed, and Clark 1984, p. 281; Moors 2002, pp. 1216 – 1217. See also 

Wischik 2007, pp. 8 – 9. 

 93. For a discussion of these examples, see Sterbenz and Touch 2001, pp. 347 – 348. 

 94. Saltzer, Reed, and Clark 1984, pp. 281 – 282. 

 95. Ibid., p. 281. 

 96. See, e.g., the abstract of the original paper (Saltzer, Reed, and Clark 1984, 

p. 277):  “ This paper presents a design principle that helps guide placement of func-

tions among the modules of a distributed computer system. The principle, called 

the end-to-end argument, suggests that functions placed at the lower levels of a 

system may be redundant or of little value when compared with the cost of provid-

ing them at that low level. ”  

 97. See, e.g., the quotations from Reed, Saltzer, and Clark 1998 and Blumenthal and 

Clark 2001 in the text. See also Saltzer 1999 ( “ The end-to-end argument says  ‘ don ’ t 

force any service, feature, or restriction on the customer; his application knows best 

what features it needs, and whether or not to provide those features itself. ’  ” ); Reed 

2000 ( “ In that paper [meaning Saltzer, Reed, and Clark 1984] we argued that many 

functions can only be completely implemented at the end points of the network, 

so any attempt to build features in the network to support particular applications 

must be viewed as a trade-off. Those applications that don ’ t need a particular feature 

will have unnecessary costs imposed on them to support the other applications that 

benefi t. We argued that building in such functions is rarely necessary, and that 

systems designers should avoid building any more than the essential and common 

functions into the network. ” ); Clark et al. (2005), p. 471 ( “ One of the most respected 

and cited of the Internet design principles is the end-to-end arguments which state 

that mechanism should not be placed in the network if it can be placed at the end 
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node, and that the core of the network should provide a general service, not one 

that is tailored to a specifi c application [Saltzer, Reed, and Clark 1984]. ” ) 

 98. Blumenthal and Clark 2001, p. 71. 

 99. Reed, Saltzer, and Clark 1998, p. 69. 

 100. Ibid., p. 70. 

 101. Blumenthal and Clark 2001, p. 80 (citing personal communication with Jerome 

Saltzer). 

 102. Reed 2002. 

 103. Reed, Saltzer, and Clark 1998, p. 70; Reed 2000. 

 104. Saltzer, Reed, and Clark 1984, pp. 281, 284 – 285; Reed, Saltzer, and Clark 1998, 

p. 70; Reed 2000; Moors 2002, p. 1217. 

 105. Reed, Saltzer, and Clark 1998, p. 70; Blumenthal and Clark 2001, p. 71; Reed 

2000; Moors 2002, pp. 1217 – 1218; Clark et al. 2005, p. 472. 

 106. Though humans can hear a broader frequency range, this is the range which 

they need so that they can understand speech clearly. 

 107. See Moors 2002, p. 1217, citing Lucky 1997. 

 108. Apart from asymmetric bandwidth, dynamic IP addresses, network-address 

translators (NATs) and fi rewalls are examples of this trend. See Minar and Hedlund 

2001, pp. 13 – 15. On NATs and fi rewalls, see my concluding chapter. 

 109. See Kurose and Ross 2008, p. 84. 

 110. See ibid., pp. 14 – 15. 

 111. The problems resulting from asymmetric bandwidth were clearly described in 

several reports by the Computer Science and Telecommunications Board and 

National Research Council (1994, p. 87; 1996, pp. 52, 71 – 77, 89 – 93). 

 112. The text assumes that the network only offers a single service to all applica-

tions, so that all applications have to use that service. It may be possible to offer 

different functions in the network among which applications can choose. Such a 

solution increases the complexity of the network and makes it more diffi cult to 

predict how the network will behave. This lower transparency constitutes a cost that 

is borne by all applications. Whether such a solution complies with the end-to-end 

arguments, has to be decided on a case-by-case basis. See Reed, Saltzer, and Clark 

1998 (commenting on active networking and end-to-end arguments). A current 

example of a network service that is only provided to transport-layer connections 

that explicitly request it is Explicit Congestion Notifi cation (ECN), where routers 

signal congestion to transport-layer connections by setting a code point in the IP 

packet, see Ramakrishnan, Floyd, and Black 2001. 
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 113. Saltzer, Reed, and Clark 1984, pp. 281, 286 – 287; Reed, Saltzer, and Clark 1998, 

pp. 69 – 70; Moors 2002, p. 1217. 

 114. Saltzer, Reed, and Clark 1984, pp. 286 – 287. 

 115. Ibid., p. 281; Moors 2002, p. 1217. 

 116. See Peterson and Davie 2007, p. 558. The source of this example is Moors 2002, 

p. 1217. 

 117. Reed, Saltzer, and Clark 1998, p. 70. 

 118. Not every application of the broad version automatically results in decentral-

ized control by users (instead of centralized control by a few network providers), 

though; it only results in decentralized control if end users control the end hosts. 

Thus, control over a network can be centralized even if the network is designed 

according to the broad version, if a central entity controls the end hosts. For 

example, an enterprise network based on the TCP/IP protocol suite where applica-

tions can only be installed by system administrators is based on the broad version, 

but centrally controlled. 

 119. Blumenthal and Clark 2001, p. 71; Clark et al. 2005, p. 472. 

 120. Blumenthal and Clark 2001, p. 71; Clark et al. 2005, p. 472. However, a 

network provider may prefer to provide functions in the network, where he controls 

their execution, instead of relying on users or third parties to execute them correctly. 

See Abbate 1999, pp. 156 – 161. 

 121. Blumenthal and Clark 2001, p. 71; Clark et al. 2005, p. 472; Computer Science 

and Telecommunications Board and National Research Council 2001, p. 37. 

 122. This is particularly common in contributions to the policy debate. See Wu 

2003a, p. 146:  “ For these reasons, Internet Darwinians argue that their innovation 

theory is embodied in the  ’ end-to-end ‘  design argument, which in essence suggests 

that networks should be neutral as among applications. [Saltzer, Reed, and Clark 

1984] ”  

 123. See Lemley and Lessig 1999:  “ 16. The end-to-end principle organizes the place-

ment of functions within a network. It counsels that that [ sic ]  “ intelligence ”  in a 

network be located at the top of a layered system — at its  “ ends, ”  where users put 

information and applications onto the network — and that the communications 

protocols themselves (the  “ pipes ”  through which information fl ows) be as simple 

and general as possible. 17. One consequence of this design is a principle of non-

discrimination among applications. ”  (p. 8 in Lemley and Lessig 2000) 

 124. Blumenthal and Clark 2001, pp. 82 – 83. 

 125. In this context,  “ message ”  denotes the data that the higher-layer protocol 

wants to pass on to its peer. 
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 126. For similar observations, see section 2 of Kruse 1999 and p. 846 of Solum and 

Chung 2004. 

 127. See the section of this chapter titled  “ Modularity and Layering in Network 

Architectures. ”  Such mechanisms would introduce a dependence on higher layers. 

That lower layers must not depend on higher layers, however, is the central require-

ment for a layered architecture. If it is violated, changes at higher layers may require 

subsequent changes at lower layers, if the lower layer is to function correctly. This 

is exactly what the layering principle wants to prevent. 

 128. This consequence of an end-to-end design was fi rst identifi ed by Mark Lemley 

and Lawrence Lessig in their 1999  ex parte  letter to the FCC (Lemley and Lessig 1999, 

reprinted as Lemley and Lessig 2000). But because the end-to-end arguments are 

just a design principle and network providers are not required to comply with them, 

nothing prevents the network providers from deploying devices in the network that 

enable them to control the traffi c on their network, even if these devices violate the 

broad version. 

 129. For an overview of the debate and pointers to the literature, see chapter 6. 

 130. For a representative example of this view with respect to open access regula-

tion, see Lemley and Lessig 1999, reprinted as Lemley and Lessig 2000. With respect 

to network neutrality rules, see Wu and Lessig 2003; Wu 2003a. 

 131. For two representative examples of this view, see Speta 2000a,b. 

 132. The two arguments are mutually exclusive. If network owners do not have an 

incentive to discriminate against independent applications anyway, the imposition 

of the network neutrality regime that prevents such discrimination will not reduce 

their profi ts. If it does not reduce their profi ts, however, it cannot reduce their 

incentives to invest in upgrades of their network infrastructure in the future. 

 133. For a representative example of this view, see Thierer 2004. 

 134. See Odlyzko 1998, pp. 40 – 41; Blumenthal and Clark 2001, pp. 74, 96; Clark 

et al. 2005, p. 467. As Jonathan Zittrain has pointed out, this makes it more diffi cult 

to adequately protect PCs from viruses, spyware, and other malware. The resulting 

security risk may be exploited in a global security attack which harms Internet users 

all over the world. In the aftermath of such an attack, users may call for counter-

measures which may result in a lock-down of PCs, making them unable to run 

applications that have not been certifi ed by a gatekeeper before. Such a development 

would considerably reduce the ability of users and application innovators to experi-

ment with new applications. For a detailed description of this argument and possible 

solutions, see Zittrain 2008. For an analysis of the effect of the broad version on 

security, see the subsection of chapter 9 titled  “ Social Costs. ”  

 135. For a similar argument in a slightly different context, see p. 467 of Clark et al. 

2005 and section 4.1.1 of Kempf and Austein 2004. A widespread move toward 
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 “ software as a service ”  and appliances, which enables software providers and appli-

ance producers to control their product ’ s functionality and even change it retroac-

tively, may reduce the ability of users and application developers to experiment with 

new applications. For an analysis of the problem, see Zittrain 2008, chapter 5. For 

potential solutions, see Zittrain 2008, part III. 

 136. See Blumenthal and Clark 2001, pp. 77 – 78, 86; St. Johns and Huston 2003, 

section 3; Clark et al. 2005, p. 472. For an overview of principles of traffi c engineer-

ing in the Internet today, see Awduche et al. 2002. 

 137. See Peterson and Davie 2007, p. 633; Blumenthal and Clark 2001, p. 80; St. 

Johns and Huston 2003, section 4. 

 138. For example, the IP protocol header contains a  “ protocol ”  fi eld that indicates 

which higher-layer protocol at the destination host to deliver the data to. In other 

words, the  “ protocol ”  fi eld indicates the higher-layer protocol that invoked the ser-

vices of IP at the originating host. Thus, if an application does not use a transport 

protocol but invokes IP directly, the IP header will carry information about the 

application. This fi eld is used solely for de-multiplexing at the destination host and 

does not infl uence the treatment of datagrams within the network. The numbering 

of protocols used in the protocol fi eld is standardized across the entire Internet. The 

relevant numbers are contained in an online database located at www.iana.org. See 

Tanenbaum 2003, p. 435; Peterson and Davie 2007, p. 239. For an overview of the 

use of port numbers in TCP and UDP, see Comer 2000, pp. 197 – 206, 216 – 218. 

 139. See Blumenthal and Clark 2001, pp. 77 – 80, 86. The Internet Architecture Board 

has recently commented on this practice and highlighted some of the long-term 

problems associated with mechanisms that are not restricted to gathering informa-

tion, but are intended to fi lter or prevent the transmission of traffi c based on this 

information (St. Johns and Huston 2003). 

 140. Kruse 1999, section 2. 

 141. The proliferation of such devices creates huge problems in the current Internet. 

For example, such devices may affect the end-to-end integrity of data, may prevent 

the use of end-to-end IPSec or require the maintenance of state in the device, violating 

the principle of fate-sharing and introducing single points of failure. Most important 

in the context of this book, these devices may prevent or impede the deployment of 

new applications. The analysis of these problems is beyond the scope of this book. 

For a short overview of the problems for innovation, see the concluding chapter of 

this book. The Internet Engineering Task Force has analyzed these issues in a number 

of requests for comments. See Kaat 2000; Carpenter 2000; Carpenter and Brim 2002. 

Legal scholars have analyzed the policy implications of requiring the use of packet-

fi ltering devices for regulatory purposes. See Solum and Chung 2004; Zittrain 2003. 

 142. For example, there may be instances when the cost reductions resulting from 

a low-level implementation are so large and the costs to applications with different 
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needs are so small, that an implementation of application-specifi c functionality in 

the network may be justifi ed. In their second joint paper, Reed, Saltzer, and Clark 

mention the provision of network-level multicast as an example of such reasoning 

(1998, p. 69, note 1). 

 143. For a more detailed version of this argument in a slightly different context, 

see Solum and Chung 2004, pp. 854 – 865. 

 144. Braden et al. 2000, pp. 6 – 9. 

 145. See the discussion in my concluding chapter. 

 146. This trade-off is particularly apparent in Reed, Saltzer, and Clark 1998 (p. 70), 

in Blumenthal and Clark 2001 (pp. 71 – 72), and in Reed 2000. 

 147. Yoo 2004, pp. 40 – 43. The confl ict results from the different ways in which the 

narrow version and the broad version approach partial implementations of applica-

tion-specifi c functionality in the network. See the discussion in the subsection of 

this chapter titled  “ Comparison of the Two Versions. ”  

 Chapter 3 

 1. See Comer 2000, pp. 53 – 55. 

 2. See Comer 2000, p. 63. 

 3. Kurose and Ross 2008, pp. 526 – 544; Peterson and Davie 2007, pp. 137 – 143. 

 4. Kurose and Ross 2008, pp. 469 – 480; Peterson and Davie 2007, pp. 116 – 124. 

 5. See Peterson and Davie 2007, p. 234. 

 6. The global Internet is denoted by  ‘ Internet ’  (capitalized);  ‘ internet ’  (lower case) 

usually refers to an arbitrary collection of networks interconnected to provide a 

universal communication service. See Comer 2000, p. 1. 

 7. See Peterson and Davie 2007, p. 234. 

 8. The standards describing the protocols that are part of the Internet ’ s architecture 

are developed and standardized by the Internet Engineering Task Force. A list of the 

current  “ Offi cial Internet Protocol Standards ”  is available at http://www.rfc-editor

.org; the list is updated daily. The Internet-standards process used by the Internet 

Engineering Task Force is described in Bradner 1996. For a short overview of that 

process, see Computer Science and Telecommunications Board and National 

Research Council 2001, pp. 134 – 135. For introductions to the architecture of the 

Internet, see Comer 2000; Peterson and Davie 2007; Tanenbaum 2003. 

 9. The description in the text follows the TCP/IP reference model used by the Inter-

net Engineering Task Force (see Peterson and Davie 2007, pp. 28 – 30; Tanenbaum 

2003, pp. 41 – 44; Comer 2000, pp.183 – 185). The terminology regarding the names 
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of the layers follows Comer 2000, pp. 183 – 185. As Comer notes, the link layer is 

sometimes called the  network interface layer . An alternative reference model, the 

Open Systems Interconnection (OSI) Reference Model was developed by the Inter-

national Organization for Standardization (ISO) (see Tanenbaum 2003, pp. 37 – 41; 

Peterson and Davie 2007, pp. 26 – 28). For a comparison of the two reference models, 

see Tanenbaum 2003, pp. 44 – 49; Comer 2000, pp. 185 – 186. For a discussion of the 

history of the OSI reference model, see Abbate 1999, pp. 167 – 179. 

 10. The link layer also includes protocols for transporting data packets across a 

point-to-point link. The use of the term  “ link layer ”  follows Comer 2000, p. 184. In 

the OSI reference architecture, this layer corresponds to two layers: the  physical layer  

and the  data link layer . The physical layer is responsible for transmitting raw bits 

over a communications link. The data link layer builds on the services of the physi-

cal layer to transmit data packets called  frames  from one end host to another end 

host on the same physical network. See Tanenbaum 2003, pp. 85 – 182 (discussing 

the physical layer) and 183 – 342 (discussing the data link layer). 

 11. On this division (end hosts implement all layers, while IP routers typically 

implement only lower layers, up to and including the Internet layer), see Kurose 

and Ross 2008, pp. 51 – 52. Although higher layers do not have to be implemented 

on routers, in practice routers implement higher layers to terminate management 

and routing protocols. 

 12. For a description of the service provided by IP, see Comer 2000, p. 97; Peterson 

and Davie 2007, pp. 236 – 237. 

 13. For empirical studies measuring the amount of packet re-ordering or packet loss 

in the Internet, see Paxson 1999; Jaiswal et al. 2007. 

 14. For overviews of IP interconnection and routing, see Comer 2000, pp. 56 – 60, 

115 – 126; Peterson and Davie 2007, pp. 234 – 235, 250 – 254. 

 15. In reality, routers have an IP address for each physical network to which they 

attach. The same is true for  “ multi-homed hosts ”  that are connected to two or more 

physical networks. For details, see Comer 2000, p. 65. For overviews of IP addressing, 

see Comer 2000, pp. 63 – 75; Peterson and Davie 2007, pp. 248 – 250. 

 16. If the destination host is attached to the same physical network, the IP protocol 

at the source host does not send the datagram to the nearest router; it sends the 

datagram directly to the destination host, using the link-layer protocol of the physi-

cal network. This differs from networking technologies, such as GPRS or DOCSIS, 

in which two hosts can never send data directly to each other. By requiring hosts 

to send data via computers in the network, these technologies effectively make the 

existence of a network operator a technical requirement. 

 17. In many operating systems, a running application program is called a  process , a 

 user process , or a  task . See Comer 2000, p. 197; Kurose and Ross 2008, pp. 85 – 86. 
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 18. For a description of the mechanism (multiplexing and de-multiplexing) used to 

realize this goal, see Comer 2000, pp. 197 – 206, 243. 

 19. See Kurose and Ross 2008, pp. 195 – 199. 

 20. On this division (end hosts implement all layers, while IP routers typically 

implement only lower layers, up to and including the Internet layer), see pp. 51 – 52 

of Kurose and Ross 2008. In practice, routers may implement higher layers to ter-

minate routing protocols such as BGP or management protocols. 

 21. See the subsection of this chapter titled  “ The End-to-End Arguments and the 

Division of Functionality between the Internet Layer and the Transport Layer. The 

Broad Version. ”  

 22. For descriptions of the service provided by TCP, see Peterson and Davie 2007, 

pp. 384 – 385, 387, 410 – 411; Comer 2000, pp. 209 – 211. 

 23. For descriptions of the service provided by UDP, see Peterson and Davie 2007, 

pp. 382 – 384; Comer 2000, pp. 197 – 207. 

 24. Thus, there is a difference between the application (the program that imple-

ments the protocol specifi cation) and the protocol specifi cation (which describes 

the protocol ’ s peer and service interface). See Kurose and Ross 2008, pp. 81 – 85. 

 25. More precisely, the format of the messages exchanged between different entities 

belonging to the protocol and the actions the receiver of a message is supposed to 

take are defi ned as part of the peer interface of the protocol. 

 26. The application layer in the reimbursement example in chapter 2 consists of 

only one application (reimbursement processing). Different protocol entities, such 

as the employee and the administrator in the reimbursement department, exchange 

messages according to rules, which constitute that protocol ’ s peer interface. 

 27. See Comer 2000, p. 577. 

 28. Following Clark (1997), a portability layer is also called a  spanning layer . (See 

Messerschmitt 2000, pp. 185 – 186; Kavassalis and Lehr 2000, pp. 209 – 211.) The role 

of the Internet layer as a spanning or portability layer populated by a single protocol 

is discussed by Clark (1997, pp. 134 – 135) and by Kavassalis and Lehr (2000, pp. 

209 – 211). The proposal for an Open Data Network Architecture for the National 

Information Infrastructure by the Computer Science and Telecommunications Board 

and National Research Council (1994, pp. 47 – 55) also proposes a technology-inde-

pendent portability layer below the transport layer called the  open bearer service , 

noting that the Internet Protocol is the analogue of the bearer service in the TCP/IP 

protocol suite. See Computer Science and Telecommunications Board and National 

Research Council 1994, p. 54. 

 29. See Comer 2000, pp. 575 – 579; Peterson and Davie 2007, pp. 28 – 30. 

Notes to Chapter 3 419



 30. See Comer 2000, pp. 577 – 578; Peterson and Davie 2007, pp. 29 – 30; Computer 

Science and Telecommunications Board and National Research Council 2001, 

pp. 126 – 130. The  “ hourglass ”  metaphor is often ascribed to the Computer Science 

and Telecommunications Board and National Research Council 1994, pp. 51, 53. 

(See Clark 1997, pp. 134 – 135.) According to Carpenter and Brim (2002, section 7 at 

[HOURG]), however, it was fi rst used by John Aschenbrenner in 1979, with reference 

to the ISO Open Systems Interconnection model. 

 31. On the effect of the use of the Internet layer as a technology-independent por-

tability layer, see Clark 1997, pp. 134 – 135; Kavassalis and Lehr 2000, pp. 209 – 211; 

Computer Science and Telecommunications Board and National Research Council 

2001, pp. 126 – 130. For a detailed discussion of the benefi ts of such an approach, 

see Computer Science and Telecommunications Board and National Research 

Council 1994, pp. 50 – 55. 

 32. Saltzer, Reed, and Clark 1981 (narrow version); Reed, Saltzer, and Clark 1998 

(broad version). 

 33. This point is taken up in more detail in the section on misconceptions below. 

 34. See the subsection of this chapter titled  “ The End-to-End Arguments and the 

Division of Functionality. . . : The Broad Version ”  below. 

 35. See Sterbenz and Touch 2001, pp. 351 – 352. 

 36. This aspect of the narrow version (i.e., that a function must sometimes be imple-

mented at a higher layer at the end host, potentially in the application itself to guar-

antee a correct execution, if threats to the function may occur after the data leaves 

the communications subsystem) was already well established when the Internet ’ s 

architecture was developed. In their paper describing the narrow version, Saltzer, 

Reed, and Clark (1984) describe a number of earlier systems that were designed during 

the 1960s and the 1970s in which the designers used this argument to justify the 

ultimate placement of the function under consideration in the application. 

 37. Comer 2000, p. 210. 

 38. Implementing functions such as reliable data transfer or duplicate suppression 

in TCP also complies with the broad version. These functions are application-specifi c 

functions, which, according to the broad version, should be implemented in a 

higher layer at an end host. 

 39. The approach is summarized in a critical statement by John Postel (1977a, 

p. 1):  “ Specifi cally we are trying to use TCP to do two things: serve as a host level 

end to end [ sic ] protocol, and to serve as an Internet packaging and routing 

protocol. ”  For technical descriptions of the initial monolithic protocol, see Cerf and 

Kahn 1974 (the fi rst published description), Cerf 1977, and Cerf and Postel 1978. 

 40. Originally, the designers assumed that the Internetwork Transmission Control 

Protocol could be designed to support any needed type of service, not just reliable 
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data transfer. The initial TCP attempted to provide two types of reliable data transfer 

with different combinations of throughput and delay. The designers came to the 

conclusion that accommodating all types of services in a single protocol would be 

too complex. See D. D. Clark 1988, pp. 107 – 108. 

 41. Even if the implementation of the function constituted only a partial imple-

mentation of the function (e.g., in cases where the Internet layer does not operate 

end-to-end between the original source and ultimate destination of data, or if events 

falling into the responsibility of the function may occur after data leaves the Internet 

layer), the narrow version would still have allowed the implementation of the func-

tion at the Internet layer as a performance enhancement. 

 42. See discussion in the next subsection. 

 43. See discussion in the next subsection. 

 44. See references cited in note 39 above. 

 45. See discussion in note 40 above. 

 46. See generally Reed 2000, box 3.3 below, and references cited in notes 51 – 53 

below. 

 47. See Reed, Saltzer, and Clark 1998, p. 70. Also see the discussion of the broad 

version in chapter 2 above. 

 48. See Sproull and Cohen 1978, p. 1382; Boggs et al. 1980, pp. 615 – 616. For an 

overview of the needs of different applications, see Kurose and Ross 2008, pp. 88 – 94; 

Peterson and Davie 2007, pp. 499 – 505. 

 49. See Saltzer, Reed, and Clark 1984, p. 282, note 1; Kurose and Ross 2008, p. 

589. 

 50. See D. D. Clark 1988, pp. 108 – 109. 

 51. See Sproull and Cohen 1978, pp. 1377, 1379, 1382; Boggs et al. 1980, p. 615; 

Saltzer, Reed, and Clark 1984, pp. 284 – 285. Similarly, computer-to-computer com-

munications that exchange single packets in a simple request-response pattern do 

not need a separate acknowledgment from a lower-layer protocol that the request 

was received correctly. If the receiver sends the reply, this is acknowledgment 

enough. If the receiver does not reply, the sender can simply send another request. 

See Clark, Pogran, and Reed 1978, p. 1511; Boggs et al. 1980, p. 615. 

 52. See Sterbenz and Touch 2001, pp. 131 – 132, where connectionless and connec-

tion-oriented packet switching are compared. Also see Peterson and Davie 2007, 

pp. 410 – 411, where the signaling overhead associated with setting up and closing 

connections in TCP is discussed. 

 53. See Clark, Pogran, and Reed 1978, pp. 1511 – 1512; Reed 2000. See also box 3.3 

below. 
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 54. Boggs et al. 1980, p. 613; D. D. Clark 1988, pp. 108 – 109, 112; Reed 2000. See 

also box 3.3 above. Critics have argued that the service provided by the Internet ’ s 

original architecture — unreliable, connectionless, best-effort datagram service — is 

not general enough, because the Internet Protocol does not offer Quality of Service. 

This argument is discussed in box 4.3 below. 

 55. For a description of the mechanisms used by the Transmission Control Protocol 

to provide reliable data transfer based on the unreliable data transfer provided by 

the Internet Protocol, see Kurose and Ross 2008, pp. 252 – 260. 

 56. Following the meeting where the decision to split was made, the proposals for 

the headers for the two protocols were made in Cerf 1978a and in Cerf 1978b. The 

fi rst full specifi cations of TCP and IP after the split were the specifi cation of the 

Internet Datagram Protocol Version 4 (Postel 1979a) and of the Transmission 

Control Protocol — TCP (Version 4) (Postel 1979b). See also Cerf 1980a, abstract and 

p. 4. The User Datagram Protocol (UDP) was also discussed at the meeting on January 

30 – 31, 1978; the fi rst specifi cation of UDP was prepared by David Reed and Jon 

Postel (Reed and Postel 1978). See Postel 1978a, pp. 12 – 13; Reed 2006a,b. 

 57. See Cohen 1979, pp. 178 – 179; Boggs et al. 1980, pp. 613 – 614; D. D. Clark 1988, 

pp. 108 – 109; Reed 2000. See also box 3.3 below.  

 58. See Cerf and Kirstein 1978, pp. 1397 – 1398; Cerf 1980b, p. 11; Boggs et al. 1980, 

pp. 615 – 616; D. D. Clark 1988, pp. 108 – 109. 

 59. This implies a need for some suitable form of addressing. See D. D. Clark 1988, 

p. 109. 

 60. D. D. Clark 1988, pp. 109 – 110; Peterson and Davie 2007, p. 237; Computer 

Science and Telecommunications Board and National Research Council 2001, p. 37, 

note 14; Computer Science and Telecommunications Board and National Research 

Council 1994, pp. 54 – 55; Kurose and Ross 2008, pp. 323 – 324. 

 61. Cerf 1980b, p. 11; D. D. Clark 1988, pp. 107 – 108; Carpenter 1996, section 2.3. 

 62. The term  “ fate-sharing ”  was coined by David Clark (1988, p. 108). 

 63. For example, under Jon Postel ’ s (1977a, pp. 5, 7) proposal for splitting the 

Internetwork Transmission Control Program into two protocols, end-to-end error 

control would have been removed from the Internet layer and provided by indi-

vidual higher-layer protocols at the end hosts, but the Internet Protocol would still 

have performed error control hop-by-hop. 

 64.  “ The internet protocol does not provide a reliable communication facility. There 

are no acknowledgments either end-to-end or hop-by-hop. There is no error control 

for data, only a header checksum. There are no retransmissions. There is no fl ow 

control. ”  (Postel 1979a, pp. 2 – 3) For the justifi cation, see Postel 1981a, section 3.2: 

 “ There are some applications where a few data bit errors are acceptable while retrans-
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mission delays are not. If the Internet Protocol enforced data correctness such 

applications could not be supported. ”  

 65. See the subsection of this chapter titled  “ The End-to-End Arguments and the 

Division of Functionality. . . : The Narrow Version ”  above. 

 66. Solum and Chung 2004, pp. 844 – 845. 

 67. See also Felten 2003. 

 68. See the discussion of the layering principle in chapter 2 above. 

 69. See Saltzer, Reed, and Clark 1984, p. 287. 

 70. Reed, Saltzer, and Clark 1998, p. 69. 

 71. For a description of the X.25 protocol suite and its relationship to the ISO refer-

ence model of Open System Interconnection, see Comer 2000, pp. 182 – 183. For a 

comparison of the X.25 protocol suite and the TCP/IP protocol suite, see Comer 

2000, pp. 185 – 186; Peterson and Davie 2007, p. 387. 

 72. See subsection  “ The End-to-End Arguments and the Division of Functionality

. . . : The Broad Version ”  above. 

 73. This view is very common in the Internet community. Kempf and Austein 

(2004, section 2.2) mention it explicitly as one  “ formulation of the end-to-end 

principle ” :  “ The end-to-end principle in this formulation is specifi cally about what 

kind of state is maintained where. ”  For another example of this view, see Gaynor 

2003, p. 36. 

 74. Carpenter 1996, section 2.3. 

 75. See Chiappa 2002; Reed 2001. 

 76. David 2001, pp. 171 – 174; Frischmann 2005, pp. 1010 – 1011; Weiser 2008, pp. 

277 – 278. 

 77. For a similar argument, see Reed 2001. 

 78. See Peterson and Davie 2007, pp. 499 – 525. 

 79. For a similar argument that also differentiates between the request for quality 

of service and the actual provision of the service, see Solum and Chung 2003, 

pp. 109 – 111. 

 80. See Kurose and Ross 2008, p. 199. 

 81. Blumenthal and Clark 2001, p. 80 (citing personal communication with Jerome 

Saltzer). 

 82. For a description of the corresponding technology, see Anderson 2007. For a 

specifi c example of such technology, see Cisco Systems 2005. 
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 83. See the discussion of application-blindness in chapter 2 above. Also see Solum 

and Chung 2003, p. 114. 

 84. See Lessig 2001, pp. 37 – 38; Solum and Chung 2004, p. 829; Gaynor 2003, 

pp. 35 – 39. 

 85. Reed 2001. 

 86. Sandvig 2002, pp. 20 – 21. See also Gaynor et al. 2000, pp. 3, 4; Gaynor 2003, p. 

45. Gaynor argues that applications with a decentralized management structure 

comply with the end-to-end arguments, while applications with a centralized man-

agement structure do not. According to Gaynor (2003, p. 26),  “ centralized manage-

ment occurs when users cross organizational boundaries by accessing a server 

managed by someone unrelated to the users, or a centralized server manages the 

users [ sic ] data. ”  

 87. In the text, the term  “ edge of the network ”  is meant to describe the collection 

of end hosts, not the access networks. 

 88. According to Gaynor, applications where a part of the application is controlled 

centrally will be less innovated upon. See Gaynor 2001, pp. 32 – 36; Gaynor 2003, 

pp. 47 – 72, 245 – 249; Gaynor et al. 2000. I am not sure this is necessarily correct. An 

application with a server that is controlled and operated by the application provider 

may be able to evolve more quickly (at least in the server part) than an application 

whose parts are distributed among a number of different parties, since changes are 

easier to deploy. See chapter 4 below. 

 89. See chapter 2 above. Also see Reed 2002. 

 90. Saltzer, Reed, and Clark 1981; Reed, Saltzer, and Clark 1998. 

 91. Work on the Internet ’ s architecture started in the early 1970s; the specifi cations 

of what I call the Internet ’ s  “ original architecture ”  were published in 1981 (Postel 

1981a,b). The argument described in the text has been made by Solum and Chung 

(2004, pp. 844 – 845). 

 92. See, e.g., the introductory paragraph of the 1984 paper (Saltzer, Reed, and Clark 

1984, p. 277):  “ This paper discusses one class of function placement argument that 

has been used for many years with neither explicit recognition nor much convic-

tion. However, the emergence of the data communication network as a computer 

system component has sharpened this line of function placement argument by 

making more apparent the situations in which and the reasons why it applies. This 

paper articulates the argument explicitly, so as to examine its nature and to see how 

general it really is. ”  

 93. Saltzer, Reed, and Clark 1984, pp. 285 – 287; Reed, Saltzer, and Clark 1998, 

p. 70. 

 94. See Reed 2000; Blumenthal and Clark 2001, pp. 71 – 72. 
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 95. Saltzer, Reed, and Clark 1984, pp. 278 – 286. 

 96. Reed, Saltzer, and Clark 1998, p. 70. 

 Chapter 4 

 1. In a software-intensive system, the total amount of change corresponds to the 

total number of lines of code that need to be changed across all components. Thus, 

even if the overall number of lines of code that must be changed is the same, the 

costs of change are larger if these lines of codes are distributed over a number of 

components than if they are concentrated in one component. 

 2. Once a software system reaches a certain size, changing software components 

may become more expensive than changing hardware components, since testing 

becomes more and more expensive as a software system ’ s size and complexity 

increase. 

 3. For example, some innovators may intend to sell their innovation; others may 

innovate to use it for themselves. Some actors may be motivated by pecuniary 

rewards; others may be motivated by intrinsic hedonic rewards or social-psychologi-

cal rewards. For a discussion of how actors may differ in their preferences for these 

types of rewards and an analysis of the effect of these differences, see Benkler 2002, 

pp. 426 – 434. 

 4. For a similar assumption, see p. 68 of Lipsey, Carlaw, and Bekar 2005. 

 5. The costs of realizing an innovation differ from the costs of adopting an innova-

tion. The costs of adopting an innovation are the costs that a user (and potentially 

other economic actors) must incur in order to be able to use the innovation. 

 6. See Sanchez 1999, p. 95; Ulrich 1995, pp. 426 – 428. 

 7. Adding a new interface to a component without changing existing interfaces or 

adding a new component to an existing system that uses the services of existing 

components in order to provide its own services constitutes an autonomous change, 

although it adds visible information to the architecture. Because a new interface is 

not yet used by other components, other components cannot have come to depend 

on it. Therefore, the addition of a new interface does not affect existing components 

in the rest of the system. 

 8. In practice, a system architect may still be involved for other reasons. If system 

architects want to encourage third-party innovators to produce new or improved 

components that are complementary to the platform component offered by the 

system architect, they often provide tools and advice that make it easier to innovate. 

For example, Intel, Microsoft, and Apple all provide information on new interface 

specifi cations of their products (and, sometimes, prototype implementations of the 

platform component) to third-party developers, hold forums and conferences for 
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third-party developers, and provide development tools that make it easier to build 

complementary components. See Gawer and Cusumano 2002, pp. 55 – 67 (describing 

Intel ’ s efforts) and 150 – 151 (describing Microsoft ’ s efforts), and Evans, Hagiu, and 

Schmalensee 2006, pp. 98 – 101 (describing Microsoft ’ s and Apple ’ s efforts). 

 9. Adding a new interface to an existing component does not change the architec-

ture ’ s existing visible information. Since it does not trigger adaptation costs, it con-

stitutes an autonomous innovation. See note 7 above. 

 10. This does not mean that the new screen technology will never fi nd its way into 

the iMac. Though the improvement in a single technology may not justify a com-

plete redesign, at some stage the sum of the benefi ts associated with improvements 

in different technologies may exceed the costs of a complete redesign. 

 11. On options theory, see Hull 2002; Luenberger 1997; Merton 1992. For a short 

overview of the main concepts, see Sullivan et al. 1999, pp. 224 – 225. 

 12. See Dixit and Pindyck 1994; Trigeorgis 1996; Amram and Kulatilaka 1999. 

 13. See Sullivan et al. 1999, pp. 224 – 225. 

 14. See Amram and Kulatilaka 1999, chapter 2; Sullivan et al. 1999, p. 224. 

 15. See Amram and Kulatilaka 1999, pp. 14 – 20, 79 – 80; Sullivan et al. 1999, p. 225. 

 16. The seminal articles in this area are Black and Scholes 1973 and Merton 

1973b. 

 17. Real options were fi rst identifi ed by Myers (1977). For an introduction to the 

theory of real options, see Dixit and Pindyck 1994; Trigeorgis 1996; Amram and 

Kulatilaka 1999. For a short overview of the history of the fi eld, see Sanchez 1991, 

pp. 17 – 19; Sullivan et al. 1999, pp. 223, 226. 

 18. These conditions have been derived from the discussions in chapter 2 of Amram 

and Kulatilaka 1999 and in chapter 1 of Sanchez 1991. 

 19. This is based on the assumption that a fi rm that seeks to maximize its economic 

value will seek to maximize its net present value, and therefore choose the set of 

real options that maximizes the net present value of the fi rm. See Sanchez 1991, 

pp. 25 – 26, 71 – 72. 

 20. See Amram and Kulatilaka 1999, chapters 4 and 5. 

 21. See ibid., pp. 28, 81 – 82. 

 22. The following analysis is based on Baldwin and Clark 2000 and Sanchez 1991. 

 23. Baldwin and Clark 2000, pp. 234 – 235, 252 – 255. 

 24. Enkel, Perez-Freije, and Gassmann 2005, p. 426; Souder, Sherman, and Davies-

Cooper 1998, pp. 521 – 522. 
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 25. See Baldwin and Clark 2000, pp. 255 – 257. 

 26. This follows from the assumption that innovators will not pursue projects 

whose expected benefi ts are lower than their expected costs. 

 27. See Sanchez 1991, pp. 25 – 26; Baldwin and Clark 2000, pp. 250 – 251. 

 28. Baldwin and Clark 2000, pp. 259 – 260. 

 29. Ibid., pp. 255 – 257. 

 30. See Baldwin and Clark 2000, pp. 236 – 237; Garud and Kumaraswamy 1995, 

pp. 96 – 98; Ulrich 1995, pp. 426 – 432. 

 31. Depending on the system, it may also be possible to mix and match different 

components so that a variety of systems can be built from a set of components that 

adhere to the same architecture. In addition, a modular architecture can evolve at 

the architectural level through gradual changes to its visible information. Although 

these changes are more costly than isolated changes at the module level, they prob-

ably will still be less costly than the redesign of an integrated architecture, as all 

components unaffected by the changes can be reused. See Garud and Kumaraswamy 

1995; Sanchez 1995; Ulrich 1995; Baldwin and Clark 2000. 

 32. Thus, an innovator must have an existing version of the module or must be able 

to fall back on an existing textbook solution to the problem before she can realize the 

option value associated with a modular architecture. This is because without access to 

such an existing solution the innovator cannot cut her losses by continuing to use the 

existing solution if the experiment fails. See Baldwin and Clark 2000, p. 252, note 5. 

 33. Baldwin and Clark 2000, pp. 257 – 260; Sullivan et al. 2001, p. 102. 

 34. Merton 1973a. 

 35. Baldwin and Clark 2000, pp. 259 – 260. Baldwin and Clark have developed a 

model that quantifi es the difference between the option value of a modular archi-

tecture and the option value of an equivalent integrated architecture for modular 

architectures consisting of modules of equal size and of asymmetric size; see Baldwin 

and Clark 2000 (p. 259 for the symmetric case and p. 261 for the asymmetric case). 

Their model does not include the costs of creating the modular architecture. My 

analysis in the text considers only the option value of modular and integrated 

architectures. In comparing the value of an integrated and a modular architecture, 

an individual company will also consider what portion of the option value it expects 

to be able to capture for itself. This portion may be higher under an integrated 

architecture, since in an integrated architecture the system architect controls sub-

sequent innovation and may therefore be better able to appropriate the gains from 

subsequent innovation than in a modular architecture, in which control over 

module-level innovation may move to the designers of individual modules. This is 

discussed further in chapter 5 below. 
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 36. For example, the success or failure of a particular technical approach to improv-

ing screen technologies probably is not related to the success or failure of approaches 

that would increase the storage capacity of hard disks. 

 37. Baldwin and Clark 2000, pp. 285 – 286. 

 38. See ibid., chapters 10, 12, and 13; Sanchez 1991, part III. 

 39. Baldwin and Clark 2000, chapter 12. 

 40. See ibid., p. 312. 

 41. Ibid., p. 313. 

 42. It also depends on the diversity of the approaches. See note 55 below. 

 43. This is because the incremental benefi t from an additional approach decreases 

with the number of approaches. See the discussion later in this subsection. 

 44. How many approaches will be pursued also depends on the market structures 

of the design and product markets, and on innovators ’  and investors ’  expectations 

with respect to competitors ’  actions (such as the level of entry), the nature of the 

subsequent competition, or the total rewards that may be expected. See the discus-

sion later in this subsection. 

 45. The approach described in the text can also be used to assess the effect of dif-

ferences in modules within a certain modular architecture on the distribution of 

innovation among the modules of that architecture. See Baldwin and Clark 2000, 

chapter 11. 

 46. The following analysis is based on Baldwin and Clark 2000, Sanchez 1991, and 

Krengel 1991. 

 47. In the model described in the text, the costs of comparing the result of the 

experiment with the existing version of the module are part of that module ’ s core 

costs of innovation. See Baldwin and Clark 2000, p. 286. The model assumes that 

the relative quality of the innovation can be determined using module-level tests. 

See next note. 

 48. This statement embodies certain assumptions about the resolution of uncer-

tainty. This modeling assumes that the uncertainty can be resolved by testing the 

module using module-level tests. In other words, the modeling assumes, fi rst, that 

module-level tests are available that make it possible to evaluate the quality of a 

module based on the module without having to integrate the module into the 

larger system. This requirement may not be met for all systems. Often module-

level tests are not available until designers have gained some experience with a 

system. On the importance of module-level tests, see Baldwin and Clark 2000, 

pp. 271 – 280. Second, the modeling assumes that the uncertainty can be resolved 

using module-level tests. This is a reasonable assumption for technical uncertainty 
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if the module-level tests can determine which outcome is the best. If the uncer-

tainty results from uncertainty about consumers ’  preferences, it may not be pos-

sible to resolve the uncertainty using module-level tests in all cases. Though it 

may be possible to resolve market uncertainty through the use of focus groups, 

sometimes market uncertainty can be resolved only by putting the product on 

the market. 

 49. A random variable is a function that associates a unique numerical value with 

every outcome of an experiment. Random variables can be described by probability 

distributions that provide information about the probability with which different 

values of the random variable may occur (for discrete random variables) or about 

the probability that the value may fall within a certain interval (for continuous 

random variables). 

 50. Formally, the expected value is the sum of all potential values of the random 

variable, weighted by their associated probabilities. 

 51. This formulation refl ects the loss-limiting characteristic of the option. Although 

the value of the best of  k  experiments can be better or worse than the existing 

module version, the calculation of the option value considers only the potential 

outcomes of the best of  k  experiments that are better than the existing module 

(technically, the option value equals the expected value of the positive value portion 

of the probability distribution of the random variable describing the best of the  k  

experiments). For outcomes where the best of  k  experiments is worse than the exist-

ing module, the innovator continues to use the existing module, and its payoff is 

zero. See box 4.2. 

 52. Baldwin and Clark 2000, pp. 252 – 255. 

 53. In a normal distribution, about 68% of the outcomes fall within one standard 

deviation    from the mean; in other words, 68% of the values lie between     –     and 

   +   . About 5% are more than two standard deviations away from the mean; that 

is, 5% of the values are smaller than       (2      ) or larger than    + (2      ). 

 54. The variance of a random variable is a non-negative number that gives an idea 

of how widely spread the values of the random variable are likely to be. The larger 

the variance, the further individual values of the random variable tend to be from 

the mean, on average. The smaller the variance, the closer individual values tend 

to be to the mean, on average. In other words, if the variance is large, it is more 

likely (relative to a probability distribution with the same mean and smaller vari-

ance) that the result of an experiment will be far away from the mean. In practice, 

measuring uncertainty may be quite a challenge. On how one type of uncertainty 

(market uncertainty) may be measured, see Gaynor 2003, pp. 86 – 91. 

 55. In reality, approaches may not be completely independent. Whereas approaches 

that are essentially similar, with only slight variation, might provide a more limited 
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set of results, a more varied set of approaches might provide a greater variety of 

results and therefore an increased likelihood of discovering a module that is better 

than the existing one. Owing to the reduction in the expected value of additional 

experiments, correlation across experiments would reduce the number of experi-

ments that innovators would pursue. In the model, such correlation could be modeled 

by reducing     i  , the parameter that models uncertainty. See Baldwin and Clark 2000, 

p. 357. In addition, over several generations of experiments on a module, innovators 

may gain experience with the module, which may also reduce uncertainty. For a 

formal model of this effect of learning, see Gaynor 2001, pp. 141 – 155. 

 56. For a formal defi nition of  Q ( k ), see box 4.2. See Baldwin and Clark 2000, p. 264, 

note 17. 

 57.  Q i  ( k ) is monotonically increasing and concave in  k . See Baldwin and Clark 2002, 

p. 7, note 6. 

 58. This terminology is taken from pp. 75 and 225 of Baldwin and Clark 2000. 

 59. For a detailed analysis of the effect of different market structures and of differing 

expectations, see Baldwin and Clark 2000, chapter 14. For an analysis of decision 

rules under different market structures, see Baldwin and Clark 2000, pp. 410 – 411. 

 60. In reality, fi rms probably would not know exactly how many competitors had 

already started an experiment. 

 61. Baldwin and Clark (2000, pp. 287 – 288, 293 – 299) use a variant of the net option 

value formula described in the text to calculate differences in net option value for 

different modules in two hypothetical architectures. The results of the simulation 

support the conclusions reached in the text. 

 62. The visibility of a module increases with the number of other modules that 

directly or indirectly depend on this module. 

 63. See also Gaynor 2003, pp. 266 – 267. 

 64. At this point, an actor that is a monopolist in the design and product market 

would stop mounting additional approaches. Actors in markets with free entry into 

the design market and winner-take-all competition in the product market would 

start additional approaches as long as the net option value is greater than zero. 

 65. The loss-limiting characteristic of options applies only if the innovator already 

has an existing version of the component that it can continue to use if the result 

of the innovation is worse. Otherwise, the option value of innovating on the module 

will be realized only in the second generation of the module. See Baldwin and Clark 

2000, p. 252, note 5; Baldwin and Clark 2002, p. 7. 

 66. For example, in simulation based on a variant of the model described in the text, 

Baldwin and Clark (2000, pp. 287 – 288, 293 – 299) found that modules that were visible 

to 50% of the system did not justify any innovation on their visible information. 
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 67. See Baldwin and Clark 2000, pp. 289 – 293. 

 68. Throughout this book, the costs of innovation are the costs of developing and 

producing the fi rst complete version of the system that contains the new or improved 

good or service. In networking, innovating may consist of a number of stages, so 

the costs of innovation may be borne by different actors. Innovating on networking 

protocols or technologies consists of, fi rst, specifying the protocol ’ s visible informa-

tion such as its service and peer interfaces; conceptually, this step corresponds to 

the design of the architecture of the protocol. For protocols that undergo standard-

ization, this step is usually performed within the standardization organization. 

Subsequent stages are detailed design, which is followed by implementation (if the 

protocol is implemented in software) or production (if the protocol is implemented 

in hardware) of the fi rst version of the protocol. These steps are usually performed 

by actors other than the standardization organization. 

 69. Conceptually, the costs of deployment are not costs of innovation, but costs of 

adoption. They can be incurred only after the fi rst version of the innovation has 

been produced. The costs of deployment are different from the costs of using the 

innovation. The costs of deployment are the one-time costs that must be incurred 

before the innovation can be used. See Thaler and Aboba 2008, p. 6 (noting the 

difference between deployment and use of a protocol). 

 70. The economic system in which the network is used consists of the actors who 

use and operate the network, the relationships among them and the governance 

structures through which they interact. 

 71. I use the term  “ commercial Internet ”  to denote the economic system for the 

operation and use of the Internet in the US and elsewhere as it has existed since the 

mid 1990s. In this system, the Internet backbones (i.e., the bigger networks used to 

interconnect smaller networks attached to the Internet) and the access networks that 

users use to connect to the Internet are owned, operated, and controlled primarily by 

private actors who operate networks for a profi t. Throughout its early history, much 

of the US portion of the Internet was owned, operated, and controlled by government 

agencies, including the Advanced Research Projects Agency and, later, the National 

Science Foundation. In the late 1980s, the NSF backbone became the main backbone 

of the Internet. The NSF ’ s Acceptable Use Policy explicitly prohibited the use of 

the backbone for commercial uses. From 1990 to 1995, the Internet gradually transi-

tioned to the commercial mode of operation that we know today. For a description 

of this process, see Abbate 1999, pp. 195 – 200; Kesan and Shah 2001, pp. 99 – 167. 

 72. See Isenberg 1998, p. 29; Isenberg 1997; Moors 2002, pp. 1217 – 1218. 

 73. See the subsection of chapter 3 titled  “ The End-to-End Arguments and the Divi-

sion of Functionality. . . : The Broad Version ”  above. 

 74. Although Skype uses UDP as a default transport-layer protocol, it falls back on 

TCP when a user ’ s network-address translator or fi rewall effectively blocks UDP 
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(Handley 2006, pp. 124 – 125; Kurose and Ross 2008, p. 609). As I will discuss in more 

detail in my concluding chapter, network-address translators and fi rewalls deviate 

from the broad version of the end-to-end arguments. When these devices force 

Skype to fall back on a transport-layer protocol with reliability controls, they effec-

tively re-create the situation that the split between TCP and IP — or, more generally, 

the broad version of the end-to-end arguments — was designed to prevent. 

 75. Innovations that require only changes to end hosts can be tested on the opera-

tional Internet (or at least on a subset). If changes to computers in the core of the 

network are needed, an innovator cannot test his innovation on the operational 

network and must test its innovation on a simulated network or on a private 

testbed instead. See Computer Science and Telecommunications Board and 

National Research Council 1994, pp. 103 – 104. See also Peterson and Davie 2007, 

pp. 496 – 497. 

 76. The problems for innovations in the core of the network that require a coordi-

nated deployment are discussed in more detail in the present chapter ’ s subsection 

on  “ Internet Architecture and Innovation at the Internet and Transport Layer. ”  

 77. See Blumenthal and Clark 2001, p. 72. 

 78. Today applications often have a more distributed structure, with more than 

two protocol implementations cooperating to provide the functionality of the 

protocol. 

 79. In the Internet, the application programming interfaces through which applica-

tions access the Internet are publicly available for free or at low cost. This is an 

example of a non-architectural factor that interacts with the broad version of the 

end-to-end arguments to create a benefi cial environment for application innovation 

in the Internet. In order to test the application, the innovator will have to fi nd 

someone who is willing and able to install the application on a second end host. 

But having access to one end host with access to the Internet will probably enable 

the innovator to fi nd such a person. 

 80. See von Hippel 2002, pp. 21 – 22. 

 81. Computer Science and Telecommunications Board and National Research 

Council 1996, pp. 77 – 78. 

 82. These ongoing costs associated with making an application available to others 

do not belong to the costs of innovation. Like the costs of production and distribu-

tion, they are discussed here because they determine the investment required for 

exploiting the innovation. The costs described in the text are the minimum costs 

associated with the exploitation of an innovation that defi ne the minimum require-

ments for an innovator who writes an application that other people may use. 

Beyond that, an innovator may want to market the application or offer customer 

support. 
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 83. Roth 2004. For a high-level description of Skype ’ s architecture, see Kurose and 

Ross 2008, pp. 157 – 159. 

 84. Kraus 2005a; Buckman 2005; Helft 2006. In addition, search-engine marketing 

enables small companies to reach potential audiences at low cost. 

 85. Amazon offers a number of storage and computing services that are based on 

Amazon ’ s own infrastructure to other fi rms. Amazon passes on some of the benefi ts 

of its own economies of scale to these companies (Reiss 2008). 

 86. See Isenberg 1998, p. 29. 

 87. The effect of differences in the costs and mode of application deployment is 

discussed in this chapter ’ s subsection on  “ Internet Architecture and Innovation at 

the Internet and Transport Layer ”  and in chapter 7 ’ s section on  “ Relative Costs of 

Application Deployment. ”  

 88. Innovations that do not trigger changes to the network would still be possible. 

 89. This is because applications are placed in the highest layer of the protocol stack, 

and lower-layer protocols are not allowed to depend on higher layers. 

 90. In contrast, the high costs of producing and distributing physical products make 

it much more diffi cult to bring the product to market in order to test consumers ’  

reaction to it. 

 91. See Computer Science and Telecommunications Board and National Research 

Council 1994, pp. 102 – 103. 

 92. The desire not to change the Internet Protocol ’ s service interface to higher layers 

(see next section) effectively constrains the type of innovations that will occur at 

the layers below the Internet layer to those that make sense given the Internet Pro-

tocol ’ s existing service interface. Most likely, innovators at the lower layers will not 

put a lot of effort into changes that could not be exposed to higher layers given the 

Internet Protocol ’ s existing service interface. 

 93. On the use of the Internet layer as a technology-independent portability layer, 

see Clark 1997, pp. 133 – 135; Kavassalis and Lehr 2000, pp. 209 – 211; Computer 

Science and Telecommunications Board and National Research Council 2001, pp. 

126 – 130. Another detailed discussion of the benefi ts of such an approach can be 

found on pp. 47 – 55 of Computer Science and Telecommunications Board and 

National Research Council 1994. 

 94. While wireless networks do not require any changes to higher-layer protocols 

at the application layer and the transport layer (i.e., higher-layer protocols work 

over wireless links attached to the Internet), the technical characteristics of wireless 

links challenge some of the assumptions on which higher-layer protocols are based. 

For a short description of the problem and possible solutions, see Kurose and Ross 

2008, pp. 575 – 578. 
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 95. See Comer 2000, chapter 3; Peterson and Davie 2007, pp. 234 – 235. 

 96. The economic system in which the network is used consists of the actors who 

use and operate the network, the relationships among them and the governance 

structures through which they interact. 

 97. It is interesting to note the difference between this design and the design of the 

Internet Protocol. As IP ’ s service interface requires the higher-layer protocol to 

provide the IP address of the receiving end host, a change in the format of the IP 

address automatically affects the service interface. As a result, a change in the IP 

address requires changes to all higher-layer protocols that make use of the IP address, 

which entail huge costs of system adaptation. 

 98. Changing the implementation of an architectural component in a modular 

architecture without changing its visible information does not require any changes 

in the rest of the system. Consequently, changing the implementation of a protocol 

without changing its interfaces affects neither higher-layer protocols that use its 

services nor implementations of the same protocol at different computers with 

which it interoperates. Thus, it is possible to change the implementation of a pro-

tocol at one computer only; innovations of this type can be deployed incrementally. 

See Peterson and Davie 2007, p. 23. 

 99. See the examples discussed by Peterson and Davie (2007, p. 441) and Handley 

(2006, p. 120). An example is a series of refi nements of the mechanism that TCP 

uses to decide whether to retransmit a segment. These refi nements, however, did 

not change the format of the TCP header and could therefore be incorporated into 

implementations individually. See Peterson and Davie 2007, p. 435. 

 100. Fielding and Taylor (2002, pp. 118, 119) discuss this requirement in the 

context of the design of the World Wide Web. 

 101. For a discussion of mechanisms used by the designers of HTTP to support the 

extensibility of the protocol, see Fielding and Taylor 2002, pp. 138 – 140. For a critical 

voice on the mechanisms for extensibility provided by HTTP, see Mogul 2004. Clark 

et al. (2003, p. 248, note 1) note the implementation and validation overhead and 

interoperability problems that may be associated with the extended use of 

options. 

 102. See Peterson and Davie 2007, p. 441. 

 103. Because it is not realistic to assume that all network providers connected to 

the global Internet would switch to a new Internet-layer protocol at the same time, 

networking researchers have developed various mechanisms that would support 

a more incremental transition to new Internet-layer protocols. See, e.g., the over-

view of mechanisms that support the transition to IPv6 in Kurose and Ross 2008 

(pp. 363 – 366) or the discussion of overlays as transitioning mechanisms in Peterson 

and Davie 2007 (pp. 693 – 696). 
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 104. On multicast, see Diot et al. 2000; Sharma, Perry, and Malpani 2003. On 

Quality of Service, see Armitage 2003; Bell 2003; Burgstahler et al. 2003. 

 105. Anderson et al. 2005a, p. 34. For example, the invention of network-address 

translators that allow a number of end hosts to connect to the Internet using the 

same globally unique IP address has reduced network providers ’  and users ’  incen-

tives to deploy IPv6. Network-address translators deviate from the broad version of 

the end-to-end arguments by implementing a considerable amount of application-

specifi c functionality in the network. As will be discussed in my concluding chapter, 

this impedes the development of new applications considerably. Still, individual 

economic actors fi nd it easier to install a network-address translator to deal with the 

shortage of IPv4 addresses (and impose a negative externality on application-level 

innovation) than to migrate their networks to IPv6, although all actors would be 

collectively better off as a result of the transition.  

 106. Anderson et al. 2005a, p. 34; Ratnasamy, Shenker, and McCanne 2005, p. 313; 

Handley 2006, pp. 121 – 122. 

 107. See generally Floyd 2002, p. 17. 

 108. See Diot et al. 2000; Sharma, Perry, and Malpani 2003; Bell 2003; Burgstahler 

et al. 2003. 

 109. Burness et al. 2005, pp. 2975 – 2977; Thaler and Aboba 2008, pp. 7 – 8. 

 110. Floyd 1998, pp. 2, 4; Burness et al. 2005, pp. 2974 – 2976; Thaler and Aboba 

2008, p. 8. 

 111. Anderson et al. 2005a; Ratnasamy, Shenker, and McCanne 2005. 

 112. Anderson et al. 2005a,b; Turner and Taylor 2005; Roscoe 2006; Feamster, Gao, 

and Jennifer 2007. Anderson et al. (2005a) describe both approaches but do not take 

a position on which one is better. An architecture such as the one described in the 

text that enables several network architectures to coexist at the same time will form 

the core of a large-scale experimental networking testbed facility called Global 

Environment for Network Innovations (GENI). The GENI testbed will enable net-

working researchers to experiment with and test new network architectures in a 

large-scale testbed with realistic traffi c. GENI is funded by the National Science 

Foundation in the US. See Anderson et al. 2005a,b; Clark, Shenker, and Falk 2007. 

 113. See North 2005, pp. 3 – 10, 73 – 91. 

 Chapter 5 

 1. The chapter does not explore how the existing organizational structures in which 

an architecture and its components are designed may affect the structure or evolution 

of the architecture. Three interesting studies of this question are Henderson and 

Clark 1990, MacCormack, Rusnak, and Baldwin 2008, and Fixson and Park 2008. 

Notes to Chapters 4 and 5 435



 2. In addition, there may be some additional teams who are responsible for the 

integration at the system level. For an empirical example (the development of an 

aircraft engine), see Sosa, Eppinger, and Rowles 2002, p. 11. 

 3. Thompson 1967. 

 4. On product design, see McCord and Eppinger 1993; Sosa, Eppinger, and 

Rowles 2000, p. 3; Henderson and Clark 1990, p. 15. On software design, see Bass, 

Clements, and Kazman 2003, pp. 29, 167 – 168; van Vliet 2000, p. 92; Kruchten 1995, 

p. 45. 

 5. For an empirical example (the development of an aircraft engine), see Sosa, 

Eppinger, and Rowles 2002, p. 11. 

 6. Thompson 1967, p. 57. For the same prescription in the context of product 

development, see von Hippel 1990. 

 7. Thompson 1967, p. 58 

 8. Ibid., pp. 54 – 56. 

 9. Ibid., pp. 59 – 61. 

 10. See von Hippel 1990, p. 409. 

 11. See van den Bulte and Moenaert 1998; Tushman 1977; Sosa et al. 2002; Sosa, 

Eppinger, and Rowles 2002. For pointers to additional empirical studies that report 

similar results, see Sosa et al. 2002; Sosa, Eppinger, and Rowles 2002. 

 12. See Eppinger 1991, p. 284; Steward 1981; Baldwin and Clark 2000, pp. 43 – 47; 

Sanchez 1995, p. 145. 

 13. See Besanko, Dranove, and Shanley 2000, p. 109. 

 14. See Argyres 1996; Poppo and Zenger 1998; Combs and Ketchen 1999; Williamson 

1999; Tsang 2000. This approach is also used by management strategy textbooks. See, 

e.g., Besanko, Dranove, and Shanley 2000, chapters 3 – 5. 

 15. See Poppo and Zenger 1998, p. 854; Besanko, Dranove, and Shanley 2000, 

pp. 139, 170. 

 16. For an overview of potential benefi ts of using the market, see Besanko, Dranove, 

and Shanley 2000, pp. 115 – 127. 

 17. See Williamson 1999, pp. 1102 – 1103. 

 18. See Williamson 1985, chapter 6; Williamson 1991, pp. 275 – 276, 279. 

 19.  “ As pointed out in the resource-based view of the fi rm, heterogeneity in such 

resources leads to differentiated capabilities among fi rms, putting them at a competi-

tive advantage in some activities and at a disadvantage in others. Such differential 

returns from activities encourage fi rms to specialize in those activities in which their 
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rate of return is highest. ”  (Schilling and Steensma 2001, pp. 1153 – 1154, references 

omitted). See also Jacobides and Hitt 2005, p. 466. 

 20. See Besanko, Dranove, and Shanley 2000, pp. 115 – 122. 

 21. On maintaining capabilities, see Sobrero and Roberts 2002. On other strategic 

considerations, see Baldwin and Clark 2006a and chapter 1 of Boudreau 2006. 

 22. For empirical studies examining the organizational separation of detailed design 

and production, see Monteverde 1995 and Ulrich and Ellison 2005. 

 23. See Thompson 1967, pp. 56, 64. 

 24. For a similar observation, see Gulati and Singh 1998 and Jacobides 2002. 

 25. Gulati and Singh (1998) use a framework similar to the one described in the 

text to explain the choice of different levels of hierarchical control in alliances 

between fi rms. Though coordination costs have long been used to explain organi-

zational structures within the fi rm, they have only recently been identifi ed as a dis-

tinct cost category infl uencing fi rms ’  governance choices with respect to vertical 

boundaries. (See box 5.1.) 

 26. Chesbrough and Teece (1996, p. 67) write:  “ Tacit knowledge is knowledge that 

is implicitly grasped or used but has not been fully articulated, such as the know-

how of a master craftsman or the ingrained perspectives of a specifi c company or 

work unit. Because such knowledge is deeply embedded in individuals or companies, 

it tends to diffuse slowly and only with effort and the transfer of people. Established 

companies can protect the tacit knowledge they hold, sharing only codifi ed informa-

tion. They can be quite strategic about what they disclose and when they disclose 

it. ”  See also von Hippel 1994, pp. 430 – 431. 

 27. Sosa et al. (2002, p. 48) write:  “ Media richness theory . . . ranks communication 

media according to their capacity to process ambiguous information. [According to 

this theory], face-to-face is a richer medium than telephone, and telephone is a 

richer medium than e-mail. ”  

 28. See Sosa et al. 2002, p. 48. 

 29. See Chesbrough and Teece 1996, p. 67; von Hippel 1994, pp. 429 – 432. 

 30. For empirical studies confi rming the benefi cial effect of co-location, see van den 

Bulte and Moenaert 1998 and Morelli, Eppinger, and Gulati 1995. 

 31. The emergence of fi rm-specifi c language and routines and their positive effects 

on the generation of new knowledge and its effi cient dissemination have been well 

developed theoretically by proponents of the knowledge-based theory of the fi rm 

(Demsetz 1988; Monteverde 1995; Kogut and Zander 1996). This advantage of 

internal organization can be reduced or eliminated by the formation of common 

communication codes across fi rms (as in Silicon Valley and other regional networks). 
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Mechanisms that establish  “ common ground ”  (knowledge that is shared, and known 

to be shared, among partners in an outsourcing relationship) may also make it easier 

for fi rms to coordinate interdependent tasks across fi rm boundaries (Srikanth and 

Puranam 2007, 2008). 

 32. See Jacobides 2002, pp. 1 – 12. 

 33. See ibid., pp. 30 – 33. 

 34. See Gulati and Singh 1998, pp. 785 – 786. 

 35. See Williamson 1991, pp. 274 – 276; Besanko, Dranove, and Shanley 2000, 

pp. 161 – 162. 

 36. See Jacobides 2002, pp. 21 – 22. 

 37. See Novak and Stern 2003, p. 9; Besanko, Dranove, and Shanley 2000, pp. 

132 – 134. 

 38. Thompson 1967, pp. 54 – 56. 

 39. Thompson ’ s analysis does not cover complete independence. Instead, Thomp-

son (1967, p. 54) analyzes a similar type of interdependency called  pooled 

interdependency . 

 40. Thompson 1967, p. 54. 

 41. Ibid., pp. 54 – 55. 

 42. This type of coordination has been characterized as coordination by  “ standard-

ization of work outputs. ”  See van Vliet 2000, p. 89 (referring to a classifi cation by 

Mintzberg). 

 43. See Thompson 1967, p. 56; van Vliet 2000, p. 89. 

 44. See Monteverde 1995, pp. 1628 – 1629. 

 45. See Sanchez 1995, pp. 145 – 146. 

 46. For a similar observation in the context of product development, see Sanchez 

1995, pp. 145 – 146. 

 47. See Sobrero and Roberts 2001; Sobrero and Roberts 2002; Takeishi 2001; Sako 

2004; Srikanth and Puranam 2007, 2008. Brusoni (2005, p. 1901) notes the emer-

gence of projects as  “ a temporary administrative framework within which some 

form of hierarchical coordination replaces the market. ”  

 48. On the trade-off between effi ciency and learning in R & D cooperation, see 

Sobrero and Roberts 2001. 

 49. See Dyer 1996, 1997; Takeishi 2001. 

 50. See Monteverde 1995. 
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 54. See Sanchez 1995, pp. 145 – 146; Christensen, Verlinden, and Westerman 2002, 

pp. 958 – 960. For some examples, see Dyer 1996, 1997; Takeishi 2001; Sako 2004; 
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 57. See Baldwin and Clark 2000, pp. 70 – 72, 372 – 375. Baldwin and Clark ’ s (2000, 
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traced back to Ronald Coase (1937, 1960). The transaction-cost approach was opera-
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Roberts 1992, pp. 561 – 569; Besanko, Dranove, and Shanley 2000, pp. 182 – 194. 
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Notes to Chapters 5 and 6 445



applications yet. It took a while to develop technology that was able to detect and 
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Haar, and Larouche 2007. 
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access services over their networks. For a fl avor of the debate, see Lemley and Lessig 

1999, reprinted as Lemley and Lessig 2000; Bar et al. 2000; Speta 2000a,b; Yoo 

2002. 

 21. See, e.g., Bork 1993, pp. 372 – 375; Posner 2001, pp. 198 – 199. In general, two 

goods are complements, if a decrease in the price of one increases the demand for 

the other (Varian 1999, p. 112). If the two goods are used in variable proportions, 

the monopolist may have an incentive to monopolize the complementary market, 

as this creates greater fl exibility in its relative pricing of both components. Through 

appropriate pricing, the monopolist may be able to extract more surplus from con-

sumers. If it needs a monopoly over both products to price discriminate in this 

fashion, monopolizing the second market will increase its profi ts. See, e.g., Ordover, 

Sykes, and Willig 1985. 

 22. Farrell and Weiser 2003, p. 89. 

 23. See, e.g., Whinston 1990, pp. 840, 850 – 852; Farrell and Katz 2000; Farrell and 

Weiser 2003, p. 103. 

 24. See, e.g., Whinston 1990, pp. 850 – 852, 855. 
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argument. See Bork 1993, p. 376; Ordover, Sykes, and Willig 1985, pp. 121 – 127. In 

the context of the  “ open access ”  debate, this case has been highlighted by Farrell 

and Weiser (2003, pp. 105 – 107) and by Speta (2000b, pp. 997 – 1000). This theory 

has been used to explain why AT & T had an incentive to monopolize the market for 

telecommunications equipment in the past (Farrell and Weiser 2003, pp. 105 – 107; 

Speta 2000b, pp. 997 – 1000) and why the Bell operating companies may have incen-

tives to engage in non-price discrimination against their long-distance rivals today, 

if they are allowed to participate in the long-distance market. For discussions of this 

question in the context of the American telecommunications market, see Sibley and 

Weisman 1998; Weisman 1998; Schwartz 2000; Mandy 2000; Weisman and Wil-

liams 2001. 

 26. On the factors that may lead a price-regulated upstream monopolist with a 

downstream subsidiary to engage in non-price discrimination against its down-

stream rivals, see Mandy 2000. 

 27. The theory laid out below, developed by Whinston (1990, pp. 854 – 855), is 

widely accepted as an exception to the  “ one monopoly rent ”  argument. See, e.g., 

Carlton 2001, pp. 667 – 668; Choi and Stefanadis 2001, p. 55; Whinston 2001, p. 71; 

Carlton and Waldman 2002, p. 195. For a detailed application of this theory in the 

context of the  “ open access ”  debate, see Rubinfeld and Singer 2001. See also Farrell 

and Weiser 2003, p. 119. 

 28. Whinston ’ s (1990) model does not consider the possibility that the primary-

good monopolist may extract the complementary-good revenue for the  “ stand-alone 

market ”  through access charges. Assume, for a moment, that the primary-good 

monopolist can set access charges. If the producer of a complementary good has 

fi xed costs, the monopolist could exclude it from the market by increasing the access 

charge. In this case, the complementary producer will be willing to pay an access 

fee less than or equal to its profi ts across both markets (i.e., the  “ systems market ”  

and the  “ stand-alone market ” ) to stay in the market. However, exclusion may still 

be more profi table than extracting profi ts through access charges. First, even if the 

primary-good monopolist could completely extract its rivals ’  profi ts across both 

parts of the market, the net gains from monopolizing the complementary market 

may be higher than the net gains resulting from an access charge, because of the 

presence of economies of scale or network effects in the complementary market, 

and the reduction in fi xed costs under exclusion. In addition, if rivals know that 

their profi ts will be fully extracted, they may have fewer incentives to increase 

profi ts. Under such a scheme, the rivals ’  incentives to maximize profi ts may also be 

lower. Second, it is likely that the primary-good monopolist will be unable to per-

fectly implement access charges. Since the monopolist does not know its rivals ’  

profi t levels, it is diffi cult to set access charges. If the access charge is based on past 

profi ts, the fi rm may have an incentive to suppress profi ts or burn money in order 

to keep future access charges low (the  “ ratchet effect ”  — see, e.g., Weitzman 1980; 
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Freixas, Guesnerie, and Tirole 1985). This may make foreclosure preferable, as there 

is no information asymmetry. 

 29. Economies of scale exist if an increase in output causes long-run average total 

costs to decrease. In other words, the more output is produced, the lower the cost 

per unit. For example, economies of scale exist if fi xed costs are large relative to 

marginal costs. In this case, an increase in output allows the fi rm to spread the fi xed 

costs of production over greater amounts of output, lowering the costs per unit of 

output. See Hall and Lieberman 2001, pp. 177 – 178. 

 30. In markets subject to indirect network effects, this relates to product differentia-

tion with respect to the primary good. Consumers ’  desire for variety in complemen-

tary markets leads them to prefer a larger network. If the benefi ts of product 

differentiation with respect to the network or primary good are strong enough, 

multiple incompatible networks may be able to coexist in equilibrium. Katz and 

Shapiro (1994, p. 106) write:  “ Consumer heterogeneity and product differentiation 

tend to limit tipping and sustain multiple networks. If the rival systems have distinct 

features sought by certain consumers, two or more systems may be able to survive 

by catering to consumers who care more about product attributes than network size. 

Here, market equilibrium with multiple incompatible products refl ects the social 

value of variety. ”  

 31. Two technologies are incompatible if they cannot be used together. Thus, the 

users of the two technologies form two different networks. In a market with direct 

network effects, two technologies are incompatible, if consumers using one technol-

ogy cannot interact with consumers using the other technology in the way that 

gives rise to the network effects in the fi rst place. That is, users of one communica-

tion service will be unable to communicate with users of the other communication 

service. Similarly, users of one word-processing software will be unable to exchange 

documents with users of the other word-processing software. In a market with 

indirect network effects, two technologies are said to be incompatible, if the comple-

mentary products developed for one technology do not work with the primary 

product of the other technology, and vice versa. For example, users of the Microsoft 

Windows operating system will be unable to run application programs written for 

the Linux operating system, and vice versa. Users of Microsoft ’ s media player will 

be unable to listen to music coded for RealNetworks RealPlayer, and vice versa. 

Compare Katz and Shapiro 1985, pp. 424 – 425. 

 32. Whether a fi rm wishes to make its products compatible with a competitor ’ s 

technology is a strategic decision that results in very different forms of competition. 

If products are incompatible, fi rms compete for the standard. If products are compat-

ible, fi rms compete within the standard. In general, owing to the huge gains from 

winning the competition between incompatible technologies (market dominance), 

a fi rm will tend to oppose compatibility, if it is confi dent to be the winner. In con-

trast, a fi rm that fears to lose in a competition for the standard will prefer compatibil-
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ity and competition within the standard in order to avoid the huge costs of losing 

the competition for the standard. For an analysis of the factors infl uencing these 

choices and an overview of suitable strategies in the different forms of competition, 

see Besen and Farrell 1994; Katz and Shapiro 1985; Katz and Shapiro 1994; Shapiro 

and Varian 1999. 

 33. Often competitors will not be driven completely from the market. In particular, 

some customers with high switching costs or a unique preference for a competitor ’ s 

product will prefer to stay with that competitor in spite of the strong network 

effects associated with the winning technology. See, e.g., Faulhaber 2002, p. 329, 

note 37. 

 34.  “  ‘ Tipping ’  occurs, ”  according to Faulhaber (2002, p. 316),  “ when a single pro-

vider reaches a critical mass of customers that are so attractive to others that com-

petitors must inevitably shrink, in the absence of interoperation. ”  

 35. In network markets, consumer expectations about the future size of the network 

play a crucial role in determining the outcome of the competition. This is due to the 

costs of belonging to the losing network: A consumer who has chosen the losing 

network can either switch to the winner, which may be costly, or suffer from the 

lower value of a small network. To avoid this situation, the consumer will choose the 

network that it expects to be the winner. See, e.g., Besen and Farrell 1994, p. 118. 

 36. A substantial lead in installed base is not the only factor that infl uences the 

outcome of the competition. Owing to the huge benefi ts of belonging to the 

winning network, users have a strong desire to choose the technology that will 

ultimately prevail. Therefore, consumers expectations of who the winner will be are 

at least as important. Other factors that may infl uence customers ’  expectations and 

that may therefore result in a competitive advantage are an established reputation, 

a well-known brand name, or ready visible access to capital. Thus, an unknown fi rm 

with an early lead may be overtaken by a market leader that enters second, but has 

a well-known brand name and good reputation. See, e.g., Katz and Shapiro 1994, 

p. 107. 

 37. For example, if the rival produces a differentiated product, the rival ’ s presence 

creates additional surplus, some of which the monopolist can extract through its 

sales of the primary good. Thus, the monopolist ’ s profi ts in the  “ systems market ”  

are increased if its rival is in the market. 

 38. See Whinston 1990, pp. 850 – 852, 855. 

 39. Owing to the cost structure of information products, the primary-good monopo-

list can profi t from additional sales of the complementary information good, even 

if it does not have a monopoly in the complementary market. Thus, the network 

provider may have an incentive to exclude rivals in the complementary market, 

even if it cannot monopolize that market. See the subsection of this chapter titled 

 “ Profi tability of Discrimination without Monopolization. ”  

Notes to Chapter 6 451



 40. Carlton and Waldman 2002, pp. 206 – 207. 

 41. The market for broadband Internet access is considered a distinct market from the 

narrowband-access market, see, e.g.,, Hausman, Sidak, and Singer 2001, pp. 135 – 157; 

Federal Communications Commission 2001, pp. 6574 – 6577, paragraphs 68 – 73. 

 42. For residential high-speed Internet access service, the relevant market is local. See 

note 16 above. According to FCC data, 34% of ZIP codes have one or less cable or ADSL 

provider who serves at least one subscriber living within the ZIP code as of June 2007 

(Federal Communications Commission 2008b, table 16, line  “ ADSL and/or Cable 

Modem ” ). As the United States Government Accountability Offi ce (2006) has pointed 

out, this measure (i.e., the number of providers reporting at least one subscriber in 

a certain ZIP code) overstates the level of competition to individual households. 

 43. Breznick 2003; AOL 2008a,b. 

 44. Microsoft Online Services 2009. 

 45. Beardsley, Doman, and Edin (2003) report statistics showing that  “ so far, . . . 

faster and better access to the Internet is the sole killer application of broadband. ”  

Thus, the scenario described in the text may be quite common. This possibility is 

also highlighted by Farrell and Weiser (2003, p. 119). 

 46. The marginal cost of production is the incremental cost of producing an addi-

tional unit of the good. Thus, the marginal cost of production does not include the 

costs of product development (see, e.g., Hall and Lieberman 2001, pp. 168 – 169). In 

the case of software applications, Internet content and portals, the marginal cost of 

production is the cost of making an additional digital copy of the product, which 

is typically very low. 

 47. The average cost of production indicates a fi rm ’ s total cost per unit of output. 

In other words, it denotes the total cost associated with a particular product divided 

by the quantity of output produced. Thus, contrary to the marginal cost of produc-

tion which does not include the cost of developing the fi rst unit of the product, the 

average cost of production includes the cost of development divided by the total 

number of copies. See, e.g., Hall and Lieberman 2001, p. 168. 

 48. This cost structure (low marginal costs relative to average costs), which results 

in signifi cant economies of scale, is generally viewed as a key economic characteristic 

of the markets for these products. On information goods in general, see Shapiro and 

Varian 1999, pp. 3 – 4; on software, see Katz and Shapiro 1999, pp. 34 – 36; on Internet 

content, portals and software, see Posner 2001, pp. 245 – 246; on broadband portals, 

see MacKie-Mason 2000, p.14; on broadband content, see Rubinfeld and Singer 

2001, p. 307. 

 49. The existence of direct or indirect network effects is a fundamental economic 

characteristic of many software markets. See, e.g., Evans and Schmalensee 2002, 

pp. 9 – 10; Katz and Shapiro 1999, pp. 32 – 34. 
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 50. E.g., Faulhaber 2002. 

 51. E.g., MacKie-Mason 2000, p. 16. 

 52. See, e.g., Rubinfeld and Singer 2001, pp. 310 – 313. 

 53. For a numerical example, see Rubinfeld and Singer 2001, pp. 310 – 313. That 

paper assesses the likelihood of content discrimination (i.e., blocking or degrading 

the quality of outside content) by a broadband network provider that is vertically 

integrated into the market for broadband content and portals in the context of the 

merger between AOL and TimeWarner. 

 54. This theory is new and has not been covered by the existing literature. 

 55. If fi rms in the complementary market sell access to the users of their product 

to advertisers or other third parties they have two potential sources of revenue from 

two different sides of the market: the consumer side of the market, and the third-

party side of the market. Such markets are known as two-sided markets; the good 

in the middle, here the complementary good, is known as a platform product. In a 

two-sided market, one or more platforms enable interactions between two different 

types of users, which form the two sides of the market, and the volume of interac-

tions between users on both sides of the market depends on the structure of fees 

and not only on the overall level of fees charged by the platform (Rochet and Tirole 

2006, p. 645). In our case, the complementary product enables interactions between 

consumers of the complementary product on the one side and advertisers on the 

other side; an interaction occurs when a consumer of the complementary product 

views an ad. Platform products that enable interactions between consumers of the 

platform good and advertisers are a special case of two-sided markets: In most two-

sided markets, the two sides of the market want to interact with each other, resulting 

in positive network effects between the two sides. For example, the users of a video 

game console (the platform product) would like to play video games written for the 

console, and prefer a console that is compatible with more video games. Video game 

developers, the other side of the market, want to sell their video games to users of 

the console and prefer to write video games for a console that has more users. In 

contrast, the benefi ts that end users receive from the platform product may or may 

not increase with the amount of advertisers associated with the platform product. 

For example, consumers of yellow pages have been shown to prefer yellow pages 

with more advertising (Rysman 2004, p. 508). Researchers often assume that televi-

sion viewers prefer to watch stations with less advertising (Anderson and Coate 

2005, p. 951). However, this depends on the situation — more than a quarter of 

viewers of the Super Bowl tune in for the ads (Markillie 2005, p. 3). The more easily 

consumers can avoid advertising in a particular medium, the more likely that the 

ads provided in that medium are utility-enhancing, because otherwise consumers 

would simply choose to ignore the ads (Becker and Murphy 1993, p. 962). On the 

Internet, advertisers clearly benefi t from additional consumers using the platform, 

but end users may or may not benefi t from an increased number of advertisers. 
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 56. The conditions under which this pricing structure will arise are explored by the 

literature on two-sided markets (Armstrong 2006; Rochet and Tirole 2003; Rochet 

and Tirole 2006). 

 57. A common set of tactics forces rival producers of the complementary good to 

lower the quality-adjusted price of their product (e.g., Farrell and Katz 2000, pp. 

414 – 415). This increases the consumer surplus available for extraction in the primary 

market. In another tactic, the monopolist imposes an access charge on rivals who 

wish to participate in the complementary market (ibid., p. 422). Of course, the 

monopolist must actually have the power to do so because of intellectual-property 

rights or because rivals ’  access to the primary good requires the monopolist ’ s 

cooperation. 

 58. This may be an unrealistic assumption. See note 28 above. 

 59. More formally, assume that the monopolist ’ s (M ’ s) complementary product has 

 x  customers and a rival ’ s (R ’ s) complementary product (before the exclusion) has  y  

customers. Let  f  M ( u ) and  f  R ( u ) represent the advertising revenues that the monopolist 

and the rival can realize if they sell access to  u  customers of their respected version 

of the complementary good. Finally, assume that after exclusion  z  customers demand 

the monopolist ’ s complementary product. If  f  M ( z )     f  M ( x ) +  f  R ( y ), the monopolist will 

generate more advertising revenue by excluding its rival from the complementary 

market and selling access to all users of the complementary good directly than by 

having its rivals stay in the market and extracting the advertising revenue from 

them, even if it is able to extract all such revenues. 

 60. Monopolizing the market for the complementary good directly monopolizes 

sales to the end-user side of the market. As access to end users is monopolized, the 

primary-good monopolist becomes the only supplier of access to these customers 

through the complementary good and the advertiser side of the market is also 

monopolized. Of course, advertisers may fi nd other ways to market their offerings 

to users of the primary good, for example through other media, so the exclusion of 

rivals from the complementary market will not necessarily confer market power over 

advertisers on the primary-good monopolist and the primary-good monopolist may 

not be able to raise advertising prices. Whether market power is conferred or not 

will depend on the specifi c circumstances of the advertising market and the char-

acteristics of the consumers of the complementary good. 

 61. With multiple auctions the third parties may have been able to bid in different 

auctions, thereby reducing competition in any given auction. 

 62. Ultimately, higher prices on the third-party side of the market will harm con-

sumers, as fi rms will pass on at least some of the increased costs to their customers. 

For example, higher advertising fees will ultimately lead to higher prices for the 

goods that are advertised. See Rubinfeld and Singer 2001, p. 316; MacKie-Mason 

2000, p. 23. 
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 63. See, e.g., Shapiro and Varian 1999, pp. 34 – 35. 

 64. Theoretically, the monopolist could always increase the value of complemen-

tary market by sharing this information with all the fi rms in the complementary 

market (so that they could share it with their advertisers and increase their advertis-

ing fees) and then extract these additional rents. However, data protection may 

prevent this information being shared on a disaggregated basis or the primary-good 

monopolist may consider such information a valuable business secret that it does 

not wish to disclose. 

 65. Under the analysis above, foreclosure may be welfare enhancing or destroying. 

Generally, the reduction of fi xed costs and of costs associated with access charge 

administration and negotiation under foreclosure will increase welfare. The increased 

value of advertising space from network effects and additional information provided 

by the monopolist will also generally increase welfare. However, the increased rents 

that can be extracted through increased monopoly power are likely to reduce 

welfare. As prices on the third-party side of the market increase, third parties are 

likely to demand less access to the complementary market ’ s customers and this may 

reduce welfare in the standard way that a monopoly reduces welfare. As a side effect 

of foreclosure, welfare is likely to be reduced if the complementary goods market 

was differentiated. In this case, the reduction in choice is likely to reduce consumer 

surplus which directly reduces welfare. In addition, this may feed through to lower 

demand in the complementary market, also reducing producer surplus (in the nota-

tion of note 59 above,  z      x  +  y ). Overall, the static welfare effects of foreclosure are 

likely to be ambiguous. This book ’ s argument, however, is based on the dynamic 

welfare effects of foreclosure, in particular the reduction in innovation in comple-

mentary markets. See the discussion in chapter 9. 

 66. Theoretically, the primary-good monopolist may be able to set an access charge 

that extracts its rivals ’  advertising profi ts across the  “ stand-alone market ”  and the 

 “ systems market. ”  Whether access charges are an option at all, depends on the 

markets under analysis. Even if they are possible, exclusion may enable the monopo-

list to realize higher profi ts than access charges. First, we just saw that the total 

profi ts available in the complementary market may be higher under foreclosure than 

under access charges. Second, access charges may distort incentives for rivals in the 

complementary market. Third, the monopolist may be unable to extract the full 

revenue because of information asymmetry about profi t levels. See note 28 above. 

 67. Afuah and Tucci 2001, p. 56; Shapiro and Varian 1999, pp. 162 – 163. 

 68. Google 2008, p. 39. 

 69. Time Warner 2008, p.1; Yahoo 2008b, p. 35. 

 70. See Schiesel 2002 with respect to a contract between AOL and AT & T Comcast. 

 71. See, e.g., Rubinfeld and Singer 2001, p. 316; MacKie-Mason 2000, p. 23. 
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 72. Rashtchy et al. 2007, p. 117. 

 73. Holahan 2006. 

 74. By excluding competing providers of the complementary product from access 

to its Internet-service customers, the network provider monopolizes the customer 

side of the market and becomes the exclusive provider of access to its Internet-

service customers through the complementary good. However, this will only trans-

late into an ability to raise prices on the advertiser side of the market when advertisers 

cannot get access to equivalent end users at the current price through another 

medium. See note 60 above. 

 75. For example, comScore, a market research company, estimated Google ’ s market 

share of the US search-engine market in February 2007 at 59%, Yahoo ’ s at 22%, and 

Microsoft ’ s at 10% (comScore 2008). 

 76. For example, SearchIgnite, a fi rm that offers technology that helps advertisers 

and advertising agencies manage paid search campaigns, reported that revenue per 

search for ads by all marketers in June 2007 was $21 for Google, $15 for Microsoft, 

and $9 for Yahoo. Revenue per search for ads by large brand marketers in June 2007 

was $25 for Google, $21 for Microsoft, and $16 for Yahoo. (SearchIgnite and RBC 

Capital Markets 2007, pp. 3 – 4.) According to SearchIgnite (ibid., p. 3),  “ revenue per 

search (RPS) takes into account how well [search] engines generate revenue from 

search ad impressions — specifi cally, factoring in search ads ’  cost-per-click (CPC) and 

click-through-rate (CTR) to measure the revenue per every 1,000 ad impressions 

servered. ”  

 77. Varian 2006, p. 178. 

 78. Ibid., pp. 186 – 188; Lohr 2008; Holahan 2007; Rashtchy et al. 2007, pp. 169, 

174. 

 79. Of course, for the higher number of advertisers to create larger value to users, 

the search engine needs to be able to identify and display those ads that are most 

relevant to the users. 

 80. In early 2007, Yahoo introduced a similar system called Panama in order to 

increase the revenue from search. While this system has increased the click-through 

rate of ads on Yahoo ’ s search engine, Yahoo said in a presentation to investors in 

March 2008 that Panama had improved Yahoo ’ s revenue per search for searches in 

the United states by 30% in the fi rst nine months of 2007, but that it still earned 

60 – 70 percent less for searches than Google (Yahoo 2008a, Exhibit 99.2, p. 14). See 

also Rashtchy et al. 2007, pp. 169, 174, 195 – 196; Holahan 2007. 

 81. This assumes that the users ’  demographic characteristics are similar across search 

engines. If users ’  demographic characteristics differed across search-engine providers 

and advertisers were willing to pay more for access to Google ’ s users because they 

value the particular demographic characteristics of Google ’ s users, having the users 
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of other search engines use Google may make Google ’ s demographics worse and 

may reduce Google ’ s revenue per search. It also assumes that a suffi cient number of 

users that had used Microsoft ’ s or Yahoo ’ s search engine before the exclusion would 

use Google ’ s search engine after the exclusion (instead of stopping to use search 

engines altogether). 

 82. Hansell 2008b. 

 83. Unless otherwise noted, the analysis in this paragraph is based on Hansell 

2008a, Gapper 2008, and Evans and Noel 2007. 

 84. Rashtchy et al. 2007, pp. 276, 241 – 242. The gap between advertising revenue 

may decrease in the future with the introduction of behavioral targeting methods 

by advertising networks. These methods would enable advertising networks to track 

users ’  behavior across websites, enabling them to sell highly targeted ads. Still, the 

website on which the ad is ultimately placed will most likely get only a share of the 

advertising revenue that the advertiser pays to the ad network. For example, Tacoda, 

an advertising-network company using behavioral marketing that was acquired by 

AOL in 2007, keeps 40% of the revenue from a targeted ad; 40% go to the site on 

which the ad is ultimately placed, and 20% go to the site that enabled Tacoda to 

identify specifi c interests of a user (Holahan 2006). Thus, this still makes it likely 

that the advertising revenue that a network provider could extract from an inde-

pendent website will be lower than the advertising revenue that the network pro-

vider can realize if the users visit its own website instead of the independent website 

(assuming the network provider ’ s website is part of a larger conglomerate). 

 85. Yahoo has an ad network, partnering in a revenue-sharing model with AT & T 

in the United States, BT in the United Kingdom, and Rogers Cable in Canada; in 

addition, it sells co-branded Internet services with a number of other providers 

(Yahoo 2008b, p. 12). For details of such a deal, see Kaye 2008. 

 86. Holahan 2006. 

 87. Even if those rivals require consumers to register before using their product or 

service, they have no way to verify the information, unless they require payment; in 

this case, they can verify the information as part of the billing process. See Shapiro 

and Varian 1999, pp. 34 – 35; MacKie-Mason 2000, p. 11. Theoretically, the network 

provider could share this information with providers of complementary goods. This 

would enable them to charge higher advertising fees which the network provider 

could extract through access charges. However, data protection may prevent this 

information being shared on a disaggregated basis or the network provider may con-

sider such information a valuable business secret that it does not wish to disclose. 

 88. For example, in the notation of note 59, if there is one complementary good 

rival to a vertically integrated monopolist before exclusion, the net gains in the 

complementary market are positive if  f  M ( z )  –   c  M ( z )     f  M ( x )  –   c  M ( x ) +  f  R ( y )  –   c  R ( y ), 

with  c  M ( u ) representing the monopolist ’ s fi xed and variable costs of serving  u  

Notes to Chapter 6 457



complementary good customers and  c  R ( u ) representing the rival ’ s fi xed and variable 

costs of serving  u  complementary good customers. To make exclusion profi table 

overall, the net gains in the complementary market must be larger than the reduc-

tion in profi t in the Internet-services market. 

 89. If the costs were sunk (i.e., non-recoverable) instead of fi xed, existing providers 

would stay in the market as long as the network provider would let them keep 

enough revenue to cover their variable costs. However, future applications and 

content providers would not make the start-up investment, because they would 

anticipate it being appropriated by the network provider. Thus, the network pro-

vider would have to let existing providers keep their sunk costs in order to motivate 

future applications providers to enter the market. 

 90. See the references cited in note 48 above. On economies of scale in search 

engines, see Varian 2006. 

 91. While the reduction in fi xed costs and transaction costs under foreclosure may 

be welfare enhancing, exclusion may not be welfare enhancing overall. See note 65 

above. 

 92. Thanks to Robert Pepper for highlighting this example. 

 93. See Nuechterlein and Weiser 2005, pp. 49 – 50, 53 – 54, 195, 204, 294. 

 94. The access charge is lost if the call is placed using VoIP, regardless of whether 

VoIP is provided by the network provider or by an independent provider. Thus, the 

network provider has an incentive not to have VoIP used on its network at all. 

 95. In theory, network providers may be able to realize the same or higher profi ts 

as under blocking by setting an access charge that all providers of Internet-telephony 

applications must pay. However, the costs of setting up a system for these access 

charges and the potential political fallout may make it preferable to simply block 

(or secretly slow) the Internet-telephony applications and continue to realize regu-

lated access charges through the existing system. In addition, for reasons discussed 

in note 28 above, a network provider may prefer to realize profi ts himself over 

extracting them from others via access charges. 

 96. See Federal Communications Commission 2005b,c; Charny 2005b; McCullagh 

2005; Madison River Communications 2006. 

 97. On international settlement charges and the US regulatory regime governing 

these charges, see, e.g., Federal Communications Commission 2007; Einhorn 2003; 

Stanley 2000. 

 98. Sources: Cherry 2005 (Saudi Telecom); Charny 2005a (Mexico); PriMetrica 2008 

(United Arab Emirates). 

 99. See, e.g., Salop and Romaine 1999, pp. 625 – 626; Carlton and Waldman 2002, 

p. 195. 
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 100. On this type of monopoly maintenance in general, see, e.g., Carlton 2001, pp. 

668 – 671; Farrell and Weiser 2003, pp. 109 – 112; Salop and Romaine 1999, pp. 625 – 626. 

For specifi c models, see, e.g., Carlton and Waldman 2002; Choi and Stefanadis 2001. 

 101. See, e.g., Carlton 2001, pp. 669 – 670. 

 102. E.g., U.S. Department of Justice and Federal Trade Commission 1984,  § 4.212 

(promulgated in 1984 and reaffi rmed in 1992 and 1997) ( “ The relevant question is 

whether the need for simultaneous entry to the secondary market gives rise to a 

substantial incremental diffi culty as compared to entry into the primary market 

alone. If the entry at the secondary level is easy in absolute terms, the requirement 

of simultaneous entry to that market is unlikely adversely to affect entry to the 

primary market. ” ). 

 103. For an argument along these lines, see Williamson 1979, pp. 962 – 964; U.S. 

Department of Justice and Federal Trade Commission 1984,  § 4.212. 

 104. U.S. Department of Justice and Federal Trade Commission 1984,  § 4.212. 

 105. Carlton and Gertner 2003; Choi and Stefanadis 2001. 

 106. For a defi nition of indirect network effects, see box 6.4. 

 107. Gilbert and Katz 2001, p. 30 (referring to operating systems and application 

programs). Under the label  “ applications barrier to entry, ”  this line of reasoning has 

featured prominently in the Microsoft case. See, e.g.,  United States v. Microsoft , 253 

F.3d 34, 54 – 56 (D. C. Cir. 2001); Gilbert and Katz 2001, pp. 28 – 30. 

 108. In addition to offering its own content and applications to the customers of 

its Internet service, the monopolist may also  “ allow ”  independent producers of these 

products to offer their products to the customers of its Internet service, as long as 

they agree to offer their products exclusively to these customers. Stated differently, 

instead of depriving a potential entrant into the market for Internet services of a 

source of complementary products by driving rival content and application produc-

ers from the market, the monopolist could deprive the potential entrant of a source 

of complementary products by signing exclusive contracts with independent content 

and application producers. Whether a monopolist could profi tably impose such an 

exclusivity provision, has been the subject of considerable debate. The Chicago 

school denied such a possibility, arguing that the other party to the exclusive con-

tract would not agree to contracts that made it worse off. (See, e.g., Bork 1993, p. 

309.) More recent research has shown that this argument is incomplete: it does not 

consider the possibility that the exclusive contract imposes harm on third parties 

that are not parties to the contract, while not making the contracting parties worse 

off. In other words, the exclusive contract gives rise to a negative externality on 

third parties, and because of this externality signing an exclusive contract is jointly 

optimal for the contracting parties. For discussions of this question with pointers 

to the literature, see Gilbert and Katz 2001, pp. 31 – 33; Whinston 2001, pp. 66 – 70. 
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 109. Usually, this theory is applied to cases in which the entrant ’ s primary good is 

technically unable to take advantage of the set of applications developed for the 

monopolist ’ s primary good. For example, software applications make use of a spe-

cifi c operating system ’ s application programming interfaces and therefore run only 

on this operating system. As a result, customers of the entrant ’ s operating system 

are technically unable to use applications developed for the incumbent ’ s operating 

system. In contrast, as long as an application complies with the specifi cations of the 

Internet protocol, it can run over any physical network that supports the Internet 

protocol. As a result, applications adhering to that standard can be used by anyone 

connected to the Internet. Thus, from a technical point of view, the applications 

offered by the monopolist could be used by customers of a rival network provider 

as well. Therefore, the entrant ’ s inability to use the monopolist ’ s applications and 

content is not due to technical differences or incompatibility between the Internet 

services offered by the monopolist and a potential entrant, but results from the 

monopolist ’ s business decision to offer its content and applications exclusively to 

customers of its own Internet service. 

 110. The strategy described here requires that the monopolist does not offer the 

content, application or portal to consumers outside its network; in contrast, in the 

 “ primary good not essential ”  strategy, the inability to earn monopoly profi ts on its 

sales to consumers outside its network is the reason that leads the monopolist to 

monopolize the complementary market as well. See the subsection titled  “ Primary 

Good Not Essential. ”  

 111. The potential anti-competitive implications of such a strategy are explored by, 

e.g., MacKie-Mason 2000, pp. 23 – 25; Rubinfeld and Singer 2001, pp. 313 – 316. 

 112. Alternatively, the monopolist could reach the same result by allowing inde-

pendent producers of applications, content, and portals to offer their products to 

the customers of its Internet service, if they agree to provide the products exclusively 

to its customers. See note 108 above. 

 113. For example, compared to PCs, mobile handsets have small screens, limited 

keypads, and not a lot of storage. See, e.g., Deprez, Rosengren, and Soman 2002, 

p. 97, note 4. 

 114. Finally, one may imagine a situation in which the nationwide market for 

Internet services consists of a collection of local monopolies who all bundle their 

content, portal, and applications exclusively with their Internet service. In this case, 

a new entrant into the market for Internet services would have to enter the market 

for content, portals, or applications as well. 

 115. See, e.g., Niewijk, Songhurst, and Todd 2003, section  “ Moving towards 

partnerships. ”  

 116. That the costs of capital may increase with the amount of entry costs that are 

sunk is discussed by Viscusi, Harrington, and Vernon (2005, pp. 169 – 170, 173). 
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 117. Deprez, Rosengren, and Soman 2002, pp. 96 – 97. 

 118. For example, as of March 2008, the Top 19 cable and phone broadband provid-

ers account for 94% of the US market; the seven smallest of these providers had 

between 227,900 (Cincinnati Bell) and 911,000 (Windstream) subscribers (Leicht-

man Research Group 2008). 

 119. E.g., Speta 2000a, pp. 83 – 84. 

 120. See the subsection of this chapter titled  “ Primary Good Not Essential. ”  

 121. See box 6.4. 

 122. An ISP could reach the same effect (i.e., reintroduce indirect network effects 

with respect to its own network) by using proprietary protocols inside its network, 

see, e.g., Computer Science and Telecommunications Board and National Research 

Council 2001, pp. 147 – 149. An alternative strategy may be the provision of quality 

of service only within an Internet provider ’ s network, see, e.g., Shapiro and Varian 

1999, p. 187. 

 123. On a similar situation in the context of provider-specifi c indirect network effects 

due to the use of proprietary protocols inside the network, see Computer Science 

and Telecommunications Board and National Research Council 2001, pp. 147 – 149. 

 124. As was highlighted in note 108 above, an alternative way of deterring entry 

would be to sign exclusive contracts with independent producers of applications, 

content, and portals. Such a strategy would have the advantage that the monopolist 

does not have to bear losses with respect to its Internet-service fees, as its customers 

would have access to all existing applications, content, and portals. 

 125. This theory has not been used as an exception to the  “ one monopoly rent ”  

argument before. It generalizes from an argument that was used by the Federal 

Communications Commission in the AOL/TimeWarner merger proceeding with 

regard to instant messaging (Federal Communications Commission 2001, pp. 6603 –

 6629, paragraphs 128 – 200) and subsequently analyzed by Faulhaber (2002). 

 126. See the subsection of this chapter titled  “ Primary Good Not Essential. ”  

 127. On dynamic or  “ Schumpeterian ”  competition, see, e.g., Evans and Schmalensee 

2002; Shelanski and Sidak 2001, pp. 10 – 15; Carlton and Gertner 2003, pp. 45 – 48. 

 128. See e.g., Evans and Schmalensee 2002, pp. 3 – 13. 

 129. Federal Communications Commission 2001, pp. 6603 – 6629, paragraphs 128 –

 200. For an in-depth analysis of the economic rationale underlying this condition, 

see Faulhaber 2002. 

 130. The fi fth exception,  “ monopoly preservation in the primary market, ”  requires 

that rival producers of excluded complementary products are driven from the 

market. 
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 131. For a similar argument in the context of a general analysis of the profi tability 

of exclusionary conduct, see Elhauge and Geradin 2007, pp. 498 – 499, 548 – 549. 

 132. For an economic model demonstrating this effect (i.e., if marginal profi ts in 

the complementary market are positive, a primary-good monopolist or duopolist 

may have an incentive to engage in exclusionary conduct in the complementary 

market if this increases its number of sales in this market, even if the conduct does 

not monopolize the complementary market) in the context of tying, see DeGraba 

1996. In DeGraba ’ s model, oligopolists sell a differentiated good (the primary good) 

and a homogenous good (the complementary good) that are used in fi xed propor-

tions to produce the fi nal good. The homogenous good can be produced at constant 

marginal cost by any fi rm incurring a certain fi xed cost. The homogenous market 

is characterized by free-entry Cournot competition. In such a market, the zero-profi t 

price of the good is greater than the marginal cost, since each fi rm has to make a 

positive profi t on each sale to cover the fi xed costs of production. As a result, the 

oligopolist in DeGraba ’ s model will tie in order to increase the sales of the comple-

mentary good, which increases profi ts (although the tying does not monopolize the 

complementary market). Note that this model does not require the complementary 

good to be a differentiated good. In deGraba ’ s model, tying increases welfare by 

reducing competition in the complementary market, which reduces the wasteful 

replication of fi xed cost expenditures. As products in the downstream market are 

homogeneous, there is no scope in this model for the reduction in choice harming 

consumers. Were products modeled as heterogeneous in the downstream market 

then it is likely that the static welfare effects would be ambiguous. Moreover, 

deGraba does not consider the dynamic effects on innovation, which are the focus 

of this book. See the discussion in chapter 9 below. 

 133. If the price were equal to marginal costs, fi rms would not be able to cover their 

fi xed costs and would earn negative profi ts. In the long run, fi rms would not operate 

in such a market. Thus, even if all fi rms earn zero profi t per unit in long-run equi-

librium, equilibrium prices are above marginal costs. 

 134. Shapiro and Varian 1999, p. 161. The importance of market share and number 

of units sold in knowledge-based products is also described by Afuah and Tucci (2001, 

pp. 52 – 54). For an economic model demonstrating this effect in the context of tying, 

see DeGraba 1996. For a discussion of DeGraba ’ s model, see note 132 above. 

 135. Katz and Shapiro 1999, p. 41. 

 136. See the subsection of this chapter titled  “ Primary Good Not Essential. ”  

 137. As outlined in the subsection  “ Primary Good Not Essential, ”  the conditions 

are as follows: The network provider has a monopoly in the primary market (i.e., 

the market for Internet services). The primary good is not essential (i.e., there are 

uses of the complementary product that do not require the primary good). This 

condition is met when the ISP offers its complementary product not only to its 

462 Notes to Chapter 6



Internet-service customers, but to customers nationwide. The complementary 

market is subject to economies of scale or network effects, a condition that is met 

in most markets for applications, content, or portals. The monopolist has a mecha-

nism at its disposal that enables it to exclude its rivals from access to its primary-

good customers. In the Internet context, technology that enables the network 

provider to distinguish between applications running over its network and to control 

their execution provides the network provider with this capability. 

 138. See the subsection of this chapter titled  “ Complementary Product Source of 

Outside Revenue. ”  

 139. Even if those rivals require consumers to register before using their product or 

service, they have no way to verify the information, unless they require payment; 

in this case, they can verify the information as part of the billing process (Shapiro 

and Varian 1999, pp. 34 – 35; MacKie-Mason 2000, p. 11). 

 140. Access charges may not be similarly effective. (See notes 28 and 66 above.) This 

is particularly likely if, as discussed in the text, the amount of advertising revenue 

in the complementary market is larger if the monopolist realizes the advertising 

revenue itself rather than through access charges. 

 141. See the subsection of this chapter titled  “ Complementary Product Source of 

Outside Revenue. ”  

 142. See the subsection of this chapter titled  “ Monopolist ’ s Complementary Product 

Source of Outside Revenue. ”  

 143. See the subsection of this chapter titled  “ Monopoly Preservation in the Com-

plementary Market. ”  

 144. For a similar argument with respect to the profi tability of monopoly preserva-

tion through exclusionary conduct in new economy markets, if the monopoly is of 

intellectual property, see Posner 2001, p. 254. 

 145. Under tying, a sale of a product is conditioned on the purchase of another 

(Carlton and Perloff 2005, pp. 675 – 677; Posner 2001, pp. 197 – 207). Under exclusive 

dealing, a fi rm forbids the fi rm it supplies to sell products of competing fi rms (Carlton 

and Perloff 2005, pp. 672 – 673; Posner 2001, pp. 229 – 232, 251 – 256). In a vertical 

merger, a fi rm merges with a fi rm belonging to another stage in the production or 

distribution chain (Carlton and Perloff 2005, pp. 669; Posner 2001, pp. 223 – 229). 

 146. E.g., Posner 2001, p. 195; Yoo 2002, p. 188. Similarly, some sort of market 

power or political power is considered to be a prerequisite for strategies that raise 

rivals costs; see, e.g., Carlton and Perloff 2005 ,  p . 371 . 

 147. For an important exception to this point, see the literature on the exercise 

of aftermarket power by a fi rm that faces competition in the foremarket. This litera-

ture focuses on the question whether primary market competition precludes 
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anti-competitive aftermarket actions. For an analysis of these issues with pointers 

to the literature, see MacKie-Mason and Metzler 1999. 

 148. See, e.g., Yoo 2002, pp. 249 – 250, 253, in the context of the  “ open access ”  

debate ( “ I conclude that the structure of the broadband industry renders it unlikely 

that such combinations will pose any signifi cant anti-competitive threat ” ), and Yoo 

2005, p. 61, in the context of the network-neutrality debate ( “ This suggests that for 

most of the country, competition should remain suffi ciently robust to ameliorate 

concerns of anticompetitive effects ” ). 

 149. E.g., Speta 2000b, p. 986, in the context of the  “ open access ”  debate. 

 150. See the references cited in note 13 above. 

 151. The analysis assumes that the network provider competes with at least one 

other network provider; thus, it is not restricted to the duopoly situation. Farrell 

(2006) calls this market structure  “ duopoly +/  . ”  

 152. See also Farrell (2006). Farrell argues that limited competition may not neces-

sarily remove network providers ’  incentives to discriminate. For a similar argument 

in the context of the debate over censorship by private proxies, see Kreimer 2006, 

pp. 33 – 36. Kreimer argues that competition between ISPs may not be suffi cient to 

discipline ISPs that disable content needlessly on the basis of arguments very similar 

to the ones advanced above. 

 153. There may be other reasons that justify these proposals, though. For example, 

according to Lemley and Lessig (1999, pp. 21 – 25) the reduction in application-level 

innovation by independent providers resulting from the threat of discrimination 

constitutes only one of three arguments in favor of open access. 

 154. This assumption refl ects the reality in the broadband market for residential 

customers in the US. According to a recent study by the United States Government 

Accountability Offi ce (2006, p. 18), the median number of broadband providers 

available to residential users is two. 

 155. See subsection  “ Primary Good Not Essential. ”  

 156. But even if the network provider does not manage to drive complementary 

goods producers from the market completely, it may still have an incentive to dis-

criminate. See subsection  “ Profi tability of Discrimination without Monopolization. ”  

 157. See subsection  “ Profi tability of Discrimination without Monopolization. ”  

 158. See subsection  “ Profi tability of Discrimination without Monopolization. ”  

 159. See subsection  “ Profi tability of Discrimination without Monopolization: More 

Sales at Market Prices. ”  

 160. DeGraba ’ s (1996) model, which demonstrates this effect in the context of 

tying, supports this analysis. In the model, the producer of the primary good has 
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an incentive to tie in order to increase the number of sales of the secondary good, 

although it competes with another producer in the primary market. Thus, in the 

model the incentive to exclude independent competitors from the secondary market 

is not dependent on a monopoly position in the primary market. The model is dis-

cussed in note 132 above. 

 161. See subsections  “ Complementary Product Source of Outside Revenue ”  and 

 “ More Outside Revenue. ”  

 162. Federal Communications Commission 2001, p. 6594, paragraph 106; 

pp. 6593 – 6594, paragraphs 104 – 106. 

 163. See subsections  “ Monopolist ’ s Complementary Product Source of Outside 

Revenue ”  and  “ More Outside Revenue. ”  

 164. See subsection  “ Monopoly Preservation in the Complementary Market. ”  

 165. See the references in note 13 above. 

 166. Wu (2003a, p. 153) makes a similar point in his discussion of the costs of a 

discriminatory pricing scheme that prohibits customers of a network provider ’ s basic 

Internet service from using specifi c applications. 

 167. See, e.g., Rubinfeld and Singer 2001, p. 310. 

 168. See ibid., p. 310. 

 169. See the references in note 13 above. 

 170. See, e.g., Rubinfeld and Singer 2001, pp. 312 – 313. 

 171. See, e.g., Rubinfeld and Singer 2001, pp. 310, 313. 

 172. See, e.g., Craswell 1982; Bar-Gill 2006. 

 173. At the end of March 2008, Comcast provided about 40% of cable broadband 

Internet and 20% of all broadband Internet in the US (Leichtman Research Group 

2008). 

 174. Eckersley, von Lohmann, and Schoen 2007; Topolski 2008. Comcast stopped 

using this method of interfering with peer-to-peer fi le-sharing applications in 

2008. 

 175. Reardon 2007; Schoen 2007a. 

 176. Sandvine 2004, p. 14. 

 177. Mennecke 2005; Hellweg 2003; Sandvine 2004, pp. 5 – 6. See also National 

Cable and Telecommunications Association 2007, p. 31 ( “ cable operators will not 

go down the path of blocking access to video or P2P services. Blocking such services 

would be a recipe for . . . massive dissatisfaction among consumers, which would 

lead to loss of customers to our competitors. ” ) 
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 178. See Hausman, Sidak, and Singer 2001, p. 164; Kreimer 2006, pp. 34 – 35; 

Nuechterlein and Weiser 2005, p. 156. 

 179. For an in-depth overview of the economic literature on switching costs, see 

Farrell and Klemperer 2007. For a short overview, see Varian 1999, pp. 603 – 605. For 

a treatment of switching costs in the context of information goods, see Shapiro and 

Varian 1999, chapters 5 and 6. 

 180. E.g., Varian 1999, pp. 604 – 605; Hausman, Sidak, and Singer 2001, p. 164. 

 181. Switching costs do not protect the network provider from losing business from 

new customers. 

 182. For example, HearUsNow.org, a project of the Consumers Union, found 

that a number of the top broadband providers in the United States charge early-

termination fees. For example, at the time of the survey in March 2007, Qwest 

charged a $200 early-termination fee on a two-year contract for high-speed Internet 

service, Earthlink charged a $149 early-termination fee on a one-year contract 

for DSL service, and AT & T (including SBC and BellSouth) charged a $99 early-

termination fee (Consumers Union 2007; Dunbar 2007). 

 183. The customer may switch his whole bundle to the new provider, but that 

creates other problems, for example by making the decision to switch more complex, 

or by resulting in the loss of the preferred service offering for example in television 

or telephony. 

 184. Providers have considerable infl uence over this cost. For example, in 2005, 

AOL paid $1.25 million in fi nes as part of a settlement with the state of New York, 

because AOL ’ s customer service representatives were incentivized to dissuade cus-

tomers from switching away from America Online,  “ by either making the cancella-

tion process so painful for the customers that they could not bear to continue, or 

by simply ignoring their requests ”  (Stross 2005). 

 185. On the use of provider-specifi c e-mail addresses as a way to increase switching 

costs in Internet services, see Shapiro and Varian 1999, pp. 109 – 110. In other tele-

communications markets such as wireline telephony and mobile telephony, regula-

tion often requires providers to provide number portability, i.e., to enable a customer 

to keep its phone number when he switches providers. The Federal Communications 

Commission currently has to consider a petition to require e-mail providers to 

forward e-mail to a new e-mail address for a limited time (Mortenson 2007). 

 186. Stross 2005. 

 187. For example, an empirical study of competition between cable television and 

direct broadcast satellite (DBS) multi-channel services showed that while customers 

generally tend to switch from cable to DBS when the quality-adjusted price of cable 

increases substantially, the availability of regional sports channels reduced DBS 

penetration, either because it raised consumers ’  switching costs or because it 
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increased product differentiation between the two types of services (Wise and 

Duwadi 2005, pp. 695, 699 – 700). 

 188. DW Staff 2006. 

 189. This is a hypothetical example. At the time of this writing, Deutsche Telekom 

offers customers of other ISPs the opportunity to subscribe to the soccer content for 

a monthly fee (Deutsche Telekom 2008). 

 190. That product differentiation may provide sellers with some degree of market 

power is well established in the literature (Carlton and Perloff 2005, pp. 203 – 205). 

 191. Ranaweera and Prabhu 2003. 

 192. Burnham, Frels, and Mahajan 2003. 

 193. Status quo bias seems to result from a number of factors. For example, contrary 

to rational-choice theory, consumers often take past sunk costs into account when 

making consumption decisions (Samuelson and Zeckhauser 1988, pp. 37 – 38). 

Choosing one option and rejecting the other also creates cognitive dissonance, 

which is reduced by subsequent rationalization that the chosen option is more 

desirable than it was  ex ante  (Brehm 1956, p. 389). Finally, people tend to regret bad 

outcomes that are a result of their own action more than bad outcomes that are the 

result of their inaction, which again leads to a bias for doing nothing (Kahneman 

and Tversky 1984, pp. 343 – 344). 

 194. Trial subscriptions with a low introductory price that automatically convert to 

a higher price, or other contracts with automatic renewal also exploit the cognitive 

bias that people tend to overestimate their future willingness to incur the then 

immediate costs of switching (or terminating the contract) in order to reap the 

future benefi ts (i.e., the savings) resulting from switching (or terminating the con-

tract) (DellaVigna and Malmendier 2004, pp. 381 – 393). 

 195. In addition, open-access regulations (regulations that require the owners of 

broadband networks to allow independent ISPs to offer their services over these 

networks) usually do not protect against cases in which the provider of the underly-

ing physical network infrastructure discriminates against a specifi c application in all 

traffi c that is running over its network, independent of which ISP the traffi c belongs 

to. This is because open-access regulations usually only require the network provider 

to treat ISPs in a non-discriminatory way, not to treat applications and content in a 

non-discriminatory way. A recent case in Canada exemplifi es this concern. Bell 

Canada slowed down all peer-to-peer fi le-sharing traffi c on its network, regardless of 

which ISP the traffi c belonged to. In November 2008, the Canadian regulator subse-

quently denied an application by the Canadian Association of Internet Providers to 

order Bell Canada to cease and desist this practice (Anderson 2008a,b). 

 196. Yoo (2006) argued that singling out specifi c applications or classes of applica-

tions and blocking them is a socially effi cient way to manage congestion. Brett 
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Frischmann and I have taken up this argument (Frischmann and van Schewick 

2007). As we show, not only is Yoo ’ s theory based on the false assumption that it 

is currently impossible to meter subscribers ’  Internet use; Yoo also neglects the sig-

nifi cant social costs associated with the blocking of specifi c applications to manage 

congestion. 

 197. In DSL networks, end users do not share the link between the DSL modem and 

the Digital Subscriber Line Access Multiplexer (DSLAM), but they share the link 

from the DSLAM which aggregates data traffi c from a number of subscribers onto 

a single high-speed data link to the ISP. See, e.g., Mervana and Le 2001, pp. 

189 – 197. 

 198. This is obvious if the network provider has a transit agreement with the other 

network; in a transit agreement, the smaller network pays a price for data transport 

that is based on use. Under a peering agreement, the networks usually do not com-

pensate each other for the exchange of traffi c. Peering agreements are based on the 

assumption that both networks will send and receive an equal amount of data. If 

this assumption does not hold any more, for example because new applications lead 

to an imbalance between the amount of traffi c sent and received, network providers 

may be required to pay under a peering agreement as well. See Weiss and Shin 2004, 

pp. 43 – 46; van der Berg 2008; MIT Communications Futures Program and Cam-

bridge University Communications Research Network Broadband Working Group 

2005, pp. 5, 7. 

 199. The Broadband Working Group of the MIT Communications Futures Program 

has characterized this as the  “ Broadband Incentive Problem. ”  See MIT Communica-

tions Futures Program and Cambridge University Communications Research Network 

Broadband Working Group 2005. 

 200. Eckersley, von Lohmann, and Schoen 2007; Svensson 2007; Schoen 2007b. 

Comcast stopped using this method of interfering with peer-to-peer fi le-sharing 

applications in 2008. 

 201. See, e.g., Aggarwal et al. 2004, pp. 219 – 220; Karagiannis, Rodriguez, and 

Papagiannaki 2005, pp. 63 – 64, 67 – 68; Aggarwal, Feldmann, and Scheideler 2007, 

pp. 31 – 32. 

 202. Mennecke 2005; Hellweg 2003. 

 203. See notes 173 – 177 above and accompanying text. 

 204. In particular, the Internet Policy Statement states that  “ consumers are entitled 

to access the lawful Internet content of their choice ”  and  “ to run applications and 

use services of their choice, subject to the needs of law enforcement ”  (Federal Com-

munications Commission 2005a, p. 14988). 

 205. See, e.g., van Schewick 2008; Frischmann and van Schewick 2007. 
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 206. See, e.g., Yoo 2006. The social costs associated with such a rule are discussed 

in Frischmann and van Schewick 2007. 

 207. Free Press and Public Knowledge 2007; Free Press et al. 2007; Federal Commu-

nications Commission 2008a. 

 208. The account in the text is based on the following sources: CBC News 2005; 

Barrett 2005; OpenNet Initiative 2005; Geist 2005, pp. 5 – 6; Miller 2005. 

 209. Barrett 2005. 

 210. The account in the text is based on the following: Hansell 2006; Olsen 2006; 

Karr 2006. 

 211. The account in the text is based on the following: Liptak 2007a,b; Public 

Knowledge et al. 2007. 

 212. All quotations are from Jones 2007. 

 213. For a comprehensive overview of the state of Internet Filtering, a description 

of the tools and techniques used in Filtering, and detailed regional and country 

reports based on empirical tests, see Deibert et al. 2008. 

 214. Discrimination to manage bandwidth or exclude unwanted content does not 

depend on the network provider offering a competing application. 

 215. For a similar argument with respect to the profi tability of monopoly preserva-

tion through exclusionary conduct in new economy markets, if the monopoly is of 

intellectual property, see Posner 2001, p. 254. 

 216. The exclusionary conduct hurts independent producers of excluded comple-

mentary products in several ways: fi rst, they are excluded from the part of the 

complementary market that consists of the network provider ’ s Internet-service cus-

tomers. As a result, they are not able to make any sales in that market. In addition, 

owing to economies of scale and, potentially, network effects in the production of 

their products, the exclusion from a part of the market may put them at a competi-

tive disadvantage in the rest of the market as well. In the worst case, they may be 

forced to exit the complementary market completely. If they had made at least some 

sales to the network provider ’ s Internet-service customers in the absence of the 

exclusionary conduct, the exclusion will reduce their profi ts. 

 217. Similarly, the network provider may fail to assess the situation correctly and 

discriminate against or exclude an independent provider of complementary prod-

ucts, even if none of the conditions under which this conduct would be profi table 

apply. Farrell and Weiser (2003, pp. 114 – 117) call this problem  “ incompetent 

incumbents ”  and include it in their list of exceptions to their version of the  “ one 

monopoly rent ”  argument. 

 218. Miller 2007. 
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 219. Ibid. 

 220. E.g., Christensen 2000. For a full discussion of these reasons, see the discussion 

in chapter 8 below. 

 221. On the ability of antitrust law to capture all instances of discrimination that 

proponents of network neutrality are concerned about, see also van Schewick 2009, 

pp. 36 – 37; Frischmann and van Schewick 2007, p. 414, note 119. 

 222. More precisely, the bandwidth-adjusted transport prices may differ between 

applications. The following analysis expands on an argument by MacKie-Mason, 

Shenker, and Varian (1995), who examine the effect of application-blind and appli-

cation-aware architectures on content provision and content creation, focusing on 

the ability to select different transport prices for different applications. See also 

MacKie-Mason, Shenker, and Varian 1996. 

 223. More precisely, the bandwidth-adjusted transport price is the same for all 

applications. 

 224. MacKie-Mason, Shenker, and Varian 1995, p. 7. 

 225. The difference is similar to the difference between a uniform price and a non-

uniform pricing structure. A seller with some degree of market power who can 

charge different prices to different consumers can capture more consumer surplus 

than if it had to charge the same price to all customers. See the subsection of this 

chapter titled  “ Price Discrimination. ”  

 226. The analysis also assumes that all consumers assign the same value to a par-

ticular application. 

 227. See also MacKie-Mason, Shenker, and Varian 1995, pp. 19, 22. 

 228. Applications for which users ’  willingness to pay is lower than the general 

transport price will not be produced in an end-to-end network. See also MacKie-

Mason, Shenker, and Varian 1995, p. 7. 

 229. If the profi t-maximizing transport price for an individual application in the 

discriminatory network is equal to the uniform transport price in the end-to-end 

network, the remaining surplus is the same in both architectures. 

 230. Applications for which users ’  willingness to pay is lower than the general 

transport price, however, will not be produced in such a network. See MacKie-

Mason, Shenker, and Varian 1995, p. 7. 

 231. It is diffi cult to fi nd a precise defi nition that encompasses all types of price dis-

crimination; see, e.g., Tirole 1988, pp. 133 – 134; Varian 1989, pp. 598 – 599. For general 

treatments of price discrimination, see Varian 1989; Tirole 1988, chapter 3; Carlton 

and Perloff 2005, chapters 9 – 10. For an introduction to price discrimination in 

the context of information goods, see Shapiro and Varian 1999, chapters 2 and 3. 
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 232. See, e.g., Carlton and Perloff 2005, p. 294. 

 233. Price discrimination is also feasible in monopolistically competitive industries, 

i.e., in industries characterized by the presence of signifi cant product differentiation, 

relatively free entry and zero long-run profi ts. See Varian 1989, pp. 641 – 643. 

 234. For treatments of second-degree price discrimination, see, e.g., Varian 1989, 

pp. 611 – 617; Tirole 1988, pp. 135, 142 – 152; Carlton and Perloff 2005, chapter 10. 

For a treatment of second-degree price discrimination in the context of information 

goods, see Shapiro and Varian 1999, chapter 3. 

 235. In choosing products and prices, the fi rm is subject to a self-selection con-

straint: the fi rm must design products and prices such that consumers in any group 

do not prefer a product intended for another group. See, e.g., Tirole 1988, pp. 134 –

 135, 142 – 162. 

 236. This strategy is also described by Wu and Lessig (2003, pp. 4, 15) and by Wu 

(2003a, pp. 151 – 154). Those authors present evidence for the use of this strategy by 

broadband operators. (See next note.) 

 237. Wu (2003a) presents evidence from the year 2001 showing that Comcast, an 

operator of broadband cable networks, had implemented the discriminatory pricing 

policy described in the text: customers of Comcast ’ s  “ basic high-speed Internet 

service ”  were not allowed to use virtual private networks. Customers who wanted 

to use virtual private networks were offered the higher-priced  “ Comcast @Home 

Professional product ”  to which this contractual restriction did not apply. See Wu 

2003a, pp. 151 – 152, 165. After this policy was made public and used as an example 

of  “ discriminatory behavior ”  by broadband cable operators in the debate over 

network-neutrality regulation, Comcast eliminated the ban on virtual private net-

works from its subscriber agreements and terms of service in 2003. See Wu 2003a, 

p. 156; Wu and Lessig 2003, p. 4. For a survey of contractual and technical restric-

tions on certain classes of applications employed by the ten largest cable operators 

and the six largest DSL providers in the United States, see Wu 2003a. 

 238. In general, the welfare effects of second price discrimination are theoretically 

ambiguous and can only be determined empirically on the basis of detailed knowl-

edge about consumers ’  preferences and market and cost structures. See, e.g., Tirole 

1988, pp. 149, 158; Varian 1989, p. 617. The general analysis of the welfare effects, 

however, focuses on stand-alone products and considers only allocative or static 

effi ciency. As the text shows, in the case of platform products consisting of a primary 

product that can be used with various complementary products, price discrimina-

tion in the primary product based on the use of specifi c complementary products 

may have negative consequences for dynamic effi ciency that are not captured by 

the conventional analysis. For a similar observation, see Wu 2003a, pp. 152 – 153. 

 239. Increasing profi ts is the objective of price discrimination. See, e.g., Carlton and 

Perloff 2005, pp. 293 – 94, 338. For a similar argument in the context of restrictions 
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on home networking that require that home networking equipment be purchased 

and installed by the cable operator, see Wu and Lessig 2003, p. 8. 

 240. For a similar argument, see Wu and Lessig 2003, p. 15; Wu 2003a, pp. 

168 – 169. 

 241. For a similar observation in the context of restrictions on home networking 

that require that home networking equipment be purchased and installed by the 

cable operator, see Wu and Lessig 2003, p. 8. 

 242. Stated differently, at least some of the consumers who are excluded from the 

market for the blocked application under the discriminatory pricing policy would 

buy the blocked application under the uniform price for Internet services. 

 243. MacKie-Mason, Shenker, and Varian (1995, pp. 19, 22) make a similar argu-

ment when analyzing the effect of the ability to set different Internet transport 

prices for different applications on content creators ’  incentives to innovate. 

 244. See the references cited in notes c – f to box 6.1. The debate mostly focuses on 

whether network providers should be allowed to charge application or content 

providers for better service (e.g., for Quality of Service or higher bandwidth), but 

some proposals would ban any type of access charges. 

 245. Economides and T å g 2007; Ralph 2006; Lee and Wu 2009. Note that applica-

tions and content providers pay user fees to their ISP who connects them to the 

Internet. Similarly, end users pay their ISP for access to the Internet. The providers 

of the access networks, in turn, compensate the backbone providers connecting 

the two access networks according to the interconnection agreements between 

them. In the scenario discussed in the text, the network providers of the end users 

who use the application or content would charge the providers of application or 

content for transport over the end users ’  access networks. For an introduction to 

the inter-provider compensation mechanisms used in the Internet, see van der Berg 

2008. 

 246. With respect to the following, compare Rochet and Tirole 2003, pp. 1017 –

 1020; Rochet and Tirole 2006, pp. 648 – 650. 

 247. Rochet and Tirole 2006, p. 650. 

 248. See generally Armstrong 2006, pp. 669 – 670, 677 – 689. Wright (2002) develops 

the same result in the context of cellular networks. 

 249. Ralph 2006. For a similar observation, see Weiser 2008. 

 250. See generally Wright 2002. For an application of this line of reasoning to the 

network-neutrality context, see pp. 2 – 3 of Ralph 2006. 

 251. See generally Armstrong 2006, pp. 669 – 670, 677 – 689; Wright 2002; Wright 

2004, pp. 48 – 49. 
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 Chapter 7 

 1. On asymmetric bandwidth, see my discussion of the broad version in chapter 2. 

On network-address translators and fi rewalls, see my concluding chapter, section 

 “ End-to-End Arguments in the Current Internet. ”  

 2. See chapter 2, subsection  “ Costs of the Broad Version of the End-to-End 

Arguments. ”  

 3. In theory, the functionality in the second network would enable the network 

provider to extract fees from providers of applications or of content by threatening 

to exclude them unless they pay an access charge. The architecture does not, 

however, provide the fi ne-grained accounting and billing infrastructure necessary 

to implement sophisticated pricing schemes. 

 4. Moving from the fully controllable to the core-centered architecture may increase 

the network providers ’  benefi ts from application-level innovation: as fewer innova-

tors are able to participate in application-level innovation (in the extreme case, 

network providers are the only remaining innovators), it is more likely that network 

providers will have market power over a specifi c application, which would enable 

it to increase prices. As a theoretical matter, the effect of market structure on incen-

tives to innovate is ambiguous. Even if the increase in profi ts from market power 

increases network providers ’  incentives to innovate, this effect probably will not 

offset the signifi cant increase in the cost of developing new applications. 

 Chapter 8 

 1. A similar problem is at the heart of the debate about the scope of patents in intel-

lectual-property law. The debate focuses on whether an innovator whose invention 

has a potential for signifi cant subsequent improvement and variegation should be 

granted a patent of broad scope that would enable her to control subsequent innova-

tions in the fi eld opened by her invention. The article that started the debate was 

Kitch 1977. Subsequent contributions include Klemperer 1990; Merges and Nelson 

1990; Scotchmer 1991; Merges 1994; Merges and Nelson 1994; Green and Scotchmer 

1995; Matutes, Regibeau, and Rockett 1996; Scotchmer 1996; Lemley 1997; and 

Cohen and Lemley 2001. For an overview of the debate, see Jaffe 2000, pp. 549 – 552. 

 2. For an overview of the behavioral and cognitive assumptions underlying neoclas-

sical approaches to innovation and an overview of different models, see Merges and 

Nelson 1994, pp. 3 – 5. See also Nelson 2005, pp. 9 – 38 (discussing neoclassical growth 

models). For a detailed comparison of neoclassical and evolutionary accounts of 

innovation, see Lipsey, Carlaw, and Bekar 2005, chapter 2. For some newer neoclas-

sical growth models, see Grossman and Helpman 1990; Romer 1990; Aghion and 

Howitt 1992. For overviews of neoclassical models of innovation, see Reinganum 

1989 and Scotchmer 2004. 
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 3. If actors in these models disagree about the probability of success, this is attrib-

uted to asymmetric information. In other words, these models assume that once 

the different actors share their information, their views regarding the probability of 

success will be the same. This assumption, called the  common prior assumption  or the 

 Harsanyi doctrine , is a fundamental assumption in many neoclassical models dealing 

with subjective probabilities (Kreps 1990, pp. 110 – 111). 

 4. For a prototypical example of the neoclassical approach to innovation described 

in the text, see the economic models in Dasgupta and Maskin 1987 or those in 

Farrell, Gilbert, and Katz 2003. 

 5. Lipsey, Carlaw, and Bekar 2005, p. 30. Newer neoclassical models of patent races 

acknowledge that different market positions (e.g., incumbent monopolist vs. new 

entrant) or different cost structures may lead to different incentives to innovate. For 

an overview of these models, see Gilbert 1989 or Reinganum 1989. 

 6. See Dasgupta and Maskin 1987. 

 7. See Kitch 1977, pp. 276, 278 – 279. 

 8. See Nelson and Winter 1977, p. 47; Nelson and Winter 1982, pp. 389 – 390; North 

1990, pp. 80 – 82; Merges and Nelson 1994, p. 6; Rosenberg 1994, pp. 87 – 108; 

Rosenberg 1996; Cohen and Malerba 2001. On the link between the end-to-end 

architecture of the Internet and evolutionary theories of innovation, see Wu and 

Lessig 2003, pp. 5 – 7; Wu 2003a, pp. 145 – 146; Wu 2004, section II.A. Researchers 

working on the  “ open innovation ”  paradigm have used arguments similar to the 

ones described in the text to highlight the value to individual fi rms of using not 

only internal, but also external sources of innovation. See, e.g., Chesbrough 2003, 

2006 and Chesbrough, Vanhaverbeke, and West 2006. 

 9. See Rosenberg 1996, pp. 334 – 336; Nelson 1991, pp. 64 – 70; Nelson 2005, pp. 11 –

 12. (These sources all criticize new neoclassical growth models.) 
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available in the market or the existing products are not satisfactory. As will be set 

out below, such a situation may well occur for applications supporting specifi c needs 

of an individual user or a small group of users. In this situation, the ability of the 

user to develop the innovation herself becomes highly relevant. For an analysis of 

a user ’ s decision whether to innovate herself or to buy the product from a manu-

facturer of custom products, see von Hippel 2005, chapter 4. 
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in the Internet-service market due to the reduction in application variety (which is 

also dependent on factors such as switching costs and the network providers ’  ability 

to use discrimination instead of exclusion) is offset by the increase in profi t in the 

application market. 

 171. Thus, although Apple is not acting as a network provider here, it is acting as 

a central gatekeeper that controls which applications users can deploy. 

 172. Arthur 2008; Hadar 2008; Manjoo 2008; Wilson 2008. 

 173. On PayPal, see the discussion early in this chapter. On Flickr, see box 8.3. 

 174. See note 4 to chapter 7. 

 Chapter 9 

 1. The analysis in this paragraph and in the next 11 paragraphs draws on pp. 383 –

 386 of van Schewick 2007. 

 2. See Reinganum 1989; Tirole 1988, pp. 399 – 400; Katz 2002, pp. 329 – 331. 

 3. For an overview of this literature, see Reinganum 1989. For a particular example 

of such a model, see Dasgupta and Maskin 1987. 

 4. See Tirole 1988, pp. 399 – 400. 

 5. See Mansfi eld et al. 1977; Jones and Williams 1998. 

 6. Lichtman 2000, p. 615. 

 7. This observation is made, in different contexts, by Bresnahan and Trajtenberg 

(1995) and Lichtman (2000). 

 8. See Farrell and Katz 2000, p. 414 and appendix; Bresnahan and Trajtenberg 1995, 

p. 94. 
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 9. For some important refi nements to this statement, see Farrell and Katz 2000. As 

Farrell and Katz demonstrate, integration between two fi rms that each are the sole 

supplier of a component that is complementary with the other does not necessarily 

increase the incentives to invest in socially valuable research and development. (See 

ibid., appendix.) In addition, they show that integration between a monopoly sup-

plier of one component with one of several suppliers of a complementary compo-

nent may ineffi ciently lower independent suppliers ’  incentives to innovate. 

 10. On platform products, see Bresnahan and Greenstein 2001 and Lichtman 

2000. 

 11. See the explanation in this paragraph and the next fi ve. For an alternative 

explanation of how the Internet contributes to economic growth, see Crawford 

2007, part II. 

 12. Jones (2002, p. 229) attributes this percentage of growth to  “ a rise in the stock 

of ideas produced by researchers throughout the G-5 countries. ”  See also Helpman ’ s 

(2004, pp. 47 – 48) description of Jones ’ s results. 

 13. On general-purpose technologies, see Bresnahan and Trajtenberg 1995, 

Bresnahan and Greenstein 2001, and Helpman 1998. 

 14. See Bresnahan and Trajtenberg 1995 and Helpman and Trajtenberg 1998b. 

 15. See Bresnahan and Trajtenberg 1995, pp. 86 – 88; Bresnahan and Greenstein 

2001, p. 96. 

 16. Bresnahan and Greenstein 2001, p. 97. 

 17. For empirical evidence suggesting that the US productivity acceleration observed 

in the mid to late 1990s is linked to information technology, see Brynjolfsson 1996, 

Oliner and Sichel 2000, Jorgenson 2001, and Jorgenson, Ho, and Stiroh 2008. For a 

more critical statement, see Gordon 2000. For an overview of the debate, see Litan 

and Rivlin 2001, pp. 12 – 17. 

 18. See David 1990. For similar explanations, see Brynjolfsson and Hitt 2000, 

Bresnahan and Greenstein 2001, Brynjolfsson and Hitt 2003, and Basu and Fernald 

2007. Owing to the time and cost needed for co-invention to take place, delay 

between the time of investment in a general-purpose technology and the time when 

its effect on economic growth can be measured may be a general feature of general-

purpose-technology-based growth. See Helpman and Trajtenberg 1998a,b. 

 19. See Harris 1998. 

 20. Current ways of measuring economic growth may underestimate the economic 

value created by the Internet. As Brynjolfsson and Saunders (2009) point out, tradi-

tional measures of output (which in turn are used for gross domestic product and 

productivity accounting) do not adequately capture the value created by informa-

tion technology and the Internet for two reasons: First, the gross domestic product 
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generally does not include economic activity that takes place outside the market, 

or market transactions in used goods and services. As a result, applications or 

content that are made available online for free (e.g., Wikipedia or search engines) 

do not count as output for the gross domestic product. The same applies for applica-

tions or services that facilitate transactions in used goods (e.g., eBay or Amazon ’ s 

market for used books). (See ibid., pp. 21 – 25, 91 – 93, 120 – 121.) Second, traditional 

measures of input and output do not adequately capture the value created by  “ new 

products, quality improvements, increased product variety, [and] improved timeli-

ness ”  (ibid., p. 122). Research that attempts to quantify the value of consumer 

surplus from specifi c products or online markets indicates that this value is huge. 

However, it does not appear in the gross domestic product. For example, studies 

have shown that the value to consumers of greater variety and choice in the online 

book market is about a billion dollars; that the estimated total value of consumer 

surplus from transactions on eBay was about $7 billion in 2003; or that the overall 

increase in consumer surplus from Amazon ’ s used book markets was about $67 

million per year. (See ibid., pp. 25 – 38, 109 – 115, 120 – 122.) 

 21. For a similar observation, see Litan and Rivlin 2001, pp. 104 – 107.  

 22. See also Frischmann 2005. Frischmann ’ s work on infrastructure has fundamen-

tally shaped my thinking on this issue. According to Frischmann, infrastructure 

resources are general-purpose resources that generate value primarily as inputs  “ into 

a wide range of goods and services, including private goods, public goods and non-

market goods. ”  For the full defi nition, see ibid., p. 956. 

 23. My analysis focuses on the possibilities afforded by these applications. It makes 

a claim about the Internet ’ s potential which may or may not be realized. It is not 

meant as a description of current reality. In reality, differences in class, socioeco-

nomic status, race, literacy or geographic location may result in a much more hier-

archical and less open environment than the one described in the text (see Barney 

2000; Hindman 2008). 

 24. In Internet policy debates, some scholars criticize other researchers ’  focus on 

application innovation as too narrowly focused on economic issues. The criticism 

seems to neglect that applications are necessary to enable users to create value from 

the Internet in all areas of society. Thus, a focus on application innovation does not 

automatically imply a focus on economic effects only. 

 25. Benkler 2006, chapter 10; Boase et al. 2006; Griffi th and Fox 2007; Lenhart 

2009. 

 26. Benkler 2006, pp. 129 – 355. The list in the text cites from a similar list by Benkler 

(ibid., p. 2). 

 27. This story is more complicated than it appears in the text. As the  “ long tail ”  

literature has shown, lower costs of producing and distributing information goods, 

the ability to offer a much larger number of products online than is possible in 
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conventional stores, and lower search costs have made it possible to create and offer 

consumers access to much greater product variety online than was possible before 

the Internet. Thus, applications such as search engines or product marketplaces 

may create value not just by enabling people to fi nd what they want, but also by 

enabling more product variety (Anderson 2006; Brynjolfsson, Hu, and Smith 2006; 

Brynjolfsson, Hu, and Simester 2006). Empirical research suggests that the value of 

increased product variety online may be even larger than the value resulting from 

lower prices online, see Brynjolfsson, Hu, and Smith 2003. 

 28. For an attempt to describe the externalities associated with speech more gener-

ally, see Frischmann 2008, pp. 310 – 321. 

 29. Mercurio 2002. 

 30. For descriptions of these cases and others, see Drezner and Farrell 2008, 

pp. 2 – 6. 

 31. Farrell and Drezner 2008, pp. 23 – 27. 

 32. Mutz 2006. 

 33. According to Frischmann (2005), Internet users create these externalities when 

they engage in the creation of public and non-market goods. 

 34. For a similar description of the role of technology, see Benkler 2006, pp. 16 – 18; 

Lipsey, Carlaw, and Bekar 2005, pp. 16 – 19. 

 35. See Balkin 2004; Balkin 2008; Benkler 2006; Fisher 1988; Fisher 2001; Lessig 

2001; Lessig 2004; Lessig 2008a. 

 36. On how to best get users to internalize at least some of the negative externalities 

created by their uses, and on the effect such measures may have on the positive 

externalities created by users, see Frischmann and van Schewick 2007, part II. 

 37. The cost of adopting new uses of the general-purpose technology contributes 

to the costs of co-invention. 

 38. Benkler 2006; Balkin 2004, 2008; Fisher 1988, 2001. 

 39. It may be possible to work around this limitation if the user can upload 

his information product to a server that makes the work available to others. 

However, even uploading long text, photos or video once is more diffi cult and time-

consuming with small upstream bandwidth than with symmetric bandwidth. 

 40. For a detailed exposition of this argument, see Frischmann 2005. For a shorter 

summary, see Frischmann and van Schewick 2007. 

 41. Strictly speaking, applying the broad version only ensures user choice in a 

deployment context in which users control the end hosts. See note 118 to chapter 

2 and accompanying text. 
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 42. Others point out that if the denial of service attack is intended to overwhelm 

a specifi c end host by sending more traffi c than this host can process, or by over-

loading the link to the end host, stopping the attack requires stopping the traffi c 

before it reaches the end host, which may require stopping it in the network.  

 43. Zittrain 2008.  

 44. See the section titled  “ Effect of Differences in Control over Deployment ”  in chapter 

8 above. See also Gillett et al. 2001 and Zittrain 2008, chapter 5 and pp. 162 – 168.  

 45. Zittrain 2008, pp. 163 – 167. See also Zittrain 2009. 

 46. Zittrain (2008, pp. 164 – 165) ascribes this requirement to  “ end-to-end theory, ”  

criticizing those who  “ cling to a categorical end-to-end approach. ”  Although Zittrain 

uses a slightly different terminology ( “ end-to-end theory ” ), he seems to be referring 

to the (broad version of the) end-to-end arguments (ibid., pp. 164 – 165 and note 24). 

In this case, his description of the broad version is overly broad. For an interpretation 

similar to mine, see Reed 2009b. Ultimately, the results of Zittrain ’ s approach (he 

suggests replacing  “ strict loyalty to end-to-end neutrality ”  with  “ a new generativity 

principle, a rule that asks that any modifi cations to the Internet ’ s design or to the 

behavior of ISPs be made where they will do the least harm to generative possibilities ” 

 — 2008, p. 165) may be similar to the results of the trade-off I suggest below. 

 47. See also Reed 2009b. 

 48. See also Reed 2009b. 

 49. Whether distributed denial of service can be identifi ed and stopped only in the 

network is subject to debate. For example, Stavrou et al. (2005) propose an approach 

that, according to them, would work completely on end hosts. Gligor (2005) 

describes denial of service attacks that can only be mitigated at the end hosts. For 

an overview of solutions that require support from the network, see Xiaowei, 

Whetherall, and Anderson 2005, p. 242. 

 50. Blumenthal and Clark 2001, p. 80 (citing personal communication with Jerome 

Saltzer). 

 51. Reed, Saltzer, and Clark 1998, p. 69. See also Saltzer, Reed, and Clark 1984, pp. 

282 – 283; Bradner 2006, p. 77. The latter two sources discuss what I call the narrow 

version of the end-to-end arguments. 

 52. One may wonder whether implementing such a function in the network may 

be justifi ed by the broad version itself. If implementing the function solely at the 

end points does not provide  “ effective ”  security in practice, one could argue that 

the function cannot be completely and correctly implemented at the end hosts 

alone. Under such an interpretation,  “ completely and correctly implemented ”  

would refer not only to technical correctness (the traditional interpretation), but 

would also refer to the effectiveness of the solution in practice. Broadening the 
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interpretation of  “ completely and correctly implemented ”  in this way, however, 

replaces a relatively clear criterion (the technical correctness of the solution) with 

a criterion that is open to debate. Such an interpretation may have unwanted side 

effects by broadening the range of functions that could be implemented in the 

network even in cases that are unrelated to security, and may create unnecessary 

debates about  “ effectiveness in practice. ”  In contrast, the solution advanced in the 

text (allowing deviations from the broad version case by case on the basis of a trade-

off) clearly shows that this decision requires a trade-off, and invites debate about 

the relevant question how this trade-off should be resolved. 

 53. Generally, and for one such attempt to reconcile the change from a network 

connecting a small number of users that trust each other to a global network con-

necting millions of users whose trustworthiness is often unclear with the end-to-end 

arguments, see Clark et al. 2003, pp. 6, 39 – 61, 71 – 74. 

 54. See my concluding chapter. See also Handley 2006 and Rosenberg 2008. 

 55. See Benkler 2006, pp. 129 – 355. The list in the text cites from a similar list by 

Benkler (ibid., p. 2).  

 56. This argument assumes that the lack of optimization does not make it impossi-

ble for some applications to use the network. This is exactly what the broad version 

tries to prevent by keeping the network general. Some scholars criticize the Internet 

Protocol for offering only  “ best effort ”  service and not guaranteeing bandwidth, 

jitter, or delay. As was discussed in box 4.3., this may create problems for applica-

tions that strictly require guaranteed bandwidth, jitter, or delay. To the extent that 

there is a problem (in the current Internet, real-time applications have been able to 

function without these guarantees), it does not result from a lack of optimization, 

though. Instead, it results from the fact that the service provided by the Internet 

layer may not be general enough, because there is a class of applications it cannot 

support. As we saw in chapter 3, the broad version of the end-to-end arguments 

does not generally prevent the provision of Quality of Service. Thus, insofar as there 

is a problem, it results from the way the broad version was applied; it is not a 

problem of the broad version of the end-to-end arguments as such. Finally, tech-

nologies that would enable the Internet to offer Quality of Service have been stan-

dardized by the Internet Engineering Task Force. As we saw in chapter 4, these 

technologies have been implemented by the vendors of routers and of operating 

systems for end hosts, but they have not been widely deployed in the operational 

Internet. Thus, the fact that the current operational Internet mostly does not offer 

Quality of Service is attributable to a lack of deployment, not to a lack of available 

Internet technology. 

 57. For a detailed analysis of the positive externalities of broadband infrastructure, 

see Atkinson 2007. 

 58. Wu 2006b. 
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 59. Anderson 2007. 

 60. O ’ Connell 2005; Maier 2008; Oates 2006. 

 61. On IMS, see Camarillo and Garcia-Martin 2008. On session control and charging 

in IMS, see Cuevas et al. 2006 and Camarillo and Garcia-Martin 2008. On IMS 

deployments, see Taylor and Hettick 2008 (on Verizon), Buckley 2007 (on AT & T), 

and Crane 2007 (on BT). 

 62. Cisco Systems 2006, p. 8. 

 63. Braden et al. 2000, pp. 6 – 9. 

 64. On asymmetric bandwidth, see the discussion of the broad version in chapter 

2 above. 

 65. On network-address translators and fi rewalls, see my concluding chapter. 

 66. On discriminatory bandwidth management, see chapter 6 above. 

 67. The defi nition of intertemporal bias in the text mirrors Read ’ s (2004, p. 425) 

defi nition of  “ intertemporal choice. ”  

 68. See Loewenstein and Prelec 1992; Frederick, Loewenstein, and O ’ Donoghue 

2002; Read 2004. 

 69. E.g., Read 2004, p. 431. 

 70. For an overview of the potential explanations, see Laverty 1996 and Marginson 

and McAulay 2007. 

 71. See Cuthbertson, Hayes, and Nitzsche 1997 and Bushee 2001. 

 Conclusion 

 1. Saltzer, Reed, and Clark 1981. The 1981 paper was a conference paper. A revised 

version of the paper was published in the  ACM Transactions on Computer Systems  as 

Saltzer, Reed, and Clark 1984. The later version is commonly cited as the paper that 

fi rst identifi ed and described the end-to-end arguments. 

 2. See Reed, Saltzer, and Clark 1998. 

 3. For a similar summary of the narrow version, see p. 387 of Peterson and Davie 

2007. 

 4. On this division (end hosts implement all layers, while IP routers typically imple-

ment only lower layers, up to and including the Internet layer), see Kurose and Ross 

2008, pp. 51 – 52. In practice, routers may implement higher layers to terminate 

routing protocols such as BGP or management protocols. 

 5. The forces behind the increasing pressure on the end-to-end design of the archi-

tecture of the Internet have been described by Blumenthal and Clark (2001). Most 
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subsequent literature summarizes Blumenthal ’ s and Clark ’ s analysis (see, for example, 

Kempf and Austein 2004, section 3; Yoo 2004, pp. 34 – 37). The problems resulting 

from the increasing number of architectural solutions that deviate from the original 

design principles of the Internet have also been covered by the IETF in a series of 

Requests for Comments. See, e.g., Kaat 2000; Carpenter 2000; Carpenter and Brim 

2002; Floyd 2002; Kempf and Austein 2004. See also Saltzer 1999; Reed 2000; Moors 

2002; Clark et al. 2002. 

 6. See Clark et al. 2002, p. 354. 

 7. As has been indicated above, the fact that parts of the application run on end 

hosts that are topologically in the core of the network and under the administrative 

ownership of third parties is irrelevant: the broad version only focuses on the func-

tional relationship between users and providers of communication services. See 

chapter 3 above. 

 8. See Sterbenz and Touch 2001, pp. 351 – 352. 

 9. The moves toward Web-based applications and cloud computing are examples 

of this trend. For an application of  “ end-to-end ”  reasoning to these issues, see 

Clark and Blumenthal 2007. See also Clark et al. 2003, pp. 47 – 61; Zittrain 2008, 

p. 167. 

 10. Zittrain 2008, pp. 167 – 168. 

 11. Clark and Blumenthal (2007) take a similar position. 

 12. Such devices are called  middleboxes . See Carpenter and Brim 2002. 

 13. See Kruse 1999, pp. 1 – 2; Blumenthal and Clark 2001, pp. 83 – 84. 

 14. On NATs, see Srisuresh and Holdrege 1999 and Srisuresh and Egevang 2001. 

 15. See Kruse 1999, section 2; Tanenbaum 2003, p. 448. 

 16. See Blumenthal and Clark 2001, p. 83. 

 17. Apart from the negative effect on innovation, the proliferation of middleboxes 

creates a number of other problems: for example, such devices may affect end-to-end 

data integrity, may prevent the use of end-to-end IPSec, or may require the mainte-

nance of state in the device, violating the principle of fate sharing and introducing 

single points of failure. See Kaat 2000; Carpenter 2000; Hain 2000; Carpenter and 

Brim 2002. IPSec (Internet Protocol Security) is a suite of protocols, standardized by 

the IETF, that provides various security services (such as encryption or authentifi ca-

tion) at the Internet layer. In end-to-end IPSec, IPSec is used between the endpoints 

of an IP connection. 

 18. On the problems for applications caused by NATs, see Hain 2000, Senie 2002, 

Holdrege and Srisuresh 2001, and Dutcher 2001. On the problems for applications 

caused by fi rewalls, see Freed 2000 and Cheswick, Bellovin, and Rubin 2003. 
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 19. In a way, NATs and fi rewalls that create the necessity to coordinate an innova-

tion with a large number of economic actors that produce or operate devices in the 

core of the network convert the Internet to an anticommons. In an anticommons, 

 “ multiple owners are each endowed with the right to exclude others from a scarce 

resource, and no one has an effective privilege of use. When too many owners hold 

such rights of exclusion, the resource is prone to underuse — a tragedy of the anti-

commons. ”  (Heller 1998, abstract) The concept of an anticommons has been devel-

oped by Heller (ibid.) and mirrors the concept of common property. On the tragedy 

of the commons, see Hardin 1968. On commons and anticommons, see Buchanan 

and Yoon 2000. 

 20. See Handley 2006 and Rosenberg 2008. 

 21. To work around the problem, an application that wants to use a new transport-

layer protocol can include an implementation of the transport-layer protocol as part 

of the application. As transport-layer protocols work best when they are imple-

mented as part of the operating system, this strategy often comes with a perfor-

mance penalty. 

 22. For more detailed discussions, see Gillett et al. 2001 and Zittrain 2008. See also 

note 118 to chapter 2 and accompanying text. 

 23. Benkler 2006, pp. 129 – 355. The list in my text cites from a similar list from 

p. 2 of the same work. 

 24. See Camarillo and Garcia-Martin 2008, pp. 6 – 8. 

 25. For an overview of the obstacles of developing applications in the traditional 

mobile Internet, see Wu 2007. 

 26. For a detailed analysis of Google ’ s motivations and for a history of Android, see 

Roth 2008. 

 27. Google 2007. 

 28. See Whitt and Faber 2008. Google had also asked for a fourth condition, which 

would have required a licensee of 700-MHz spectrum to allow third parties (such as 

Internet service providers) to interconnect at any technically feasible point in the 

wireless network of that licensee. 
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