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ABSTRACT

Biological wastewater treatment is an established technique to treat industrial and

municipal wastewater, which degrades pollutants through the actions of microorganisms.

The primary challenge with current biological wastewater treatment is the need for

external aeration or supply of O₂, which is required for the oxidation of organic matter

and nitrification processes. Oxygenic photogranulation (OPG) is an aeration-free

biological wastewater treatment in which dense photogranules are formed and

characterized by high settling velocities. However, the scale-up of OPG-based

wastewater treatment systems poses significant issues due to dynamic and complex

system variables, which have non-linear interactions, making troubleshooting an

expensive endeavour. To solve these issues, machine learning models are effective in

simulating the wastewater treatment process, as mechanistic models are computationally

expensive and interactions between input and output features are not well understood

because of non-linearity. This study investigates the two-stage feature selection method

to enhance the prediction performance of SVI30, an operational parameter that ensures

the settleability of biomass and minimizes the loss of photogranules. The two-stage

feature selection method identifies the relevant subset of input features to predict SVI30,

thus enhancing the accuracy and performance of machine learning models. The optimal

feature subsets generated by two-stage features are evaluated by four regression models:

decision tree, random forest, gradient boosting, and XGBoost. The performance

efficiency of all regression models is evaluated by an evaluation matrix. The regression

models with optimal subsets of features identified by two-stage feature selection

demonstrate a prediction efficiency of 85%. This research provides a comprehensive
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machine learning-based approach that can improve the predictability and control of

operational parameters for an efficient OPG wastewater process. Advanced feature

selection methods can significantly enhance the performance of machine learning

models in OPG-based systems, leading to more sustainable wastewater management

solutions.

Keywords: Machine Learning, Data-Driven Modelling, Feature Selection,

Oxygenated Photogranules, Sludge Volume Index, Wastewater treatment
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CHAPTER 1 : INTRODUCTION

1.1 Conventional Methods For Wastewater Treatment

The advancement in industrialization and urbanization has resulted in a substantial

increase in wastewater quantities. The treatment of wastewater has become a viable

solution at a global level to ensure public health and environmental protection as

wastewater contains organic matter, pathogens, nutrients, and toxic substances that can

contaminate receiving water bodies and may cause outbreaks of disease. Effective

wastewater treatment helps mitigate these challenges by eliminating these pollutants.

treating wastewater ensures the protection of ecosystems and public health by preventing

the discharge of pollutants into natural water resources. Biological wastewater treatment is

an established method to treat industrial and municipal wastewater, which degrades

pollutants through the actions of microorganisms as it is designed to degrade pollutants in

wastewater by the action of microorganisms and they utilize these pollutants as nutrients to

live and reproduce.

Conventional activated sludge process has been around for decades to treat sewage or

industrial wastewater. This widely used process faces sustainability issues due to some

associated challenges such as substantial energy demand. This process requires an aeration

tank where oxygen or air is injected into wastewater to remove carbonaceous pollutants.

Notably this external aeration consumes up to 60% of total energy in WWTPs [1] The

activated sludge itself does not involve direct GHG emissions but there is potential for

indirect GHG emissions if energy being utilized in the process generated from the fossil

fuel resources could be the contribution in the environment. Conventional AGS process

exhibits a lower sludge retention time poor settleability and poor contractibility which is a

significant drawback of traditional AGS systems [2] . Hence, there is a requirement for an

efficient wastewater treatment system that can sustainably address these challenges.
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1.2 Oxidation Photogranules for Wastewater Treatment

OPGs based wastewater treatment is a novel biotechnology, that emerged as an

attractive alternative to the activated sludge process. OPGs are bio-aggregates that comprise

of phototrophic microorganisms that surround heterotrophic bacteria in a dense, spherical

structure. They are produced from the transformation of activated sludge under an

illumination source during hydrostatic [3] or hydrodynamic cultivation environments [4] .

OPGs can leverage the photosynthetically produced oxygen to treat wastewater [5], [6]

which eliminates the need for mechanical energy required in aeration [6], [7]. The produced

biomass is also three times higher than the conventional activated sludge (CAS) system

because the photoautotrophic assimilation of CO2 potentially reduces the emission of

greenhouse gases than the activated sludge process [9]. Moreover, harvested OPG biomass

can be utilized as an organic-rich feedstock for a renewable energy resource [7].

These phototrophic granules have higher density and settleability than other types of

microbial biomass reducing the risk of biomass washout and enhancing the clarity of

effluent[11][12]. The process of dewatering and harvesting biomass is an energy-intensive

process, however, multiple factors aid in reduced energy requirements as increased density

and higher settling velocity reduce the energy input of harvesting biomass. furthermore, it

gives a high energy yield from biomass with a higher energy content [9] . Compact and

granular dense biomass typically exhibit a favorable sludge volume index (SVI) indicative

of good compaction, associated with parameters such as settling velocity, density, particle

size distribution, porosity, and permeability.

Despite OPG-based wastewater treatment being promising at the laboratory scale, the

attempts to scale up this technology have raised lots of issues including loss of granular

biomass, decline in treatment performance, and subsequent loss of reactor functionality [9].

Photogranule, the core component of the OPG-based wastewater treatment process, need to

maintain their structural integrity and settling properties for efficient wastewater treatment

and biomass handling. Various studies have been conducted to determine the factors
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responsible for the promotion of photo granulation including mixing speed [13], hydraulic

retention time (HRT) [14], EPS production [15], [16], seeding density [17], light intensity

and Iron [18] . The sludge volume index (SVI) is a critical parameter determining biomass

settleability and overall biological WWT system performance [19] . While SVI has been

determined in early OPG studies, its detailed relationship with other operational and

treatment parameters has not been extensively covered yet, presenting a gap in OPG

literature.

An effective understanding of the dynamic relationship between SVI and OPG system

parameters warrants a shift from traditional mechanistic models to data-driven techniques.

This is because the OPG-based wastewater treatment process involves dynamic interactions

between microorganisms and influent wastewater conditions and mechanistic models are

often ineffective in predicting and optimizing complex processes [20], [21]. Moreover, the

development of non-linear models to justify this level of interaction requires extensive

experimental work which can be costly and time-consuming [22] In contrast, data-driven

models leverage computational algorithms to identify patterns, correlations, and trends

within datasets [23], [24]. These models can estimate the nonlinear dynamics between input

and target variables without requiring a comprehensive understanding of the physical and

chemical mechanisms of the process [25], [26].

In this thesis, the application of machine learning models to simulate an opg-based

bioreactor to treat wastewater is investigated to predict the settling characteristic of biomass

(SVI30) by using different regression algorithms including decision trees, random forests,

gradient boosting, and XGBoost. The advanced two-stage feature selection method is

developed to find the subset of features which are important to predict SVI30. For the OPG

reactor modelling dataset of lab scale is used.

1.3 Research Objectives

This thesis aimed to simulate the OPG-based wastewater treatment system using

Machine Learning algorithms and Machine Learning models developed using a small

dataset.
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• To gather, prepare, and select relevant features of secondary data of OPG

wastewater treatment system.

• Apply the acquired dataset to develop AI-model for performance prediction and

diagnosis of the OPG system.

• To develop a comprehensive predictive model by utilising the acquired dataset to

accurately forecast biomass's settling characteristics, the Sludge Volume Index at 30

minutes (SVI30).

• Implement a two-stage feature selection (FS) method to identify the optimal

combination of features for each regression model.

1.4 Problem Statement

• Fine-tuning of parameters through experiments is time-consuming and needs

resources, modern AI-based diagnostic tool for the development of the OPG WWT

system and performance prediction may solve the issue.

The arrangement of this thesis is as follows: Section 2 presents the literature review,

In Section 3 explains the proposed methodology for data-driven modelling of OPG

reactor for wastewater treatment. Section 4 presents results and related discussion for

the implementation of machine learning models for OPG reactor. Section 5 is a

concluding remark about this study and then future recommendations



5

CHAPTER 2 : LITERATURE REVIEW

2.1 Mechanistic Modelling of Wastewater Treatment

To meet waste treatment discharge criteria, it is critical to regulate and optimize

wastewater treatment process variables [24]. The dynamics of wastewater reactors are non-

linear and complex because of the interaction between the process variables and variation

in terms of composition, concentration, and flow rate of influent wastewater treatment

plants [25] . With the advent of Activated Sludge Models (ASM) models wastewater

modelling gained significant importance in 1980. These kinetic models are based on the

first principle, which is the differential equations that mathematically describe various

biological processes occurring in wastewater treatment reactors. However, controlling the

biological wastewater treatment process based on Kinetic models is difficult because of

frequent calibration and validation. The mathematical modelling of wastewater treatment

comprised of differential equations is challenging due to a large number of control

parameters[26]. For reliable control and optimisation of the process, accurate modelling of

key parameters is required. Modelling of complex and dynamic systems is computationally

challenging as solving mathematical equations often requires optimisation algorithms and

high-performance computing for the simulation and design of processes [27].

2.2 Data-driven models for wastewater treatment methods

In contrast to mechanistic models based on physical and chemical principles, data-

driven models, particularly machine learning approaches, present a paradigm shift by

leveraging computational algorithms to identify patterns, correlations, and trends within

datasets[23], [24]. Machine learning models estimate the nonlinear dynamics between input

and target variables without requiring a comprehensive understanding of the physical and

chemical mechanism of the process.[31], [32]. Physical models are better for understanding

factors that affect the process performance, kinetics, and conversion rates of the process but

machine learning models are an excellent tool kit for predicting the reactor

performance[33], [34], and optimization of a process[35]. These models overcome the need



6

for time-consuming experiments and continuous re-calibration of physical models as they

are adaptive enabling them to consistently acquire and extract information from newly

collected data as the process continues [36].

ML-based models exceptionally the ability to learn the complex nonlinear relationships

and dynamics of biological wastewater treatment. therefore, ML-based technologies can

predict the water quality [28] . Ensemble machine learning models are employed to predict

the level of COD, TDS and BOD5 of effluent wastewater using seven inputs. An Ensemble

Machine learning model has been built to predict the performance of an activated granule

sludge reactor. The developed model successfully predicts the SVI30, SVI5, effluent COD,

granular size, MLSS, MLVSS, NH4-N, and PO43− and achieves performance accuracy

with average MAE, RMSE, and R-square of 3.7%, 0.032% and 95.7% respectively [29] .

The ANN-based model has been developed to forecast the removal of Chemical Oxygen

Demand at three different temperatures (30, 40, and 50 degrees Celsius) by using

experimental data and the model achieved the R-square values of 91%, 91%, and 89.6% at

their respective temperatures [30] . ANN and SVR models are developed to compare to

predict the ammonia and total nitrogen levels in effluent. The performance of the SVR

model surpassed the ANN demonstrating R-squared for NH3 being 90% and 80.5%,

respectively, and for (T-N)99.5% and 95.7%, respectively [31] . Aside from performance

prediction, machine learning models are employed to adjust the operating parameters of

wastewater treatment to enhance the effluent quality[32]. A hybrid machine learning model

is developed for the identification of optimal setpoints of controllers to enhance the

performance of wastewater treatment plants under fluctuating influent conditions[33]

2.3 Importance of Feature Selection in machine learning models

Addressing the significance of machine learning models in wastewater treatment, the

emphasis shifts to the challenge provided by high dimensional data sets, highlighting the

need for feature selection for optimal model performance. Conventionally, an extensive

data set is required to train machine learning models. These high-dimensional data sets may

contain non-informative, duplicate, or redundant features, posing a challenge for learning
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algorithms and increasing the model complexity. It is important to reduce the model

complexity by removing irrelevant and redundant features. The process of feature selection

is employed to reduce the dimensions of data which decreases the complexity and training

time of the model. In the high dimensional data set, selecting the suitable subset is difficult

as search space expands exponentially when the number of features increases [34], [35] .

Selecting suitable features could enhance the prediction accuracy of total nitrogen (TN) in

wastewater treatment processes by up to 20% [36]. Three different machine learning (ML)

based models are developed to predict and identification of key factors that affect the

performance of a ZVI-based anaerobic digestion reactor without time-consuming

experiments and calculations [37] . A machine learning model is developed to predict the

production of sewage sludge with increased Prediction accuracy of up to 40% by using

selected features obtained via mutual information and a co-relation matrix [38] . Sludge

bulking negatively affects the biomass settling and causes operational challenges in

wastewater treatment. Feature importance methods help to identify process operating

variables that control the sludge bulking[39] . Wastewater treatment is an energy-intensive

process. Random forest and XGBoost Feature selection methods are applied to understand

factors that affect energy consumption [40] . Feature selection significantly improves the

performance of machine learning models by strategically identifying and selecting

important features while removing the irrelevant features which makes the machine

learning model interpretable and explainable. This process reduces the model complexity,

leading to faster training and minimizing the use of computational resources.

2.4 Machine Learning Modelling of OPG Reactor

The Oxygenic photo granules-based wastewater treatment technology is relatively new,

and the machine learning modelling approach is not readily available in the literature as

compared to established methods using activated sludge technology and aerobic granular

sludge. To understand the process dynamics of OPG reactors, Kinetic models are suitable

to explain the complexity and behaviors of biological reactions however they lack

generalization. Kinetic models need re-calibration for different types of reactors,

environmental conditions and types of wastewater as these kinetic parameters are not
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transferable to another set of conditions that are obtained from specific conditions. This

requires a new design of experiments and accurate estimation of parameters reflecting new

conditions which are both time-consuming and costly. Therefore, this requires the need for

another type of modelling approach.

This raises the need to develop a generalized and adaptive model that can stimulate the

OPG-based wastewater treatment process. Data-driven models are good alternatives to the

mathematical modelling approach as machine learning models learn and mimic the

behaviour of a reactor or system by analyzing historical trends and using them to forecast

future scenarios. Machine learning algorithms are adaptable and generalized because of

their ability to update as new data is available continuously. This ongoing learning process

of predictive algorithms allows them to maintain their relevance and accuracy as

operational conditions change. Leveraging machine learning models reduces the need for

time-consuming and costly experimentation while enhancing overall system performance.
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CHAPTER 3 : METHODOLOGY

3.1 Secondary Data on Reactor Operation and Sample Analysis

To develop our ML models, the secondary dataset was obtained from a previously

reported OPG-based wastewater treatment study by Gikonyo et al [50]. In brief, this study

produced OPGs using 4x diluted activated sludge during eight days of inoculation under

illuminated (150–210 μmol/m²-s), hydrodynamic (30 rpm) conditions. The produced

biomass was harvested and sieved to obtain OPGs having a size greater than 200 μm. These

OPGs were inoculated as seed in a 120 L reactor having primary wastewater effluent and

overhead illumination of 413 ± 53 μmol/m2-s at the water's surface. The authors analyzed

influent and effluent samples for soluble chemical oxygen demand (sCOD), total chemical

oxygen demand (tCOD), total suspended solids (TSS), and volatile suspended solids (VSS)

at regular time intervals for over one year. SVI, solid retention time (SRT), and HRT were

also calculated and monitored during this period. This study utilized the Reactor 1 (R1)

dataset to develop an ML model for SVI prediction.

3.2 Implementation Of Machine Learning

Implementing machine learning is a multi-step systematic approach that includes data

collection and preprocessing, learning, and evaluation of machine learning models. After

data collection, there is preprocessing of data that provides for structuring and transforming

raw data into a format suitable for machine learning models, including FS models,

appropriate machine learning models are developed by using selected features, fine-tuning

the models, and finally, the model performance is evaluated quantitatively.

3.3 Data Preprocessing and Imputation of Missing Values

The presence of missing values is an inevitable problem in real-time data collection due

to sensors failing to record data or human error during data entry. Improper Handling of a

missing value leads to inaccuracy in model performance and analysis. In this study, K-

nearest neighbors (KNN) imputer is employed to handle the missing values as it preserves
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the original data structure because missing values are imputed by taking the weighted

average of neighboring values which avoids distortion of data distribution [51], [52].

3.3.1 KNN imputer

It is a supervised machine learning algorithm to impute missing values and has

parameter k which needs to be tuned to predict more accurate results. It improves the

accuracy of the dataset as it fills the missing values based on the weighted average of

neighbouring values. While imputation, a higher value of K, will assign more weight to the

neighbours of data points and a lower value of K will give less weight to the neighbours of

the data points. this means for the higher value of k, the greater number of nearby points

have a high impact on the imputing values and for the lower value of K, few data points

influence the imputed values. It preserves the structure of the dataset by maintaining the

distribution and relationship of data. KNN imputation is sensitive to the value of K, as the

inappropriate value of k either leads to too generalized or overfitting.

The presence of irrelevant features in datasets increases computational time and

decreases the performance efficiency of the regressor or classifier. In this study, before

imputation, redundant and less correlated features with the target variable SVI30 were

removed by using the Pearson correlation coefficient. Originally, datasets contained 42

input features and one target variable. Eliminating features that are highly correlated with

the input variable will reduce the multicollinearity issue and features that have less impact

on the target variable are dropped. The remaining 32 features given in Table 3.1 have no

redundant features and low-impact features with the target variable. The KNN imputer is

then employed for imputation. A similar methodology has been applied in previous study

[53]. This approach reduces biases towards the uncorrelated feature and selects only those

features related to the target variable before estimating missing values.
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Table 3.1 Statistical Properties of Dataset

Features Min Mean Max

Oper. Day (operation day)

INF VSS/TSS (influent) 0.47 0.85 1

Influent Tcod 73 190.07 460.7

HRT 0.25 0.71 1

Settler Volume 0.25 0.56 1

upflow velocity 10.07 16.61 40.28

Light 120.31 542.96 1483.13

Cycle 11.49 268.18 960

Waste 0 0.97 6.2

SRT 0.44 7.35 31

MLSS (Mixed Liquor Suspended

Solids)

80 702.94 1756.67

VSS 80 525.4 1200

VSS/TSS 0.45 0.78 1

F/M (food to microorganism ratio) 0 0.14 1.17

Yield 0 0.18 2.42
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Total Mass (g) 0 82.86 210.8

EFF VSS/TSS (EFF=effluent) 0.52 0.83 1

EFF2 TSS (EFF2=effluent 2) 0 30.35 93.3

EFF2 VSS 0 25.6 93.3

EFF2 VSS/TSS 0 0.7 1

Settled volume (ml) 5min 1 80.53 210

Settled volume (ml) 30min 1 58.11 130

SVI 5 mg 36.76 282.88 3683.54

Effluent sCOD 5.7 34.24 115.2

Removal 0 0.44 0.94

sVSS (g) (Settleable Volatile

Suspended Solids)

-66.6 0.31 84.4

eVSS (g) (Effluent Volatile

Suspended Solids)

0 47.36 248.6

Biomass Waste 0 1.58 14.32

Biomass Produced (g) -66 49.49 192.27

Cum Biomass (Cum=cumulative) 0 2318.65 5346.79

tCOD (g) Consumed -12.99 96.45 494.93

Cum COD 0 4625.53 10337.54
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3.4 Feature Selection

Feature selection improves the regressor or classifier performance by selecting those

attributes which are important to the target variable while leaving out the redundant

attributes, it also reduces the computational cost of the learning algorithm. This is an

essential goal of the FS process, retaining the groups of variables which adequately

describe the target and avoiding the risk of overfitting. FS mainly consist of two key steps,

first generating the subset of features and then evaluating the subset of features [54] . This

process enhances model accuracy by identifying the important features to predict the target

and which input variables contribute to the target variable based on ranking and quantifying

feature importance.

FS is categorized into three groups (1) filter method (2) wrapper method (3) embedded

method. The filter method is based on univariant feature selection, it ranks the feature and

selects the top-ranked feature. It is a statistical method that does not depend on the learning

model. Information Gain, Pearson correlation, and chi-square are the types of filter methods.

Filter methods assume features are independent and do not consider interaction between

features. It only captures the linear relationship and does not capture the nonlinearity

between the input and target variables. The wrapper methods determine the importance of

features and require an algorithm to evaluate the machine learning model performance

towards all possible combinations of features. Backward selection, forward selection, and

recursive FS are the types of wrapper methods. The Embedded method is a model-based FS

and strikes a balance between computational efficiency and model base evaluation by

combining filter and wrapper methods. In this method, FS is integrated into a Machine

Learning algorithm. In the training step, the machine learning model determines the

importance of each feature and selects the features that provide the best performance [43].

3.5 Model Development and Hyperparameter Selection

After the FS process, Decision Trees, Random Forest, Gradient Boosting, and XGBoost

machine learning models were developed for each subset of features. The dataset was split

into training and test sets using an 80:20 ratio. Hyperparameter tuning was then performed
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to optimize the regression models, aiming to strike a balance between model complexity

and generalization while enhancing performance and accuracy on unseen data. This step

was crucial in the development and optimization of model performance. In this study,

hyperparameters were manually adjusted to find the optimal combination that improves the

efficiency and effectiveness of the models. The suitable hyperparameters for each

regression model are presented in Table 4.1.

3.6 Machine Learning Models

3.6.1 Decision tree

A supervised learning algorithm for both regression and classification tasks and

prediction of target variables by learning simple decision rules deduced from the data

attributes or features. It creates a hierarchical tree structure and the criteria for splitting

datasets based on MSE and MAE. The tree structure comprises internal nodes, which

represent a test on features; its branches depict the outcome of that test dataset; and at the

leaf node, there is no further data splitting, and it gives the final decision. The entire dataset

is recursively split, starting from root nodes and continuing until terminating specifications

are achieved, including the maximum depth of the tree and the minimum samples per leaf.

The decision tree provides an intuitive way to interpret the non-linearity between target and

feature attributes.

3.6.2 Random Forest

It is an ensemble machine learning method as it developed multiple trees, each tree

independently trains on a random subset of data and attributes and merges the output of

each regression tree by taking the average. In contrast to the decision tree, a random forest

built with multiple trees during the training of data, the prediction of each tree is aggregated

by taking the mean output of individuals which improves the performance and accuracy of

a regression model. Each tree in the forest is built from a random sample of data called

bootstrapping. This randomness ensures the training of individual diverse trees on different

subsets of data which reduce the correlation between trees and are less likely to overfit as

decision trees. Ensemble learning works by combining the output of multiple trees thus
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leveraging the robustness, enhancing prediction accuracy and handling large amounts of

non-linear datasets with high dimensions. However, it is computationally expensive

because there are several parameters which need to be tuned carefully such as minimum

samples per leaf, number of trees and their depth.

3.6.3 Extreme Gradient Boosting

An advanced machine learning algorithm used for solving the regression problem,

renowned for its performance and speed is extreme gradient boosting regression. To

increase overall prediction accuracy and speed performance, ensemble learning uses

multiple base learners. This algorithm starts with the initial prediction and recursively adds

trees for the residual prediction. The final prediction made by the algorithm based on the

combined prediction of each subsequent tree focuses on the error made by its previous tree.

The primary factor of XGBoost encompasses gradient boosting, which enhances the loss

function through iteratively incorporating models that minimize residual errors, along with

regularization methods that nullify overfitting by penalizing model complexity. This

methodology utilizes decision trees and gradient descent optimization in a combined form

to construct a robust and effective predictive model. XGBoost is distinguished by its

scalability, ability to handle sparse data, and support for parallel processing, leading to

superior speed and efficiency in comparison to other boosting algorithms. Nonetheless,

achieving optimal performance with XGBoost necessitates meticulous tuning of

hyperparameters including the learning rate, maximum tree depth, number of estimators,

and regularization terms.

3.6.4 Gradient Boosting

Gradient Boosting Regression (GBR) is a robust machine learning technique utilized

for regression purposes. It builds models by sequentially incorporating weak learners,

usually, decision trees, to rectify the errors of the prior models. Each succeeding tree is

adapted to the residuals of the combined earlier trees, focusing on sections where the model

is performing inadequately. Key elements of GBR comprise weak learners, additive

modelling, a learning rate controlling the contribution of each tree, a loss function for
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evaluating prediction precision, and regularization methods for combating overfitting.

Although GBR exhibits elevated predictive accuracy and versatility in handling various

data formats, fine-tuning of hyperparameters such as the number of trees, tree depth, and

the learning rate is necessary to prevent overfitting.

3.7 Model Evaluation

Model evaluation quantifies the quality and performance of the Machine Learning

model. The evaluation metrics are used to quantitatively measure the effectiveness of the

machine learning Model and help to determine the model's ability to predict unseen data

accurately [55] . The performance of machine learning models was assessed by comparing

the actual and predicted values of SVI30. The metrics used to evaluate the performance of

the proposed machine learning models include root mean squared error (RMSE), mean

absolute error (MAE), and R-squared error, which are commonly employed in regression

analysis. Both RMSE and MAE were used to measure the proximity between the predicted

and actual values of SVI30. R-squared was employed to assess the strength and goodness

of fit for different regression models.

MAE= 1
n

​ i=1
n ​ ∣yᵢ — ŷᵢ​ ∣� (3.1)

RMSE = 1
n i=1

n (yᵢ — ŷᵢ)� 2 (3.2)

R-squared = 1 − yᵢ — ŷᵢ 2�
( yᵢ −ȳ))� 2

(3.3)

where i = 1, 2, ...n = number of observations, yᵢ = actual value, ŷᵢ= predicted value

To achieve the aim of this thesis to predict biomass settling characteristics, several

machine learning models were employed, including decision trees, random forests, gradient
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boosting, and XGBoost. After the preprocessing of the dataset, a two-stage feature selection

process was implemented to find the optimal combination of features for the regression

models. The resulting models were able to predict biomass characteristics SVI30, of

oxygenated photo granules inside the reactor as it indicated the compactness and

settleability of granules. ML regression models using decision trees, random forests,

gradient boosting, and extreme gradient boosting, compared the effects of different

combinations of features generated from two-stage feature selection to predict the SVI30 and

find the best combination of feature and model to predict SVI30. Figure 3.2 represents the

steps which are followed in the development of the Machine Learning model for OPG

wastewater treatment reactor

Figure 3.1: Machine learning model development steps for OPG
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CHAPTER 4 : RESULTS AND DISCUSSION

4.1 KNN Imputation

After KNN imputation, imputed values are visualized by line graphs by comparing

original and imputed values as ground truth is not present. The evaluation of the imputation

method is challenging because there is no definite correct value present to which imputed

values are compared. Figure 4.1 represents the line graphs of values before and after

imputation. Visual analysis represents imputed values of variables aligned with the pattern

and follows the trend of the dataset.

4.2 Two-stage Feature Selection

After handling the missing values using the KNN imputer, the two-stage FS approach

was employed, to systematically reduce the dimensionality of the feature space. In the two-

stage FS method, the initial subset of features is reduced in stage 1, and in stage 2

preselected feature subset is further refined by evaluating the remaining features [56]. Four

FS methods independently preselected significant input features. These methods include

embedded methods using Random Forest and Decision Tree, SelectKBest, and recursive FS

using XGBoost. Each of these methods preselected the top 7 feature subsets. Following the

preselection of features in stage 1, Recursive Feature Elimination was employed on each

subset of first-stage features to retain the optimal combination of input variables for

predicting the target variable.

4.3 1st Stage Feature Selection

FS served to reduce multicollinearity between input features, eliminate parameters that

impaired the model performance, and identify relevant input parameters effective in

predicting the SVI30. 1st stage FS methods generate different subsets of features that

predominantly influenced the target variable are given in Table 4.1.
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Figure 4.1: Imputation graph before and after
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Table 4.1: Summary of Subsets Generated from 1st Stage and 2nd Stage Feature Selection

Feature selection
method

Selected Subsets after 1st stage

Embedded method
(random forest)

Oper. Day, Settled volume (ml) 5min, Settled volume (ml) 30min,
SVI 5 mg, Cum Biomass, Cum COD

Embedded method
(decision tree)

Oper. Day, HRT, Settled volume (ml) 30min, SVI 5 mg, Cum
Biomass, Influent tCOD, Total Mass (g)

SelectKBest
(f_regression)

MLSS, VSS, VSS/TSS, Total Mass (g), Settled volume (ml) 30min,
SVI 5 mg, Biomass Waste

Recursive feature
selection (xgboost)

Oper. Day, HRT, VSS/TSS, Settled volume (ml) 5min, Settled
volume (ml) 30min, SVI 5 mg

Subsets selected by 2nd stage feature selection

Embedded method
(random forest)

Settled volume (ml) 5min, Settled volume (ml) 30min, SVI 5 mg,
Cum COD

Embedded method
(decision tree)

Oper. Day, HRT, Settled volume (ml) 30min, SVI 5 mg, Cum
Biomass

selectKMethod
(f_regression)

MLSS, VSS, Settled volume (ml) 30min, SVI 5 mg

Recursive feature
selection
(XGBoost)

Oper. Day, HRT, Settled volume (ml) 30min, SVI 5 mg
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Figure 4.2 illustrates the important features identified through various FS methods.

Feature importance analysis highlights the relationship between input features and SVI30.

Feature importance plots depicting the influence of each feature on the predictive

performance of the Machine Learning model. Feature importance values of each feature

were different for different FS methods, resulting in different feature importance rankings.

Features with higher importance values have more impact in predicting the target variable

and model performance than features with lower importance values. In both decision tree

FS and random forest feature selection, SVI5 exhibits the highest feature importance as

shown in Figure 4.2 (a) &(b). Conversely, in the SelectKBest FS method settled volume

(ml) 5 min has maximum feature importance as shown in Figure 4.2 (c), while HRT

emerged as the most influential feature in recursive FS using XGBoost as shown in

Figure 4.2 (d).

Figure 4.2: Feature Importance Plots of (a) Decision Tree, (b) Random Forest, (c)

SelectKBest, and (d) XGBoost
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4.4 Model Development

The decision tree, random forest, gradient boosting, and XGBoost regression models

were employed to predict the SVI30, and all regression models were trained by using the

1st stage-selected input feature present in Table 4.1. Four models were developed for

each subset of the features. Each model is trained using the training data set and adjusting

the parameters of the model to optimize their performance as outlined in Table 4.2. For

the SelectKBest method, the top seven features (k=7) were selected to predict SVI30, as

further increases or decreases in k values did not yield satisfactory performance.

Similarly, for recursive FS using XGBoost, the top seven features were chosen for model

development. Model performance was further evaluated by iteratively removing features

to identify the best-performing set of input parameters for predicting SVI30. Notably, the

performance of models developed using recursive FS based on XGBoost improved upon

the removal of the eVSS feature, suggesting its insignificance in predicting SVI30.

Models were also developed using input parameters selected by embedded methods

based on decision trees and random forests, with a threshold of 0.03 and 0.05,

respectively, chosen for identifying relevant features. The top seven features, as

determined by random forest, were selected as important features. It was observed that

adding eVSS decreased model performance, indicating its lack of significance in

predicting SVI30.

Table 4.2: Hyperparameters for The Regression Models

Feature Selection
method

Model Parameters

Embedded method

(random forest)

Decision tree max_depth=6, min_samples_split=4,

min_samples_leaf=2, random_state=38

Random forest max_depth= 10,random_state=38

Gradient boosting n_estimators=160, learning_rate =

0.1,random_state=38

XGBoost learning_rate=0.08,random_state=38
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Embedded method

(decision tree)

Decision tree max_depth=6, min_samples_split=4,

min_samples_leaf=2, random_state=38

Random forest max_depth= 10,random_state=38

Gradient boosting learning_rate=0.1, max_depth=3,

n_estimators=150,random_state=38

XGBoost learning_rate=0.07,random_state=38

selectKBest

(f_regression)

Decision tree max_depth=6, min_samples_split=3,

min_samples_leaf=2, random_state=37

Random forest n_estimators=50,random_state=38

Gradient boosting random_state=37

XGBoost learning_rate=0.07,random_state=42

Recursive feature

selection

(XGBoost)

Decision tree max_depth=8, min_samples_split=3,

min_samples_leaf=2, random_state=37

Random forest max_depth=6, n_estimators=100 ,

random_state=38

Gradient boosting n_estimators=160, learning_rate =

0.1,random_state=37

XGBoost learning_rate=0.08,random_state=42

4.5 Model Performance

The evaluation of all four regression models for each subset of features identified by

the first-stage FS method was conducted using various statistical indicators such as

RMSE, MAE, and R-squared, as presented in Table 4.3.
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Table 4.3: Evaluation Matrix for Each Regression Model

Feature
Selection
Method

Machine
Learning
Model

Train Test

RMSE MAE R2 RMSE MAE R2

Em
be
dd
ed

m
et
ho
d
(R
an
do
m
Fo
re
st
)

Decision tree 19.4382 9.3631 0.9607 17.3780 10.7579 0.8469

Random Forest 19.2832 7.1877 0.9614 24.2652 15.1888 0.7016

Gradient
boosting

1.1587 0.8952 0.9998 28.5139 17.6095 0.5879

XGBoost 1.2662 0.6125 0.9999 27.8019 15.3011 0.6083

Em
be
dd
ed

m
et
ho
d
(d
ec
is
io
n
tre
e)

Decision tree 17.2706 7.7974 0.9690 17.0632 10.1918 0.8524

Random Forest 19.7054 8.9734 0.9596 26.7277 16.7729 0.6379

Gradient
boosting

1.5947 1.2349 0.9997 19.6422 14.6249 0.8045

XGBoost 2.0614 0.9692 0.9996 24.1310 14.3198 0.7049

Se
le
ct
K
B
es
t

(f_
re
gr
es
si
on
) Decision tree 0.9607 19.4363 0.8846 18.5870 12.3352 0.8249

Random Forest 25.4423 10.3421 0.9327 24.6873 15.2641 0.6911
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Gradient
boosting

3.1736 2.5280 0.9990 19.7692 13.5815 0.8019

XGBoost 2.0668 0.9459 0.9996 35.5989 19.0229 0.3577

R
ec
ur
si
ve

fe
at
ur
e
se
le
ct
io
n

(X
G
B
oo
st
)

Decision tree 17.4213 7.7871 0.9685 17.0947 10.9581 0.8519

Random Forest 21.7703 9.7675 0.9507 21.1447 14.2935 0.7734

Gradient
boosting

1.3898 1.1115 0.9998 26.1534 15.6148 0.6533

XGBoost 1.4993 0.9350 0.9998 33.5361 18.2037 0.4300

All the developed algorithms were validated using an evaluation dataset that was

isolated from the training data before the development of regression models. It was found

that for each feature subset generated by 1st stage FS method, the decision tree provides

the best performance among all regression models in terms of R-squared. However,

gradient boosting demonstrated superior performance in terms of R-squared for 1st stage

FS obtained from an embedded method based on the decision tree and SelectKBest

method. The performance of gradient boosting declined for feature selections obtained

from the embedded method based on random forests and recursive FS based on XGBoost,

indicating potential overfitting issues. Subsequently, random forest outperformed

gradient boosting for feature subsets generated from the recursive FS (XGBoost) method

but showed lower performance for features obtained from the embedded method

(decision tree), suggesting overfitting. Furthermore, XGBoost was inefficient in

predicting SVI30 for the subsets of 1st stage features obtained from the Embedded method

(random forest), SelectKBest, and recursive FS (XGBoost) as their R-squared value

indicates the inadequacy of the algorithm as it overly fits training data and performance

decreased on the testing dataset.
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4.6 2nd Stage Feature Selection

After the preselection of input variables in the 1st stage of feature selection,

Recursive Feature Elimination was employed to find the relevant features to predict the

SVI30. This 2nd stage FS process yielded a reliable set of features for developing

regression models to predict SVI30.

The Recursive Feature Elimination method initiated with features selected in 1st stage

and iteratively deleted the feature that has less impact on predicting the SVI30 generating

the subset of features that have maximum predictive accuracy. The best possible

combination of features after Recursive Feature Elimination for each subset of 1st stage

FS is given in Table 4.1. Recursive Feature Elimination is a deterministic approach that

systematically refines the feature set by removing less important features, ultimately

generating an optimal subset that enhances model performance. Following the

preselection of features in the first stage, four base models were developed for each

preselected subset, incorporating all candidate features. This resulted in the development

of 16 base models for the four preselect subsets. All base models were developed with all

preselect subsets. Features were iteratively removed, and model performance was

evaluated by comparing it with the base model.

4.6.1 Recursive feature elimination of features

In the case of the decision tree embedded FS method, the decision tree regression

model exhibited the best performance among all regression models by utilizing all seven

features listed in Table 4.4 and represented in Figure 4.3. However, when the feature

Influent tCOD was removed, the R-squared value of XGBoost substantially declined to a

negative number. Conversely, there was a slight improvement in the model performance

of random forest, decision tree, and gradient boosting. Upon further removal of the Total

Mass (g) feature, the performance of XGBoost improved to a positive R-squared value,

while the performance of the decision tree remained the same. Gradient boosting

performance also improved, while random forest performance slightly decreased.

Removing the Cum Biomass feature resulted in a slight decrease in the performance of
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each model. Subsequent feature removal steps led to a decline in the performance of each

model.

For the case of the random forest embedded FS method, the performance of the

decision tree was best among all regression models by selecting all 6 features which were

given in Table 4.4 is represented by Figure 4.3. Performance of the decision tree model

for up to 3 feature elimination remains unchanged, for 3 subsets of features performance

slightly decreased and with further elimination of features performance of the model

decreased. For random forest, the performance of the model slightly decreased by up to 3

feature elimination. Further removal of features decreased the performance of the model.

With feature SVI 5 mg, random forest performed well as compared to other regression

models. The performance of the gradient boosting model improved by eliminating the

two features. For the XGBoost, the performance of the model increased by eliminating up

to 4 features. Further elimination of features degraded the performance.

For the case of SelectKBest, the performance of the decision tree and gradient

boosting was relatively high in terms of R-squared valued by selecting all the 7 features

which are given in Table 4.4 represented in Figure 4.3. The performance of both the

decision tree model and gradient boosting remained approximately consistent even after

feature elimination. However, the performance of both models degrades after 3 subsets of

features. There was a slight change in the Performance of random forest by feature

elimination. However, the XGBoost model didn’t perform well as compared to other

regression models. There was no improvement in its performance with feature

elimination, except for a slight improvement observed for the subset of two features.

For the case of embedded XGBoost feature selection, the decision tree demonstrated

relatively high performance in terms of R-squared value by selecting all 6 features which

were given in Table 4.4 and represented by Figure 4.3. Its performance remains

approximately consistent even after feature elimination of up to 3 subsets of features.

However, further elimination of features degraded its performance. Performance of

random forest decline with feature elimination. On the other hand, The performance of

both gradient boosting and XGBoost improves by feature elimination of up to 3 subsets
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of features. However, further elimination of features degraded the performance of both

models.

Figure 4.3: Effect on Performance of Machine Learning Models by Recursive Feature

Elimination Approach is Presented through R2 Values for Different Methods (a)

Decision Tree, (b) Random Forest, (c) SelectKBest, and (d) XGBoost.
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Table 4.4: Feature Subsets after Recursive Feature Elimination

No of features Embedded Method (Decision Tree)

7 Oper. Day, HRT, Settled volume (ml) 30min, SVI 5 mg, Cum Biomass,
Influent tCOD, Total Mass (g)

6 Oper. Day, HRT, Settled volume (ml) 30min, SVI 5 mg, Cum Biomass, Total
Mass (g)

5 Oper. Day, HRT, Settled volume (ml) 30min, SVI 5 mg, Cum Biomass,

4 HRT, Settled volume (ml) 30min, SVI 5 mg, Cum Biomass

3 HRT, Settled volume (ml) 30min, SVI 5 mg

2 Settled volume (ml) 30min, SVI 5 mg

1 SVI 5 mg

Embedded Method (Random Forest)

6 Oper. Day, settled volume (ml) 5min, Settled volume (ml) 30min, SVI 5 mg,
Cum Biomass, Cum COD

5 Settled volume (ml) 5min, Settled volume (ml) 30min, SVI 5 mg, Cum
Biomass, Cum COD

4 Settled volume (ml) 5min, Settled volume (ml) 30min, SVI 5 mg, Cum COD

3 Settled volume (ml) 5min, SVI 5 mg, Cum COD

2 Settled volume (ml) 5min, SVI 5 mg

1 SVI 5 mg

SelectKBest (f_regression)

7 MLSS, VSS, VSS/TSS, Total Mass (g), Settled volume (ml) 30min, SVI 5 mg,
Biomass Waste
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6 MLSS, VSS, Total Mass (g), Settled volume (ml) 30min, SVI 5 mg, Biomass
Waste

5 MLSS, VSS, Settled volume (ml) 30min, SVI 5 mg, Biomass Waste

4 MLSS, VSS, Settled volume (ml) 30min, SVI 5 mg,

3 MLSS, Settled volume (ml) 30min, SVI 5 mg,

2 Settled volume (ml) 30min, SVI 5 mg,

1 SVI 5 mg

Recursive Feature Selection (Xgboost)

6 Oper. Day, HRT, VSS/TSS, Settled volume (ml) 5min, Settled volume (ml)
30min, SVI 5 mg

5 Oper. Day, HRT, VSS/TSS, Settled volume (ml) 30min, SVI 5 mg

4 Oper. Day, HRT, Settled volume (ml) 30min, SVI 5 mg

3 Oper. Day, HRT, SVI 5 mg,

2 HRT, SVI 5 mg

1 SVI 5 mg

4.7 Summary of Key Features and Predictive Modelling of SVI30

Table 4.4 summarizes the key features through two staged FSs by using various

methods to demonstrate their relevance in the predictive modelling of SVI30. Each 2nd

stage FS method identifies SVI5 as a significant feature. The settling volume index is

utilized in conventional wastewater facility operations to provide indirect characterization

of sludge physical parameters. Directly, it indicates the settleability potential of biomass

providing early assessment of operational impacts. While normally undertaken at 30 min

for CAS systems, granular systems such as OPG with higher settling velocities are

evaluated at 5 min (SVI5). OPG granular structure; density, size and porosity have a

direct bearing on their function and settleability [50] making SVI5 a potential robust
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predictor of granular moieties. These measurements are determined offline through

conventional laboratory analytical methods, making them inadequate for real-time

monitoring and control.[57]. Nevertheless, the rapid assessment with SVI5 allows timely

operational adjustments to prevent prolonged settling issues of biomass. Integrating

significant features into ML models improves SVI30 prediction accuracy [58] , enabling

data-driven decisions for optimizing the settleability of photogranules. SVI5 approximates

SVI30 in well-settling granular systems with < 95 mL/g absolute SVI values. To facilitate

enhanced separation of all particulate suspended biomass co-occurring with granules, a

longer settling time e.g.30 min can be adopted. This optimization can reduce the risk of

biomass washout, thereby enhancing the overall treatment performance and operational

stability of the OPG reactor.

Oper. Day (Operational Day) indicates the stage of the treatment process and reflects

sludge age and operational conditions, which influence the characteristics and

settleability of the sludge. HRT (Hydraulic Retention Time) represents the duration

wastewater remains in the treatment reactor, affecting treatment efficiency and sludge

stabilization. The RReliefF ranking method indicates HRT is the main factor affecting

SVI30 [59]. This study also indicates total volatile suspended solids TVSS as an important

predictor for SVI30. Cum COD (Cumulative Chemical Oxygen Demand) consumed:

Indicates the organic load consumed in the effluent of wastewater and better removal

efficiency of COD is correlated with SVI [60]. MLSS (Mixed Liquor Suspended Solids)

represents the concentration of suspended solids, directly impacting sludge settleability.

A recent study highlights the significance of MLSS as a crucial factor for predicting the

SVI30 in denitrifying granular sludge [61] . Cum Biomass measures the total biomass

present in the WWT system. Biomass concentration in the WWT system declines when

SVI has higher values as biogranules washed out with the effluent, primarily due to the

poor settling velocity of the seed sludge during the initial stages of granule inoculation

[62].

The identified features reflect the multifaceted nature of sludge settleability and the

importance of considering both operational and chemical/biomass parameters.

Operational parameters such as Oper. Day and HRT are temporal and process-related
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variables, influencing sludge characteristics. Chemical and biomass measures like Cum

COD, Cum Biomass, MLSS, and VSS provide detailed insights into the organic and

biological composition of the sludge, crucial for describing the mechanisms driving

biogranules settleability.

4.8 Visualization of SVI30 Prediction Errors

Figure 4.4 (a) provides the visualization of error by comparing the predicted SVI30,

and the true SVI30 values by selecting the optimal combination of features: Oper. Day,

HRT, settled volume (ml) 30min, SVI 5 mg (Embedded Method using Decision Tree),

and performance of decision tree to predict the SVI30 was evaluated in terms of r-squared

which was 0.85. Figure 4.4 (b) presents the visualization of errors by comparing the

predicted SVI30 and the true SVI30 values by selecting the optimal combination of

features (embedded method using Random Forest) MLSS, VSS, Settled volume (ml)

30min, SVI 5 mg to predict the SVI30 and performance of decision tree was evaluated in

terms of R-squared value, which was 0.84. Figure 4.4 (c) illustrates the visualization of

errors by comparing the predicted SVI30 and the true SVI30 values by selecting the optimal

combination of features (SelectKBest) Oper. Day, HRT, settled volume(ml) 30min, SVI

5 mg, and Cum Biomass to predict the SVI30 and performance of decision tree was

evaluated in terms of R-squared which was 0.82. Figure 4.4 (d) presents the visualization

of errors by comparing the predicted SVI30 and the true SVI30 values by selecting the

optimal combination of features (Recursive feature elimination (XGBoost)) Settled

volume (ml) 5min, Settled volume (ml) 30min, SVI 5 mg, Cum COD to predict the SVI30,
the performance of Decision tree is evaluated in terms of R-squared, which was 0.84.
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Figure 4.4: Visualization of Error by Comparing Predicted SVI30 and the true SVI30

Values by selecting the optimal combination of features after 2nd stage feature selection

(a) Decision Tree (b) Random Forest (c) SelectKBest (d) XGBoost and evaluate using

decision
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CHAPTER 5 : CONCLUSION AND FUTURE RECOMMENDATION

This study employs the use of machine learning (ML) to predict the sludge volume

index at 30 minutes (SVI30) of an OPG-based wastewater treatment (WWT) system.

Advance feature selection methods and two two-stage feature selection were utilized To

identify the most influential features. Subsequently, these selected features were used to

train four different regression models: decision tree, random forest, gradient boosting,

and XGBoost. Each model's performance was evaluated using various metrics to

determine their effectiveness in predicting SVI30. Among these regression models, the

decision tree and random forest outperformed the gradient-boosting and XGBoost models,

demonstrating improved accuracy and performance

Recursive Feature Elimination (decision tree) yielded an optimal combination of

features which were evaluated by a decision tree to give the best result in predicting

SVI30. The decision tree's ability to handle non-linear relationships and interactions

between features made it particularly suitable for this application.

The study underscores the potential of data-driven modelling techniques in

optimizing the performance of OPG-based wastewater treatment systems. By accurately

predicting SVI30, these models can contribute to more efficient and sustainable

wastewater management practices. The findings pave the way for future advancements in

predictive modelling, suggesting that incorporating advanced ML techniques and

comprehensive feature selection methods can significantly enhance the management and

operational strategies of wastewater treatment facilities.

Future research on Sludge Volume Index (SVI) prediction of OPG-based wastewater

treatment optimization could benefit in upscaling of wastewater treatment reactor.

Incorporating hybrid models by combining the machine learning models with Kinetics-

based models could provide more reliable and accurate predictions. Additionally, the

development of soft sensors to estimate hard-to-measure variables in the wastewater

treatment process, which are time-consuming and costly to measure by using easy-to-
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measure variables. These soft sensors are data-driven models that could significantly

enhance real-time monitoring and control of the reactor by integrating easily measurable

variables to infer critical information, such as dynamics of microbial community or

sludge settling properties. This advancement would enable more precise and adaptive

management of the OPG-based treatment process, leading to improved efficiency and

stability of the wastewater treatment reactor.
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