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Abstract 

The idea of this research is to analyze the flow on time dependent extending surface 

with changing heat flux. With the variable heat flux, we impose unsteadiness in the 

flow and   temperature fields.   We have   developed a reduction   procedure which   provides 

a few parameters in reduced formats of differential equations which   control flow   and 

heat transfer rate. This idea uses the approach of Lie point symmetry to reduce a non- 

linear model of partial differential equations representing the flow to simplest form of 

the model in terms of ordinary differential   equations. The reduced flow model   consists 

of a set of control parameters. This non-linear model of differential equations is then 

solved by using Homotopy perturbation method (HPM).   Codes   are   developed   on 

MAPLE which has built in packages for many mathematical applications. These codes 

are tested and validated in a rigorous manner. As a result, we obtain a set of multiple 

solutions for velocity and temperature profiles by varying the control parameters. The 

effect of certain key parameters on velocity profile and temperature distribution are 

investigated with the help of graphs and Tables using the codes already available and 

refining them according to the requirement of flow model. Numerical results   are 

compared with published data in certain cases, and reasonably good agreement is 

established between them. The effects of the Prandtl number and the unsteadiness 

parameter on flow and heat transfer have also been analyzed. 



Chapter 1: Introduction 
 

The heat transfer process taking place through an extending surface   is   an   important 

topic within the domains of fluid dynamics as well as heat transfer. This phenomenon 

is of great relevance to a wide variety of practical applications across many disciplines 

of engineering as well as in various industrial processes like materials processing, 

chemical engineering, and aerospace engineering. As of late, the traditional issue of the 

heat transfer over a stretching surface has been stretched out   to   incorporate   non- 

uniform limit conditions and unsteady condition [1-3] which model a precisely genuine 

situation. The introduction of an unsteady extending surface and variable heat flux adds 

intricacy to the issue, making it really testing and challenging. 

Studies have been carried out to analyze the effect of thermocapillarity, internal heat 

source or sink, and a variable magnetic field over an extending surface using Lie 

symmetry analysis [4]. Similarly, analytical solutions of unsteady thin film flow with 

internal heating and thermal radiation   have also been   studied   by many researchers   [5]. 

In this research, the complex problem of flow and heat transfer on   an   unsteady 

stretching surface with variable flux has been analyzed using Lie   point   symmetry 

analysis. 

The objective of this research is as follows: 
 

 To investigate the application of Lie similarity transformation and Lie control 

parameters for the variable heat transfer process taking   place   through   an 

extending surface. 

 Developing of a reduction procedure that provides several parameters in reduced 

formats of differential equations which actually controls   the   flow   and   heat 

transfer rate. 

 A model consisting of several control parameters is obtained. Thus, multiple 

solutions are obtained by varying the control parameters one by one. 

1.1 Lie similarity transformation 

The heat transfer over an unsteady stretching surface with variable heat source or sink 

is a complex problem. In order to solve this kind of problem, some powerful technique 

must be employed. Lie similarity transformation is a robust procedure for solving such 

kind of complex problems. It is basically a procedure to transform partial differential 

equations into a system of ordinary differential equations.   It   employs   the   concept   of 

Lie symmetry generation and construction of invariants. As a result, a system of non- 

linear ordinary differential   equations   (ODEs)   is   obtained.   Thus   helping   in 

understanding the behavior of flow over an unsteady extending surface with variable 

heat source or sink. 

Lie control parameters are important parameters in the employment of Lie similarity 

transformation which control the flow behavior. In this technique, several Lie control 

parameters are obtained while solving a complex problem, so multiple solutions are 



obtained through this method. This in turn provides the most efficient and optimized 

solution of the problem. 

1.2 Background 
 

The investigation of flow over an unsteady surface was   first   presented by Sakiadis   [6] 

in 1961, who carried out analysis   on the boundary layer flow over a continuous flat 

sheet moving with a constant velocity. From that point forward, various examinations 

have stretched out this work to different perspectives, including heat transfer, mass 

transfer, and non-Newtonian liquids. Nonetheless, most of   these   examinations   studied 

state of steady flow and constant heat transfer, which isn't generally the situation in 

practical applications. 
 

A boundary layer is a thin layer of liquid and gas that streams along a surface.   The 

fluid experiences shear forces and shows variable velocities in the boundary layer, 

changing from zero velocity at the surface to a maximum velocity matching the free 

stream value at a maximum distance from the surface. 

The molecules which are closer to the surface slow down the molecules above them as 

the fluid passes an object. This in turn slows down the flow above them that is a region 

of changing velocity. A no slip boundary condition, which means velocity is zero at the 

surface, is created by the interaction of fluid with the surface. 
 

Figure 1.1: Hydrodynamic Boundary layer [7] 

In Figure 1.1, fluid is flowing along the surface of flat plate with the velocity of U0. 

Interaction of a fluid with the flat plate creates a no-slip boundary condition where it 

yields a velocity equal to zero on the wall.   Viscous   forces   acting between   adjacent 

fluid layers are responsible for deceleration of the flow   thereby   enabling   the 

development of a boundary layer. The   velocity of   the   fluid   therefore   changes   from 

zero on the wall to the free stream velocity U0 when moved away from the wall. 

Both velocity and thermal boundary layers form due to the temperature differential 

between the fluid and the surface of   some   object,   and   most   heat   transfer   occurs 

within the region of the velocity boundary layer. There are many practical examples 



of the boundary layer condition. It occurs by a flow within a pipe or around the wing of 

an airplane. The flow changes from laminar to turbulent within a boundary layer. 

1.3 Motivation 
 

There are a number of practical applications for a flow over an unsteady extending 

surface with a variable heat source or sink. One of the applications is to carry out the 

analysis of the aerodynamic forces on aircraft and wind turbines. Whenever the fluid 

flows over an aerodynamic shape like an airfoil, generation of boundary layer occurs 

around that object. Flow passes faster on one side than the other, which generates the 

lift force. This force is responsible for the flying of an airplane, 
 

Figure 1.2: Flow around an airfoil 1 
 

The research of flow over an unsteady stretching surface finds its application in the 

rotation of wind and water turbines. Lift force increases with the increase in angle of 

attack of an airfoil, but it can also be increased by improving the shape of an object and 

it is only possible by analyzing its boundary layer. 
 

Figure 1.3: Wind Turbine2 
 

 

 

 

 

1 https://cfdflowengineering.com/basic-of-airfoils-aerodynamics-its-application-and-cfd-modeling/#google_vignette 
2 https://www.amazon.sa/-/en/YQWHL-Permanent-Generator-Streetlight-Controller/dp/B09D89T16N 

https://cfdflowengineering.com/basic-of-airfoils-aerodynamics-its-application-and-cfd-modeling/#google_vignette
https://www.amazon.sa/-/en/YQWHL-Permanent-Generator-Streetlight-Controller/dp/B09D89T16N


It is also useful in polymer processing technique. Some of the common polymer 

processing techniques include   extrusion,   injection   molding,   blow   molding, 

thermoforming, etc. 
 

Figure 1.4: Polymer Processing3 

The research also finds its application in biomedical engineering [8] as behavior of the 

flow of blood in arteries is very similar, which helps in understanding cardiovascular 

diseases. 
 

Figure 1.5: Flow of blood in arteries4 

The study is also useful in the design of aircraft. This study of flow and heat transfer is 

also important in chemical   processing   and   Material   processing   techniques   such   as 

metal forming and glass manufacturing [9] as well. By directing the temperature 

distribution and controlling the movement of materials, the study of flow and   heat 

transfer affects the quality, consistency, and efficiency of the final product along with 

ensuring proper solidification or deformation during   the   manufacturing   process; 

essentially, understanding how heat and fluid flow interact allows for optimization of 

process parameters to achieve desired outcomes. 
 

 

 

 

 

3 https://jieyatwinscrew.com/blog/the-ultimate-guide-to-plastic-extruder-machines/ 
4 https://discover.hubpages.com/health/Signs-and-Symptoms-of-Clogged-Arteries 

https://jieyatwinscrew.com/blog/the-ultimate-guide-to-plastic-extruder-machines/
https://discover.hubpages.com/health/Signs-and-Symptoms-of-Clogged-Arteries


 
 

Figure 1.6: Metal Forming5 
 

 

 

Figure 1.7: Glass Manufacturing6 

In order to solve environmental pollution and other issues, the study of flow and heat transfer 

process taking place through an extending surface can play an important role. The study of flow 

and heat transfer is also relevant in understanding ocean currents [10]. 
 

Figure 1.8: Ocean Currents7 
 

 

5 https://learnmech.com/metal-forming-basic-types-diagram-classification/#google_vignette 
6 https://www.brainkart.com/article/Glass_3659/ 
7 https://spectacularsci.com/2022/08/what-are-ocean-currents/ 

https://learnmech.com/metal-forming-basic-types-diagram-classification/#google_vignette
https://www.brainkart.com/article/Glass_3659/
https://spectacularsci.com/2022/08/what-are-ocean-currents/


The research has an important application in the manufacturing of solar panels. The 

manufacturing process is unsteady and demands precise control over temperature. The 

process of controlling the heat generation and the cooling mechanisms by stretching 

surfaces assures the presence of an electronic property without having   the   thermal 

damage along with durability. The current research finds the great application in 

manufacturing and working mechanism of solar panels. 
 

Figure 1.9: Solar Panels8 

Heat transfer study over an unsteady surface is beneficial in the textile fiber production 

processes as well. During the synthesis of   synthetic   fibers,   such   as   nylon   and 

polyester, fibers are pulled over a rough stretchy surface. This requires   temperature 

control to attain desired tensile strength. 
 

Figure 1.10: Textile Fiber Production9 
 

 

 

8 https://www.researchgate.net/figure/MODES-OF-ENERGY-TRANSFER-IN-A-PV-PANEL_fig1_259391190 
9https://en.wikipedia.org/wiki/Textile_manufacturing#/media/File:Catalonia_Terrassa_mNATEC_CardaObridora.jpg 

https://www.researchgate.net/figure/MODES-OF-ENERGY-TRANSFER-IN-A-PV-PANEL_fig1_259391190


Furthermore, the research is extremely beneficial in the study of the formation of thin 

films in microelectronics. All of these applications show the importance of flow and 

heat transfer, as they can pave the way for efficient designs, optimized processes, with 

better and improved performance in various engineering and industrial fields. 

1.4 Solution procedure: 
 

Accurately predicting the heat transfer behavior in such   systems is   a challenging task, 

and finding optimal solutions for various   design   and   operational   parameters   is 

necessary. To address this challenge, this thesis aims to analyze the   heat   transfer 

behavior in a liquid film that is stretched in an unsteady manner using Lie point 

similarity technique. Lie point symmetry is employed to reduce a non-linear model of 

differential equations representing the flow to simplest form of the model in terms of 

ordinary differential equations. The reduced flow model consists of a set of control 

parameters. The research utilized a very efficient   analytical technique,   known as   HPM, 

to investigate the problem. To ensure the credibility and precision of the results, they 

were verified and compared against existing literature. 



Chapter 2: Literature review 

 

Flow over an unsteady surface has a number of practical applications and a   lot   of 

studies on it have been done. Heat transfer across such types of surfaces has also been 

studied in detail. Such flows are characterized by their   dynamics   and   time-varying 

nature, and they occur in a wide range of physical and engineering systems, such as 

coating and drying processes [11], lubrication of mechanical components, and the 

formation of thin films in microelectronics. The   extending   motion   generates 

hydrodynamic and thermal boundary layers. 

Understanding the intricate dynamics that govern the behavior of boundary layers is 

crucial for significantly improving the manufacturing process. This understanding is 

essential not only for optimizing the efficiency of production methods but also for 

guaranteeing the high quality of the final product that reaches   consumers.   In   all   of 

these applications, the flow behavior is affected by a wide range of factors, like the 

material properties, the extending rate, and the fluid properties. The noisy boundary 

conditions, particularly that of an extending sheet, make it difficult to apply both 

experimental and numerical methods. In this context, similarity solutions emerge as 

invaluable resources that researchers use to obtain solutions of interest for the flow 

generated by the extending surface. These flows are effectively addressed through the 

application of a strategic combination of both theoretical and experimental approaches, 

in addition to computational techniques. These computational methods include, but are 

not limited to, the RKF shooting method, the Homotopy analysis method, the finite 

difference method, and the Homotopy   perturbation   method,   among   others.   The 

utilization of these diverse methods is instrumental in gaining a comprehensive 

understanding of the properties associated with the flow in question. 

2.1 Unsteady film flow over stretching surface: 
 

Wang studied the thin film of Newtonian fluid on an unsteady stretching surface and 

investigated the hydrodynamic behavior of this kind of flow numerically [12]. A film 

of fluid on a surface which moves along the x-axis of cartesian coordinate system with 

velocity that changes with time is considered by Wang [12]. The schematic diagram of 

flow is shown in   Figure 2.1.   U(t, x)   is time-dependent extending velocity of   surface 

and velocity of fluid along x and y axis are u and v respectively. ℎ(t) is boundary layer 

thickness and it is a function of time. 
 

Wang considered the Navier-Stokes equations of the flow and adopted the similarity 

transformation procedure to transform the partial differential   equations   (PDEs)   into 

ODEs. Then he solved the obtained ODEs numerically.   Wang’s solution   did not   give 

any idea of the heat transfer in a liquid film as Wang only considered the conservation 

of momentum. 



Wang [12] considered an unsteady 2D flow on a horizontal elastic sheet of uniform 

thickness h(t), which propagates through a narrow slit as shown in Fig 2.1. 

 

Figure 2.1: Film flow on an unsteady extending surface 

The velocity and temperature of Wang [12] model is given by following   boundary 

layer equations: 

𝜕𝑢 
+ 

𝜕𝑣 
= 0,

 
𝜕𝑥 𝜕𝑦 

𝜕𝑢 
+ 𝑢 

𝜕𝑢 
+ 𝑣 

𝜕𝑢 
= 

𝜇 
𝜕2𝑢

, (2.1) 
𝜕𝑡 𝜕𝑥 𝜕𝑦 𝜌    𝜕𝑦2 

𝜕𝑇 
+ 𝑢 

𝜕𝑇 
+ 𝑣 

𝜕𝑇 
= 𝜅 

𝜕2𝑇 
.
 

𝜕𝑡 𝜕𝑥 𝜕𝑦 𝜕𝑦2 

In system of equations 2.1, 𝑢 and 𝑣 are velocities along the 𝑥 and 𝑦 axis respectively 

whereas 𝑇 refers to inside temperature, 𝜇 is viscosity, 𝜅 is the thermal conductivity and 

𝜌 is the fluid density. The above model consists of three dependent variables 𝑢, 𝑣 and 

𝑇 subjected to three independent variables 𝑥, 𝑦 and 𝑡. 

Wang also considered the following boundary conditions subjected to the system 2.1: 
 

𝑦 = 0, 𝑢(𝑥, 𝑡) = 𝑈(𝑥, 𝑡), 𝑣(𝑥, 𝑡) = 0, 𝑇(𝑥, 𝑡) = 𝑇𝑠, 
𝜕𝑢 𝜕𝑇 𝑑ℎ 

𝑦 = ℎ(𝑡), 
𝜕𝑦 

(𝑥, 𝑡) = 
𝜕𝑦 

(𝑥, 𝑡) = 0, 𝑣(𝑥, 𝑡) =  
𝑑𝑡 

, 

 

(2.2) 

where U is used to represent velocity at the surface, and q represents the temperature of 

the extending sheet. Furthermore, ℎ(𝑡) represents the thickness of the film, which is a 

quantity describing the free surface height of the film. It is assumed that ℎ(𝑡) depends 

only on time and is constant. 𝜕𝑢 = 0, implies that the influence of surface tension is 
𝜕𝑦 

ignored and fluid flows only because of the viscous shear developed due to extending 

of   the   sheet.    𝜕𝑇 = 0, implies   that   the   free   surface   of   the   liquid   film   is   thermally 
𝜕𝑦 

insulated while the last boundary condition is a kinematic   constraint   allowing   free 

surface movement. 



√ 

√ 

In order to reduce the non-linear model of PDEs given in system of equations 2.1 to a 

system of non-linear ODEs, Wang et al. used the following relations: 
 

𝜂 = 
  𝑏 𝑦

, (2.3) 
𝑣(1−𝛼𝑡) 𝛽 

 

𝑢 =  
𝑏𝑥 

(1−𝛼𝑡) 
𝑓′(𝜂), (2.4) 

 
 

 

𝑣 = −𝛽   
   𝑣𝑏      

𝑓(𝜂), (2.5) 
(1−𝛼𝑡) 

 

𝑇 = 𝑇0 − 𝑇𝑟𝑒𝑓 
𝑏𝑥2 

3 𝜃(𝜂) . (2.6) 
2𝑣(1−𝛼𝑡)2 

 

The extending surface velocity and temperature as 

𝑈 = 
    𝑏𝑥     

, (2.7) 
(1−𝛼𝑡) 

 

𝑇𝑆 = 𝑇0 − 𝑇𝑟𝑒𝑓 
𝑏𝑥2 

3 . (2.8) 
2𝑣(1−𝛼𝑡)2 

 

𝑇0 refers to the slit temperature and 𝑇𝑟𝑒𝑓 refers to the reference temperature for all 𝑡 < 

1/𝛼. The specific forms of velocity and temperature are chosen so that transformation 

3.3 – 3.6 map the governing system of equations 3.1 – 3.2 to 
 

𝑓′′′ + 𝛽2 (𝑓𝑓′′ − 𝑓′ − 𝑆𝑓′ − 𝑆 𝜂𝑓′′) = 0, (2.9) 
2 

𝜃𝘍𝘍 
 

 

𝑃𝑟 

 
+ 𝛽2 

 
(𝑓𝜃′ − 2𝑓′𝜃 − 𝑆 𝜂𝜃′ − 

2 

3 𝑆𝜃) = 0. (2.10) 
2 

 

Subjected to: 

𝑓′(0) = 1, 𝑓(0) = 0, 𝜃(0) = 1, 𝑓′′(1) = 𝜃′(1) = 0, 𝑓(1) = 
𝑆

 
2 

 
 

. (2.11) 

 

Here differentiation is w.r.t 𝜂, while 𝛾 = 𝛽2 is the dimensionless film thickness, 𝑆 = 𝛼/𝑏 

is the measure of unsteadiness and 𝑃𝑟 = 𝜈/𝜅 is the Prandtl number. 
 

Anderson [13] considered the conservation of mass, momentum   and   heat   energy 

equations for the same flow while considering a thin elastic sheet of fluid that emerges 

from a narrow slit at the origin of Cartesian coordinate system. Anderson revealed in 

his research that the same exact similarity which Wang used in his research can also be 

obtained for the temperature field. He employed multiple shooting subroutine (MUSN) 

2 



method to solve the system of ODEs. He carried out this research for   better 

understanding the heat transfer characteristics of   fluid   flow   which   was   solved   by 

Wang. And as a result, he succeeded in providing an accurate solution of heat flow 

problem covering a range of Prandtl number. 
 

Wang [14] solved the system of ODEs for the thin film flow over an extending surface 

using Homotopy analysis method whereas Anderson used multiple shooting subroutine 

(MUSN) method. Later Anderson solved the same problem for the other special cases 

using fifth order Runge-Kutta method [15]. 

2.2 Effect of fluid properties and thermocapillarity: 
 

B. S. Dandapat [16] has analytically studied the flow behavior of elastic sheet of a flow 

emerging from a small opening located at the origin of Cartesian coordinate. The 

movement within the fluid is caused by the extension of the sheet, at which the thin 

film of fluid exists. B. S. Dandapat performed this work to obtain insight into the effect 

of viscosity, thermal conductivity, and thermocapillarity on the   flow   and   the   heat 

transfer rate. Dandapat’s research allows to determine the flow and heat transfer 

characteristics of the fluids for different values of viscosity and thermal conductivity. 
 

In B. S. Dandapat research, he obtained a system of ODEs through transformation 

technique. The system of ODEs is solved using the method of adjoints.   He concluded 

that the dimensionless   boundary layer thickness   increases with the increase in   viscosity 

of fluid while the free surface velocity decreases due to the thickening of liquid layer. 

2.3 Effect of viscous dissipation on surface temperature: 
 

R. C. Aziz [17] studied the viscous dissipation effect on surface temperature. Viscous 

dissipation is the process which involves heat generation due to   the   shear   forces 

between adjacent layers of viscous fluid. He thoroughly studied the effects of viscous 

dissipation on free surface temperature of fluid. He then followed the scheme   to 

transform PDEs to ODEs and then used the 10th order Homotopy   analysis   method 

(HAM) to investigate the effect of Eckert number on free   surface   temperature   at 

different unsteadiness parameter and Prandtl number. 

2.4 Effect of magnetic field and thermocapillarity on unsteady film flow: 
 

N.F.M Noor and I. Hashim [18] researched the outcomes of thermocapillarity and 

magnetic field on unsteady thin film flow over the extending surface. The transformed 

ODEs were analytically solved using   HAM.   It   was   observed   that   when 

thermocapillarity number is increased in   the absence of magnetic field   the fluid speeds 

up after a slight deceleration while the fluid’s temperature decreases regularly. 



2.5 Effect of internal heating on an unsteady film flow: 
 

R.C. Aziz et al. [19] studied an unsteady film flow over the extending surface with 

internal heating. The motion within the fluid and heat transfer arises solely due to the 

extending surface. He found out the effects of heat generation due to an internal source 

on flow velocity and temperature. He studied the effect of   heat   generation   and 

absorption on the flow and heat transfer first by transforming the model into ODEs and 

then by solving the transformed ODEs using HAM. He   reported   that   the   heat 

generation or absorption had no effect on velocity due to the absence of this parameter 

in conservation of momentum equation. 

2.6 Other researches: 
 

Salleh et al. [20] performed a comprehensive study on boundary layer flow dynamics 

and the accompanying heat transfer mechanisms developed in the process when an 

extended sheet experiences Newtonian heating. 

M. Megahed [21] applied the HPM to   study the   velocity,   temperature,   heat   transfer 

rate, and the influence of slip velocity and variable heat flux on the skin friction 

coefficient in an unsteady boundary layer flow.   Later,   I-C   Liu   [22]   in   combination 

with A.M. Megahed analyzed the effect of   thermal   radiation   and   fluid   property 

variation on flow and heat transfer. Liu’s research used a numerical solution of the 

boundary layer flow problem, incorporating the influence of internal heat generation, 

variable heat flux, and thermal radiation. [23] 
 

Different researchers investigated the time dependent film flow   over   the   extending 

surface with distinct attributes, [24-26] with the purpose to help in creating better 

understanding of various phenomena with their work. 
 

Elbashbeshy [27] presented a work on the heat transfer process taking place through a 

time dependent extending surface due to variable heat flux. The effect of a heat source 

or sink is accounted for   in   his   analysis. He transformed the non-linear PDEs to non- 

line ODEs. Then, he employed the Runge-Kutta shooting method in order to solve the 

equations numerically. 

Sakaidis [7] considered the characteristics of the boundary layer on a smooth flat plate 

issuing fluid at constant velocity through a slit within a stationary medium. He utilized 

two distinct approaches   in his research   to solve his model. The first approach entailed 

the numerical resolution   of   governing   equations,   which   were   transformed   into   a 

system of ODEs, whereas the   second   approach   employed   the   integral   method 

predicated on the presumed velocity profile. A favorable correlation among the 

methodologies was   reported   by   him.   Moreover,   Sakaidis   concluded   that   the   drag 

force encountered by the sheet is   significantly   larger   as   compared   with   that 

experienced by a finite-length flat plate. As extension of Sakaidis’s work, Crane [28] 

made a fundamental contribution in explaining the existence of a steady-state 



solution for flow over an extending surface with velocity varying linearly along the 

distance from the slit. 

Vleggaar [29] presented a comprehensive study on the behavior of laminar boundary- 

layer on continuous, accelerating surfaces. He solved the conservation equations 

(momentum and energy) in two reference frames i.e. rectangular and cylindrical with 

the help of similarity transformations in his study. 

Motivated by the situation that often arises in the polymer processing industry, Gupta 

et al. [30] modified Crane’s problem to include the effect of suction or blowing in a 

stretching sheet. He used similarity technique in his research.   The   temperature   is 

assumed to be uniform parallel to its length in Crane’s study but in practical life, this 

assumption doesn't work. Carragher et al.   [31]   reassessed   Crane's   study   and   put 

forward a similarity solution for the heat transfer process taking place through an 

extending surface at moderate and high Pr. 

Jeng [32] conducted an extensive investigation into momentum and heat transfer 

phenomena occurring in a stretching sheet characterized by a changing velocity and a 

changing temperature distribution on its surface.   His research resulted in solutions for 

both isothermal   and   non-isothermal   surfaces.   Furthermore,   numerical   examples   with 

a power-law surface velocity and a linearly extending surface velocity along with a non-

zero slit velocity were presented for the isothermal surface case. Kumeri et al. 

[33] made the study even   wider   by   analyzing   the   impact   of   the   electrically 

conducting fluid on heat characteristics transfer of an extending sheet in a magnetic 

field, The observation indicated that the magnetic field augmented the rate of   heat 

transfer under a   specified   surface   temperature   condition,   whereas   under   a   constant 

heat flux scenario, the surface temperature diminished as magnetic field   intensity 

increased. 

Grubka et al. [34] extended the investigation on power-law surface temperature 

fluctuations with regards to   heat transfer as the researcher   found   a series   of   solution 

for the energy equation using Kummer's functions. Dutta et al. [35] obtained a 

temperature distribution for a sheet extending linearly, with uniform heat flux, while 

taking into consideration variable Prandtl numbers and concluded that   at   a   given 

location, temperature is inversely dependent upon the Prandtl number. 

Similarity transformation was used in each of the references listed above to transform 

the conservation equations into a framework of nonlinear ODEs. Lie point symmetry 

analysis tells us that if a differential equation possesses a Lie point symmetry, then we 

can use it to find new solutions to the equation from known solutions. First Lie point 

similarity is applied to transform the system of equation from a system of PDEs to a 

system of ODEs. Then different numerical methods are applied to solve the system in 

order to obtain the results. 



Chapter 3: Methodology 
 

Consider an unsteady 2D flow on a horizontal elastic sheet of uniform thickness h(t), 

which propagates through a narrow slit as shown in Fig 3.1. 
 
 

 
Figure 3.1: Schematic of flow through an extending surface 

The flow over an unsteady surface with variable heat source or sink is represented by 

complex partial differential equations subjected to a   few   boundary conditions.   In   the 

first step, Lie symmetries of this model of non-linear partial differential equations are 

generated. This follows with the construction of invariants and the   construction   of 

reduced differential equations. As a result, a system of non-linear ordinary differential 

equations is obtained. The resulting system of ODEs is then solved using analytical 

method of HPM in this research study. All the coding is done on MAPLE software. 

3.1 Lie symmetry 
 

As mentioned in the previous chapter in section 2.1 that Wang studied the   thin 

Newtonian film fluid on an unsteady extending surface and   investigated   the 

hydrodynamic behavior of this kind of flow numerically. Wang [12] used similarity 

transformation to transform system of non-linear PDEs to non-linear ODEs system. 

Whereas in this research, we employ Lie point   symmetry   technique   to   solve   the 

system. 

Lie point symmetry finds the solutions to a system of differential equations. The Lie 

point symmetries for the flow over an extending surface with variable heat source of 

sink can be found using the infinitesimals command in Maple package “PDEtools”. 

3.2 Governing equations 
 

We write our system of equations for the considered flow model with heat transfer on 

unsteady stretching surface along under the influence of variable heat source or sink 

shown in Figure 3.1 as: 



𝜕𝑢 + 
𝜕𝑣  

= 0, (3.1) 
𝜕𝑥 𝜕𝑦 

 

𝜕𝑢 
+ 𝑢 

𝜕𝑢 
+ 𝑣 

𝜕𝑢 
= 

𝜇 
𝜕2𝑢 

, (3.2) 
𝜕𝑡 𝜕𝑥 𝜕𝑦 𝜌    𝜕𝑦2 

 

𝜕𝑇 
+ 𝑢 

𝜕𝑇 
+ 𝑣 

𝜕𝑇 
−  

𝜅 
   

𝜕2𝑇 
−  

𝑄 (𝑇 − 𝑇 ) = 0. (3.3) 
𝜕𝑡 𝜕𝑥 𝜕𝑦 

 

𝜌𝑐𝑝 𝜕𝑦2 𝜌𝑐𝑝 
∞ 

Subjected to: 

𝑦 = 0, 𝑢(𝑥, 𝑡(0)) = 𝑈(𝑥, 𝑡) = 𝐹1(𝑥, 𝑡), 𝑣(𝑥, 𝑡(0)) = 0, 

𝜅𝑇𝑦(𝑥, 𝑡(0)) = −𝑞(𝑥, 𝑡) = −𝐹₂(𝑥, 𝑡). (3.4) 

𝑦 = ℎ(𝑡), 𝑢 (𝑥, 𝑡(ℎ(𝑡))) = 𝑇 (𝑥, 𝑡(ℎ(𝑡))) = 0, 𝑣(𝑥, 𝑡( ℎ(𝑡))) = 
𝑑ℎ   

. (3.5) 
 

𝑦 𝑦 𝑑𝑡 

3.3 Generation of symmetries 
 

The maple code for finding Lie   point symmetries   of above model of 3.1-3.3   subjected 

to 3.4 and 3.5 is given in Appendix. In the next step, symmetries of the model is 

generated as: 
 

𝜕 𝜕 𝜕 
𝐗 = 𝜉𝑡(𝑡, 𝑥, 𝑦, 𝑢, 𝑣, 𝑇) 

𝜕𝑡 
+ 𝜉𝑥(𝑡, 𝑥, 𝑦, 𝑢, 𝑣, 𝑇) 

𝜕𝑥 
+ 𝜉𝑦(𝑡, 𝑥, 𝑦, 𝑢, 𝑣, 𝑇) 

𝜕𝑦
 

𝜕 𝜕 𝜕 
+𝜉𝑢(𝑡, 𝑥, 𝑦, 𝑢, 𝑣, 𝑇) 

𝜕𝑢 
+ 𝜉𝑣(𝑡, 𝑥, 𝑦, 𝑢, 𝑣, 𝑇) 

𝜕𝑣 
+ 𝜉𝑇(𝑡, 𝑥, 𝑦, 𝑢, 𝑣, 𝑇) 

𝜕𝑇 
, 

 

(3.6) 

where 𝜉 is called infinitesimal coordinate. The symmetries are generated using MAPLE 

software. The above model generates seven symmetries as given below: 
 

𝜕 
𝐗1 = 

𝜕𝑡 
, 

𝜕 
𝐗2 = 

𝜕𝑥 
, 

𝜕 𝜕 
𝐗3 = 𝑡 

𝜕𝑥 
+ 

𝜕𝑢 
, 

𝜕 𝜕 
𝐗4 = 𝑥 

𝜕𝑥 
+ 𝑢 

𝜕𝑢 
, 

𝜕 
𝐗5 = (𝑇 − 𝑇∞) 

𝜕𝑇 
, 

𝑄𝑡 

𝐗   = 𝑒𝜌𝐶𝑝   
𝜕  

, 
6 𝜕𝑇 

𝜕 𝑦 𝜕 𝜕 𝑣 𝜕 (𝑇 − 𝑇∞)𝑄𝑡 𝜕 
𝐗7 = 𝑡 

𝜕𝑡 
+ 

2 𝜕𝑦 
− 𝑢 

𝜕𝑢 
− 

2 𝜕𝑣 
+ 

𝜌𝐶 𝜕𝑇 
.
 

𝑝 

 

 

 

 

 

 

 
(3.7) 



𝑖=1 

3.4 Construction of invariants: 

 
The next step is to perform the reduction of the system by summing the symmetries 

that is 𝑍1 = ∑7
 𝖯𝑖𝑋𝑖. i.e. 

 

𝑍1 = 𝖯1𝑋1 + 𝖯2𝑋2 + 𝖯3𝑋3 + 𝖯4𝑋4 + 𝖯5𝑋5 + 𝖯6𝑋6 + 𝖯7𝑋7 . (3.8) 

 

It yields the following equations: 

 

−(𝖯7𝑡 + 𝖯1)(𝐹1)𝑡 − (𝖯3𝑡 + 𝖯4𝑥 + 𝖯2)(𝐹1)𝑥 + 𝖯4𝑢 − 𝖯7𝑢 + 𝖯3= 0, (3.9) 

 
(𝖯7𝑡+ 𝖯1)(𝐹2)𝑡 + 

(𝖯3𝑡+𝖯4𝑥+𝖯2)(𝐹2)𝑥  + 
𝑇𝑦(2𝖯7𝑄𝑡+2𝖯5𝜌𝐶𝑝−𝖯7𝜌𝐶𝑝) 

= 0, (3.10)
 

𝜅 𝜅 2𝜌𝐶𝑝 
 

𝑇𝑦(2𝖯7𝑄𝑡+2𝖯5𝜌𝐶𝑝−𝖯7𝜌𝐶𝑝) 
= 0. (3.11)

 

2𝜌𝐶𝑝 

Invariants are required for the construction of similarity transformations. Invariants 

associated with Lie spanned   by   𝑋𝑖, 𝑖 = 1 … 7 is   a   function   of   independent   and 

dependent variables of the system 3.1-3.5. 

 

Invariants    are    obtained     by    employing     an     invariance     criterion     of     the     form 

𝑍1ϵ1(𝑡, 𝑥, 𝑦, 𝑢, 𝑣, 𝑇) = 0 and solving the obtained linear partial differential equation. 

The invariants associated with Z1 are obtained through 

𝑍1𝐽(𝑡, 𝑥, 𝑦, 𝑇, 𝑢, 𝑣) = 0 . (3.12) 

This leads to the generation of the system invariants that are   equated   to   new 

independent 𝑟1, 𝑟2 and dependent 𝑊1, 𝑊2, 𝑊3 variables as given below: 

 

−
𝖯4 

2
 

(𝖯7t + 𝖯1) 𝖯7 (𝑡𝖯3𝖯4 + 𝑥𝖯4 − 𝑥𝖯4𝖯7 + 𝖯1𝖯3 + 𝖯2𝖯4 − 𝖯2𝖯7) 𝑟1 = 
𝖯 (𝖯  − 𝖯 ) 

,
 

4 4 7 

𝑦 
𝑟2 =    , 

√𝖯7𝑡 + 𝖯1 

−
𝖯4 

2
 

(𝖯7t + 𝖯1) 𝖯7 (𝑢𝑡𝖯4𝖯7 − 𝑢𝑡𝖯7 + 𝑡𝖯3𝖯7 + 𝑢𝖯1𝖯4 − 𝑢𝖯1𝖯7 + 𝖯1𝖯3) 𝑊1 = 
(𝖯 − 𝖯 ) 

,
 

4 7 

 
 

𝑊2 = 𝑣√𝖯7𝑡 + 𝖯1 , 

 

 

 

 
 

(3.13) 



−
𝖯5𝜌𝐶𝑝+𝑄𝖯1 −𝑄𝑡 −𝑄𝑡 

(𝖯7t + 𝖯1) 𝖯7𝜌𝐶𝑝 (𝖯5𝜌𝐶𝑝𝑒𝜌𝐶𝑝 (𝑇∞ − 𝑇) + 𝖯1𝑄𝑒𝜌𝐶𝑝 (𝑇 − 𝑇∞) − 𝜌𝐶𝑝𝖯6) 

𝑊3 =  
−𝖯 𝜌𝐶 . + 𝑄𝖯 

5 𝑝 1 

 

 

3.5 Construction of reduced differential equation: 
 

These transformations given in system of equations 3.13 map the system 3.1-3.3 to the 

below form in the form of independent 𝑟1, 𝑟2 and dependent 𝑊1, 𝑊2, 𝑊3 variables. 

 

𝑊1,𝑐1 + 𝑊2,𝑐2 = 0, (3.14) 
 

(𝑊 − 𝖯 𝑟 )𝑊1,𝑐 + (𝑊 − 
𝖯7 𝑟 ) 𝑊1,𝑐 + (𝖯 − 𝖯 )𝑊 𝜇 − 𝑊 

 

= 0, (3.15) 
1 4  1 1 2 2     2 2 4 7 1 𝜌 1,𝑐2𝑐2 

 

(𝑊 − 𝖯 𝑟 )𝑊3,𝑐 + (𝑊 − 
𝖯7 𝑟 ) 𝑊3,𝑐 + (𝖯 − 

𝑄𝖯1)𝑊 −   
𝜅    

𝑊 
 

= 0. (3.16) 
1 4  1 1 2 2     2 2 5 𝜌𝑐𝑝 

3  

𝜌𝑐𝑝 

3,𝑐2𝑐2 

 
 

Similarly the boundary conditions given in system 3.4 and 3.5 are written in the form 

of new independent and dependent variables as: 
 

𝑧   = 0, 𝑊 (𝑟 , 0) = 𝑓 (𝑟 ), 𝑊 (𝑟 , 0) = 0, 𝑊 (𝑟 , 0) = − 
𝑓2(𝑐1) 

. (3.17) 
2 1 1 1 1 2 1 3,𝑐2 1 𝜅 

 

𝑧   = 𝑐 , 𝑊 (𝑟 , 𝑐 ) = 𝑊 (𝑟 , 𝑐 ) = 0, 𝑊 (𝑟 , 𝑐 ) = 
𝑐1𝖯7

 . (3.18) 
2 1 1,𝑐2 1     1 3,𝑐2 1     1 2 1     1 2 

 
 

3.6 Second reduction: 
 

Now the same procedure is followed again in order to reduce the system of equations 

3.14 to 3.18 further. In the first step, Lie symmetries of the system of equations 3.14 to 

3.18 are generated. This follows with   the   construction   of   invariants   and   the 

construction of reduced differential equations. As   a   result,   a   system   of   non-linear 

ODEs is obtained. 

 

The Lie symmetries are generated using MAPLE software. The above model generates 

two symmetries as given below: 
 

𝜕 𝜕 
𝑿8 = 𝑟1 

𝜕𝑟 
+ 𝑊1 

𝜕𝑊 
, 

1 1 
 

𝜕 
𝑿9 = 𝑊3 

𝜕𝑊 
. 

3 

 

(3.19) 



𝑖=8 

𝑐 

The next step is the summing of the symmetries that is 𝑍2 = ∑9
 𝖯𝑖𝑋𝑖 and then 

inserting it in 𝑍2𝜖2(𝑟1, 𝑟2, 𝑊1, 𝑊2, 𝑊3) = 0. This will lead to invariants. 

𝑍2 = 𝖯8𝑋8 + 𝖯9𝑋9 . (3.20) 

Invariants are obtained by employing an invariance criterion of the form given below: 

 
𝑍2𝐽(𝑟1, 𝑟2, 𝑊1, 𝑊2, 𝑊3) = 0 .   (3.21) 

This leads to the generation of the system invariants 

independent 𝑟 and dependent 𝑃1, 𝑃2, 𝑃3 variables as given below: 

that are equated to new 

𝑟 = 𝑟2 , 
  

(3.22) 
 

𝑃1 = 
𝑊1 , (3.23) 

1 

 

𝑃2 = 𝑊2 , (3.24) 
 

𝑃3 
  𝑊3  

𝖯9 

𝑐1
𝖯8 

. (3.25) 

 

These transformations mentioned above map the system of equation 3.14 to 3.16 to the 

below form in the form of independent 𝑟 and dependent 𝑃1, 𝑃2, 𝑃3 variables. 

 
𝑃1 + 𝑃2′ = 0 , (3.26) 

 

2 𝑐 𝜇 𝑃1 − 𝖯7𝑃1 + (𝑃2 − 𝖯7 ) 𝑃1 − 𝑃1′′ = 0, (3.27) 

 
(𝖯 − 

𝖯1𝑄 
− 

𝖯4𝖯9) 𝑃
 

+ 
𝖯9 𝑐 𝜅 

 
 

𝑃 ′′ = 0. (3.28) 
5 𝜌𝑐 𝖯 3 

𝖯 
𝑃1𝑃3 + (𝑃2 − 𝖯7 ) 𝑃3′ − 

𝜌𝑐 3 
𝑝 8 8 2 𝑝 

 

The boundary conditions given in equations 3.17 and 3.18 are also transformed further 

to below form: 
 

𝑟 = 0, 𝑃 (0) = 𝑐 , 𝑃 (0) = 0, 𝑃′(0) = − 
𝑐3 , (3.29) 

1 2 2 3 𝜅 
 

𝑟 = 𝑐 , 𝑃 ′(𝑐 ) = 𝑃 ′(𝑐 ) = 0, 𝑃 (𝑐 ) = 
𝑐1𝖯7 . (3.30) 

1 1 1 3 1 2 1 2 
 

The derivative is with respect to 𝑟 in above equations. This system only involves parameters 𝖯𝑘, 
for 𝑘 = 6,7,8,9, which act and are claimed as the Lie control parameters because they are shown 

in the results here to control convergence of the analytic solution. There are no physical parameters 

yet involved, however these can be introduced by assuming 

= 

2 𝜌 



√ 

𝑟 = 𝛽 

 

 

𝛼𝜇 𝜂 , (3.31) 
𝑏𝜌 

 
𝑏 

𝑃1 = − 
𝛼 

𝑓 ′(𝜂) , (3.32) 

 
 

𝑃2 
 

𝑃 

= 𝛽√
𝑏𝜇 

𝑓(𝜂) , (3.33) 
𝛼𝜌 

 

= 
1 

√ 
𝜇  

𝜃(𝜂) . (3.34) 
  

3 𝜅 𝑏𝜌 
 

where 𝛼, 𝑏 and 𝛽 are constants. Using the above in the second reduced format of equations 3.26- 

3.28 of system of equations 3.1-3.3 and boundary conditions given in equations 3.4 and 3.5, we 

finally obtain a system and corresponding conditions with physical parameter and number, i.e., the 

Prandtl number 𝑃𝑟 and the unsteadiness parameter 𝑆: 
 

 

𝑓′′′ + 𝛽2 (( (3.35) 
 
 

𝜃𝘍𝘍 
 

 

𝑃𝑟 

 
+ 𝛽2 (( 

 
𝑆𝜂 − 𝑓) 𝜃′ + 𝑓′𝜃 − 𝑆 (𝖯5 − − 

 
) 𝜃) = 0 . (3.36) 

 

Subjected to: 

 
𝑓′(0) = 1, 𝑓(0) = 0, 𝜃′(0) = 1, 𝑓′′(1) 

 

 
= 𝜃′(1) 

 

 
= 0, 𝑓 

 

 
(1) = 

 

𝑆 
.
 

2 

 

 
(3.37) 

 

where dot is a derivative with respect to similarity variables 𝜂. We have considered c1, c2 and c3, 

to obtain the conditions written above, as: 

 
𝑐   = 

𝛽 𝛼𝜇 
, (3.38) 

  

1 𝖯𝟕 
√

𝑏𝜌 
 

𝑏 

𝑐2 = − 
𝛼
 , (3.39) 

 
 

𝑐3 = −   
 𝜇  

𝑏𝜌 
. (3.40) 

 
 

3.7     Homotopy perturbation method (HPM) 

In this study, an   analytical solution   method   known   as   Homotopy perturbation   method 

is used to find out the solution of the model of flow through a non-uniform stretching 

surface. 

√ 

𝖯7 𝑆𝜂 − 𝑓) 𝑓′′ + 𝑓′2 + 𝑆𝖯 𝑓′) = 0, 7 
2 

 
 

𝖯7 

  
 

𝖯9 

 
 

𝑄𝖯1 𝖯4𝖯9 

2  𝖯8 𝜌𝑐𝑝 𝖯8 

 



The Homotopy perturbation method is an extraordinary analytical   technique   used   to 

tackle many linear and   nonlinear   ordinary   and   partial   differential   equations.   It 

combines two ideas, i.e. perturbation and Homotopy. In   the   perturbation   method,   a 

small change is introduced to a known solution and then afterward deriving a new 

solution by using those changes. While Homotopy is   a   continuous   transformation 

between two mathematical functions. Solutions   developed   with   perturbation   techniques 

are easily affected by a small parameter that a small change in the small parameter 

changes the results. HPM provides the solution by requiring the initial conditions only. 

In this way, it is highly advantageous to use HPM as it is an efficient and effective 

technique used to solve complex ordinary and partial differential equations. 

In HPM, the equations are expressed as a power series as given below: 

𝑓(𝜂) = 𝑓0(𝜂) + 𝑝𝑓1(𝜂) + 𝑝2𝑓2(𝜂)+𝑝3𝑓3(𝜂) + ⋯ +𝑝𝑛𝑓𝑛(𝜂), (3.41) 

𝜃(𝜂) = 𝜃0(𝜂) + 𝑝𝜃1(𝜂) + 𝑝2𝜃2(𝜂)+𝑝3𝜃3(𝜂) + ⋯ + 𝑝𝑛𝜃𝑛(𝜂), (3.42) 

 
γ = γ0 + p γ1 + p2 γ2 + p3 γ3 + ⋯ + p𝑛 γ𝑛, (3.43) 

𝑓′′′(𝜂) = 𝑓 ′′′(𝜂) + 𝑝 𝑓 ′′′(𝜂) + 𝑝2𝑓 
′′′

(𝜂) + ⋯ + 𝑝𝑛𝑓 ′′′(𝜂) , (3.44) 
0 1 2 𝑛 

𝑓′′(𝜂) = 𝑓 ′′(𝜂) + 𝑝 𝑓 ′′(𝜂) + 𝑝2𝑓 
′′
(𝜂) + ⋯ + 𝑝𝑛𝑓 ′′(𝜂) , (3.45) 

0 1 2 𝑛 

𝑓(𝜂)𝑓′′(𝜂) = [𝑓 (𝜂) + 𝑝𝑓 (𝜂) + 𝑝2𝑓 (𝜂) + ⋯ +𝑝𝑛𝑓 (𝜂)][ 𝑓 ′′(𝜂) + 𝑝 𝑓 ′′(𝜂) + 𝑝2𝑓 
′′
(𝜂) + ⋯ 

0 1 2 𝑛 0 1 2 

+ 𝑝𝑛𝑓𝑛′′(𝜂)], 

= 𝑓0(𝜂)𝑓0′′(𝜂) + 𝑝 (𝑓1(𝜂)𝑓0′′(𝜂) + 𝑓0(𝜂)𝑓1′′(𝜂)) + 𝑝2 (𝑓2(𝜂)𝑓0′′(𝜂) + 

𝑓1(𝜂)𝑓1′′(𝜂) + 𝑓0(𝜂)𝑓2′′(𝜂)) . (3.46) 

 

In the above power series, it can be seen that a parameter 𝑝 is multiplied. So in HPM a 

small parameter is introduced i.e. a small change is introduced to a known solution and 

then afterward deriving a new solution by using those changes. 

In order to solve system 3.35 and 3.36 using HPM, the basic nomenclature is: 
 

(1 − 𝑝)𝑓′′′ + 𝑝 (𝑓′′′ + 𝛽2 ((
𝖯7 𝑆𝜂 − 𝑓) 𝑓′′ + 𝑓′2 + 𝑆𝖯 
2 

𝑓′)) = 0 , (3.47) 

 

(1 − 𝑝)𝜃′′ + 𝑝 (
𝜃𝘍𝘍 

+ 𝛽2 ((
𝖯7 𝑆𝜂 − 𝑓) 𝜃′ + 

𝖯9 𝑓′𝜃 − 𝑆 (𝖯  − 𝑄𝖯1 − 𝖯4𝖯9) 𝜃)) = 0. (3.48) 
     

𝑃𝑟 2 𝖯8 5  

𝜌𝑐𝑝 

𝖯8 

 

The power series expression given in 3.41 to 3.46 are to be inserted in equations 3.47 

and 3.48. By equating the terms with the same power of the parameter 𝑝, we get a 

system of linear ODEs. As already mentioned in HPM, initial conditions are required. 

7 



In our system of initial conditions given in 3.37, 𝑓′′(0) is not given. Similarly, 𝜃(0) is 

not given. So in HPM, these are assumed as 𝛼 and 𝜀 respectively. 

𝑓(0) = 0, 𝑓′(0) = 1, 𝑓′′(0) = 𝛼, (3.49) 

𝜃(0) = 𝜀, 𝜃′(0) = 1. (3.50) 

 
 

By equating the terms with the same power of the parameter 𝑝 in equation 3.47, we get 

a system of linear ODEs and then substituting the initial values given in   3.49, we get 

the value of 𝑓0, 𝑓1, 𝑓2, … , 𝑓𝑛. Similarly, by equating the terms with the same power of 

the parameter 𝑝 in equation 3.48, we get a system of linear ODEs and then substituting 

the initial values given in 3.50, we get the value of 𝜃0, 𝜃1, 𝜃2, … , 𝜃𝑛. 

It should be noted that the values of 𝛼, 𝛾 and ε are unknowns and their values are to be 

determined. These values can be found out   by using   the   outer   boundary conditions 

given in 3.37 that are not being used yet i.e. 

𝑓′′(1) = 𝜃′(1) = 0, 𝑓 (1) = 
𝑆 

. 
2 

(3.51) 

In this study, we have found the solution using 10th order approximations for both 𝑓(𝜂) 

and 𝜃(𝜂). The system of ordinary differential equations given in 3.35 and 3.36 depends 

on various parameters, such as the unsteadiness parameter, the Prandtl number, and six 

additional control parameters i.e. 𝖯4, 𝖯5, 𝖯7, 𝖯8, 𝖯9 and 𝖯10. The Maple code for finding 

the solution using HPM is given in Appendix. 



Chapter 4: Results 
 

In the previous chapter, we employed Lie similarity transformation technique to obtain 

ODEs corresponding to flow equations. The system of ODEs is mentioned in equations 

3.47 and 3.48. These ODEs are subjected to initial conditions given in   equations 3.49 

and 3.50 and boundary condition 3.51. The system of ODEs is solved by writing code 

for Homotopy perturbation method on MAPLE. The system of ODEs is solved by 

applying 10th order HPM. The MAPLE code is composed in such a way that the order 

of solution could be increased or decreased by simply changing the value of ‘n’ in the 

program where n denotes the order of HPM. 

With increasing the order, the results become more precise along with increased 

computational time. Generally, the HPM model solved at order   7   shows   results 

consistent with order 15. The HPM model under study is also solved on 15th order as 

well. It shows result consistent with order 10th. So in this research, the results are 

obtained at order 10th. The velocity and temperature profiles are obtained at this order 

to determine the solution. 

Our system of odes depends on different parameters which include   unsteadiness 

parameter, Prandtl number, and six additional control parameters i.e. 

𝖯4, 𝖯5, 𝖯7, 𝖯8, 𝖯9 and 𝖯10. Each of   these   parameters   has   its   own   effect   on   velocity 

profile 𝑓′(𝜂) and temperature profile 𝜃(𝜂). We keep changing   the   value   of   each   of 

these parameters one by one to observe the velocity   profile   𝑓′(𝜂)   and   temperature 

profile 𝜃(𝜂). Now let’s consider each of these parameters one by one in the subsequent 

sections. 

4.1 Influence of unsteadiness parameter ‘𝑺’ 
 

Firstly, the velocity profiles 𝑓′(𝜂) and temperature profiles 𝜃(𝜂) for different values of 

unsteadiness parameter 𝑆 are drawn by keeping all other parameters constant. Both the 

profiles are greatly dependent on the value of 𝑆. We obtain the desired profiles on the 

certain values of 𝑆. The desired profile which is increasing trend is obtained for 

unsteadiness values greater than 2. 

Now first see the influence   of   unsteadiness   parameter   𝑆   on   velocity 𝑓′(𝜂).   The 

variation of unsteadiness parameter on the velocity profile is measured and shown 

graphically in Figure 4.1. It shows that the velocity rises with the increase in the value 

of 𝑆 while keeping all other parameters including Prandtl number, and six other control 

parameters constant. So increasing trend is obtained in case of velocity profiles while 

varying the value of 𝑆. 



 
 

Figure 4.1: Variation of f ′(η) with S ( Pr = 1, ϑ4 = ϑ5 = ϑ7 = ϑ8 = ϑ10 = 1, ϑ9 = 2.5) 

In the same manner the variation of 𝑆 is measured on the 𝜃(𝜂) after obtaining the 

velocity profile. The temperature profile 𝜃(𝜂) is shown in Figure 4.2: 
 

Figure 4.2: Variation of θ(η) with S ( Pr = 1, ϑ4 = ϑ5 = ϑ7 = ϑ8 = ϑ10 = 1, ϑ9 = 2.5) 

The variation of unsteadiness parameter 𝑆   on the 𝜃(𝜂) shows that as the value of 𝑆 
continues   to   increase,   the   temperature   curve   moves   down   towards   the   origin.   So   it 



means that the temperature value is decreasing with the increase in value of 𝑆. The 

Figure 4.2 shows that initially with an increase in the value of 𝑆 from 2.7 to 3.1, there 

is a big gap in between two curves. But later on, this gap becomes smaller between the 

two neighboring curves. So it means that with the increase in value   of   𝑆   the 

temperature initially decreases significantly but afterwards there is gradual decrease in 

temperature value. 

The influence of 𝑆 on the velocity and temperature profile is further explained in the 

Table 4.1 while keeping all remaining parameters constant. The table exhibits the 

influence of 𝑆 on the dimensionless film thickness β, velocity gradient 𝑓′(1) and free 

surface temperature 𝜃(1). It can be seen that the unsteadiness factor plays a vital role 

on the dimensionless film thickness β, velocity gradient 𝑓′(1) and   free   surface 

temperature 𝜃(1). The β rises with the rise in 𝑆 till 𝑆 equals to 3.9 but after that β starts 

decreasing with further rise in 𝑆, which is evident from the Table 4.1 as well. 

Table 4.1: Variation of dimensionless film thickness, velocity gradient and free surface temperature with 

respect to S 
 

S β α 𝑓′(1) ε 𝜃(1) 

2.7 0.4219431846 0.982636784 1.533695073 7.72605554 8.394826316 

3.1 0.4535705456 1.509588421 1.843321387 5.55658533 6.284609387 

3.5 0.4632735864 2.024574106 2.154649721 4.51017539 5.280909425 

3.9 0.4631288220 2.532194990 2.467055560 3.88510111 4.687269360 
4.3 0.4582065692 3.035032121 2.780177484 3.03503212 4.291835535 

4.7 0.4509257442 3.534622300 3.093794888 3.16408656 4.008022340 

5.1 0.4425306311 4.031926879 3.407766936 2.93554445 3.793654826 

 

In the previous chapter, 𝑓′′(0) and 𝜃(0) were assumed to α and ε respectively. So α is 

equal to 𝑓′′(0) and ε is equal to 𝜃(0). The table indicates that the velocity gradient 

𝑓′(1) and α are increasing with   the   𝑆.   Similarly, the   free   surface   temperature 𝜃(1) and 

ε are decreasing as 𝑆 increases. This is in agreement with Figure 4.1 and Figure 4.2 i.e. 

the velocity profile moves upward away from the origin with increasing unsteadiness 

parameter and temperature profile moves downward towards the origin with increasing 

unsteadiness parameter. 

4.2 Influence of Prandtl number ‘Pr’ 
 

As unsteadiness parameter affects the model, Prandtl Number is another parameter that 

influences the model. Velocity profile remains unaffected   by   varying   the   Prandtl 

number. It can be noticed through equation 3.35. As it   does   not   contain   Prandtl 

number. While equation 3.36 has Prandtl number so the temperature profile depends 

greatly on Prandtl Number. 

There is an inverse relation between Pr and 𝜃(𝜂). With the increase in   Pr   the 

temperature decreases. Initially a bigger decrease is observed with the increase in Pr. 



But on further rise in the Pr, the gap between the decreasing temperature profiles also 

becomes smaller. So it means that the temperature is observing smaller decrement on 

greater Prandtl numbers. 
 

Figure 4.3: Variation of θ(η) with Pr (S = 2.1, ϑ4 = ϑ5 = ϑ7 = ϑ8 = ϑ10 = 1, ϑ9 = 2.5) 

The influence of Pr on the 𝜃(𝜂) is further explained in the Table 4.2. The table exhibits 

the influence of 𝑃𝑟 on the β, free surface temperature 𝜃(1) and 𝜃(0).   It   is   noted   that 

the Prandtl Number plays an important role in determining the temperature profile. The 

film thickness β remains constant on different values of Pr, which is evident from the 

Table 4.2 as well. So the β is independent of Pr number. 

Table 4.2: Variation of dimensionless film thickness and free surface temperature with respect to Pr 
 

Pr β ε 𝜃(1) 
1 0.2115871341 42.17261756 42.70353445 

2 0.2115871341 20.89889093 21.43077971 

3 0.2115871341 13.80727449 14.34013957 

4 0.2115871341 10.26118377 10.79502962 

5 0.2115871341 8.133301844 8.668132914 

6 0.2115871341 6.714523077 7.250343876 

7 0.2115871341 5.700945054 6.237760117 

8 0.2115871341 4.940616539 5.478430433 

9 0.2115871341 4.349120165 4.887937489 

10 0.2115871341 3.875805529 4.415630915 



The table indicates that the free surface temperature 𝜃(1) and ε are decreasing when 

Prandtl number rises. This is in agreement with Figure 4.3 i.e. the temperature profile 

moves downward with increasing of 𝑃𝑟. 

The Figure 4.3 and Table 4.2 are given for unsteadiness parameter 𝑆 equal to 2.1. Now 

we change the value of 𝑆 to 2.7 and then see the influence of 𝑃𝑟 on 𝜃(𝜂). The resulting 

profile is given in Figure 4.4. It shows that the temperature profiles are moving further 

closer to origin in case of 𝑆 equals to 2.7 as compared to 𝑆 of 2.1 given in Figure 4.3. 
 

Figure 4.4: Variation of θ(η) with Pr (S = 2.7, λ4 = λ5 = λ7 = λ8 = λ10 = 1, λ9 = 2.5) 

As the unsteadiness parameter has inverse relation with the temperature value. That is 

why, the temperature profile has moved further downward in Figure 4.4 as compared to 

Figure 4.3. 

In the same manner, temperature profiles are drawn for different 𝑃𝑟 number   while 

varying 𝑆 equal to 3.1, 3.5, 3.9 and 4.3 in Figure 4.5, Figure 4.6, Figure 4.7 and Figure 

4.8 respectively. In all of these profiles, as 𝑆 is increasing the temperature profiles are 

moving closer to the origin. It means that the temperature is decreasing. 

It is also   noticeable   that   with   increasing 𝑃𝑟,   the   gaps   between   the   temperature 

profiles   become   narrower.   For   𝑆    equals    to    3.5,    the    temperature    profile    is 

moving   below   the   origin   when   𝑃𝑟   number   equals   to    8    which    is    not    an 

optimum profile that is why it is omitted in Figure 4.6. 



 
 

Figure 4.5: Variation of θ(η) with Pr (S = 3.1, ϑ4 = ϑ5 = ϑ7 = ϑ8 = ϑ10 = 1, ϑ9 = 2.5) 
 

Figure 4.6: Variation of θ(η) with Pr (S = 3.5, ϑ4 = ϑ5 = ϑ7 = ϑ8 = ϑ10 = 1, ϑ9 = 2.5) 

Similarly for the unsteadiness parameter of 3.9 and 4.3, Pr number of 6 and greater are 

omitted in Figure 4.7 and Figure 4.8 as the temperature profile moves down the origin 

for these values of Pr which are not optimum profiles. For all these temperature 



profiles, it is evident that with the increase in Pr and S, the temperature decreases, and 

temperature profile moves further closer to origin. 
 

 

 

Figure 4.7: Variation of θ(η) with Pr (S = 3.9, ϑ4 = ϑ5 = ϑ7 = ϑ8 = ϑ10 = 1, ϑ9 = 2.5) 
 

Figure 4.8: Variation of θ(η) with Pr (S = 4.3, ϑ4 = ϑ5 = ϑ7 = ϑ8 = ϑ10 = 1, ϑ9 = 2.5) 



4.3 Influence of control parameters 
 

In this study model, there are six control parameters that determines the solution of the 

complex problem of flow over an unsteady stretching surface. These parameters have 

tremendous influence on the solution. 

The control parameters are 𝖯4, 𝖯5, 𝖯7, 𝖯8, 𝖯9 and 𝖯10. Now we will look at them one by 

one to see their influence on the solution. 

4.3.1 Influence of 𝖯4, 𝖯5 and 𝖯10 

As equation 3.35 describes the velocity profile, it can be seen that   equation 3.35 does 

not   contain 𝖯4, 𝖯5 and 𝖯10.   So   𝖯4, 𝖯5 and 𝖯10   have   no   influence   on   the   velocity profile 

of the model. While equation 3.36,   which describes the temperature profile,   contains 

these control parameters 𝖯4, 𝖯5 and 𝖯𝟏𝟎. But it is   observed   through   Maple   results   that 

the 𝖯4, 𝖯5 and 𝖯𝟏𝟎 does not affect the temperature profile as   well.   It   means   that   the 

model remains unaffected by these three control parameters i.e. 𝖯4, 𝖯5 and 𝖯10. 

4.3.2 Influence of 𝖯9 

Velocity profile is independent of the value of 𝖯𝟗, as equation 3.35 does not contain 𝖯𝟗. 

The temperature profile is hugely dependent on the control parameter 𝖯9.   There   are 

certain values of 𝖯9 at which an optimum solution is obtained. The desired profile is 

obtained for 𝖯9 greater than 2.05 and less than 53. 
 

Figure 4.9: Variation of θ(η) with ϑ9 (S = 2.7, ϑ4 = ϑ5 = ϑ7 = ϑ8 = ϑ10 = 1, Pr = 1) 



As 𝖯9 rises, the temperature decreases. Initially while increasing the 𝖯9, there is a big 

decrease in the temperature 𝜃(𝜂). But on further increase in   𝖯9,   the   temperature 

decreases slowly as seen from Figure 4.9. It is noticeable that there is a great difference 

between 𝖯9 value of 2.5 and 3.0. While on the further increase in 𝖯9, there is gradual 

decrease in temperature profile. 

The influence of 𝖯9 value on the 𝜃(𝜂)is further explained in Table   4.3.   The   table 

exhibits the influence of 𝖯9 value on the β, 𝜃(1) and 𝜃(0). It can be seen that the 𝖯9 
plays an important role in determining the temperature profile. The β remains constant 

on different values of 𝖯9, which is evident from Table 4.3 as well. So β is independent 

of 𝖯9. 

Table 4.3: Variation of dimensionless film thickness and free surface temperature with respect to ϑ9 

 

𝖯9 β ε 𝜃(1) 

2.5 0.4219431846 7.726055541 8.394826316 

3.0 0.4219431846 3.681232124 4.289813466 

3.5 0.4219431846 2.327417576 2.919484512 

4.0 0.4219431846 1.648281365 2.234883480 
4.5 0.4219431846 1.239289794 1.824935066 

5.0 0.4219431846 0.9654201059 1.552436625 

5.5 0.4219431846 0.7687604709 1.358544589 

6.0 0.4219431846 0.6203392009 1.213824145 
6.5 0.4219431846 0.5040538054 1.101918253 

7.0 0.4219431846 0.4102388370 1.013011395 

 
The above table indicates that the free surface temperature 𝜃(1) and ε are decreasing as 

the 𝖯9 increases. This is in agreement with Figure 4.9   i.e.   the   temperature   profile 

moves downward with increasing value of control parameter 𝖯9. 

The Figure 4.9 and Table 4.3 are given for unsteadiness parameter equals to 2.7. It is 

evident from the Table 4.3 that there is a significant decrease in the temperature as 

𝖯9 increases from 2.5 to 3.0. On the further increase in 𝖯9, the decrease in temperature 

becomes lesser. 

Now we change S and then see the influence of 𝖯9 on 𝜃(𝜂). The profile for S equals 

2.1 is shown in Figure 4.10. It shows that the temperature profiles are moving further 

closer to origin in case of S equals to 2.7 given in Figure 4.9 as compared to S equals to 

2.1 given in Figure 4.10. 

𝖯9 is the most important control parameter. It has almost same influence as that of 

unsteadiness parameter for the   temperature   profiles.   In   both   cases,   temperature 

decreases with the increase in their   respective   values.   When   both   unsteadiness 

parameter and 𝖯9 increases, the temperature profile moves further closer to the origin. 



This is evident from Figures 4.9 to 4.15, in which variation of 𝜃(𝜂) with 𝜆9 at variable 

values of S is graphically plotted. 

In Figure 4.10 and 4.11, S decreased to 2.1 and 2.2 respectively and it can be seen that 

temperature values are greater than the case of Table 4.3 in which S was considered as 

2.7. 
 

Figure 4.10: Variation of θ(η) with ϑ9 (S = 2.1, ϑ4 = ϑ5 = ϑ7 = ϑ8 = ϑ10 = 1, Pr = 1) 
 

Figure 4. 11: Variation of θ(η) with ϑ9 (S = 2.2, ϑ4 = ϑ5 = ϑ7 = ϑ8 = ϑ10 = 1, Pr = 1) 



It is noticeable that with increasing 𝖯9 , the gaps between the temperature profiles become 

narrower. In Figure 4.12, observe the difference in temperature profiles at different values of 𝜆9. 

It can be seen that gaps in temperature profiles become narrower with increase in 𝖯9. 
 

Figure 4. 12: Variation of θ(η) with ϑ9 (S = 3.1, ϑ4 = ϑ5 = ϑ7 = ϑ8 = ϑ10 = 1, Pr = 1) 
 
 
 

Figure 4. 13: Variation of θ(η) with ϑ9 (S = 3.5, ϑ4 = ϑ5 = ϑ7 = ϑ8 = ϑ10 = 1, Pr = 1) 



In Figures 4.13, 4.14 and 4.15, same trend is observed i.e. with increase in 𝖯9, the 

temperature decreases. Furthermore, it can again be seen   from these profiles that   with 

rise in S, the temperature is decreasing further. 
 

Figure 4. 14: Variation of θ(η) with ϑ9 (S = 3.9, ϑ4 = ϑ5 = ϑ7 = ϑ8 = ϑ10 = 1, Pr = 1) 
 
 
 

Figure 4. 15: Variation of θ(η) with ϑ9 (S = 4.3, ϑ4 = ϑ5 = ϑ7 = ϑ8 = ϑ10 = 1, Pr = 1) 



4.3.3 Influence of 𝖯7 

𝖯𝟕 is an important control parameter that influences both the velocity profiles and 

temperature profiles. Equation 3.35 and 3.36,   both   contain 𝖯𝟕,   so   both   the   profiles 

show variation with the change in    𝖯𝟕 value. But there is only a small range of values 

of 𝖯7 where optimum velocity and temperature profiles are obtained. 

The optimum profile is obtained for 𝖯𝟕 value between 0.12 and 1.89 for unsteadiness 

value of 2.7. Similarly, the optimum profile range changes slightly with change in the 

unsteadiness parameter and other control parameters. With the   rise   in   the 𝖯𝟕,   the 

velocity profile moves towards the origin i.e. velocity starts decreasing with rise in 𝖯𝟕. 

But there is very small difference in the velocities. This is evident from Figure 4.16, in 

which variation of velocity is shown with respect to the 𝖯𝟕 while keeping all other 

parameters constant. 
 

 

 

Figure 4. 16: Variation of f′(η) with ϑ7 (S = 2.7, ϑ4 = ϑ5 = ϑ8 = ϑ10 = 1, ϑ9 = 2.5, Pr = 1) 

The 𝖯7 also affects the temperature profile. With the increase in 𝖯𝟕, the temperature 

profile moves upward away from the origin, which means the temperature value is 

increasing. It is evident from the Figure 4.17(a) and Figure 4.17(b) that 𝜃(𝜂) moves 

uniformly upwards with the increase in 𝖯7. In the second Figure below, it can be seen 

that the two temperature profiles are separated by the same distance. 



 

 
 

Figure 4. 17(a): Variation of θ(η) with λ7 (S = 2.7, ϑ4 = ϑ5 = ϑ8 = ϑ10 = 1, ϑ9 = 2.5, Pr = 1) 
 

Figure 4. 17(b): Variation of θ(η) with λ7 (S = 2.7, ϑ4 = ϑ5 = ϑ8 = ϑ10 = 1, ϑ9 = 2.5, Pr = 1) 

The two figures are shown for the variation of temperature profile with 𝖯𝟕 in Figure 

4.17(a) and 4.17(b). In first Figure, the temperature profile looks like a straight line. 

This is due to the fact that a greater range of values are taken in this case. But in actual 



these are curves instead of straight line. This can be seen in the Figure 4.17(b), instead 

of straight lines, curves are obtained as smaller range of values are considered in it. 

The influence of 𝖯𝟕 on the velocity and 𝜃(𝜂) is further explained in the Table 4.4. The 

table exhibits the influence of 𝖯𝟕 on the dimensionless   film   thickness   β,   velocity 

gradient 𝑓′(1) and free surface temperature 𝜃(1). It can be seen that 𝖯7 plays a vital 

role on the values of dimensionless film thickness β, velocity gradient 𝑓′(1) and free 

surface temperature 𝜃(1). The dimensionless film thickness β decreases with the rise in 

value of 𝖯𝟕 as evident from the Table 4.4. It can be seen that initially with the increase 

in 𝖯𝟕, there is a greater decrease in dimensionless film thickness.   But   on   further 

increase, it decreases lesser as compared to the previous case. 

Table 4.4: Variation of dimensionless film thickness, velocity gradient and free surface temperature with 

respect to ϑ𝟕 

 

𝖯7 β α 𝑓′(1) ε 𝜃(1) 

0.2 0.6340336099 0.9650840140 1.538722547 3.48744933 4.176125582 

0.4 0.5528523380 0.9725329663 1.536560076 4.54652202 5.226558861 

0.6 0.4966454155 0.9771700815 1.535235674 5.60615110 6.280955044 

0.8 0.4547434171 0.9803365265 1.534340627 6.66603491 7.337326788 

1.0 0.4219431846 0.9826367844 1.533695073 7.72605554 8.394826315 
1.2 0.3953598681 0.9843837514 1.533207378 8.78615778 9.453030514 

1.4 0.3732467376 0.9857557323 1.532825913 9.84631230 10.51170434 

1.6 0.3544756190 0.9868618145 1.532519360 10.9065030 11.57070752 

1.8 0.3382808379 0.9877724970 1.532267617 11.9667187 12.62994974 

 
In the previous chapter, 𝑓′′(0) and 𝜃(0) were assumed to α and ε respectively. So α is 

equal to 𝑓′′(0) and ε is equal to 𝜃(0). The above table indicates that   the   velocity 

gradient 𝑓′(1) is decreasing very little with the increase of 𝖯𝟕 value. While the   free 

surface temperature 𝜃(1) and ε are increasing uniformly as the 𝖯𝟕 value increases. This 

is in agreement with Figure 4.16 and Figure 4.17 i.e. the velocity profile is almost 

constant and moves toward origin with increasing 𝖯7 and temperature profile moves 

uniformly upward with increasing 𝖯7. 

4.3.4 Influence of 𝖯8 

Velocity profile is independent of the value of 𝖯8, as equation 3.35 does not contain 𝖯8. The 

temperature profile is dependent on the control parameter 𝖯8. There are certain values of 𝖯8 at 

which optimum temperature profiles are obtained. The desired profile is obtained for 𝖯8 greater 

than 0.225 and less than 1.25 for unsteadiness parameter value of 2.7. So the optimum value varies 

depending on the values of other parameters as well. Figure 4.18 describes the variation of 𝖯8 on 

the temperature profile. 



 
 

Figure 4. 18: Variation of θ(η) with ϑ8 (S = 2.7, ϑ4 = ϑ5 = ϑ7 = ϑ10 = 1, ϑ9 = 2.5, Pr = 1) 

2 
 

As 𝖯8 rises, the temperature profile 𝜃(𝜂) moves upward, which is evident from above 

figure. This   means   the   temperature   is   increasing.   Initially while   increasing the   value 

of 𝖯8, there is a smaller increase in the temperature 𝜃(𝜂). But on further increase in 𝖯8, 

the temperature increases significantly as   seen   in   Figure   4.18.   The   temperature 

increases significantly between 𝖯8 value of 1.0 and 1.1. 

The influence of 𝖯8 on the 𝜃(𝜂) is further explained in the Table 4.5. The table exhibits 

the influence of 𝖯9 value on the β, 𝜃(1) and 𝜃(0). It can be seen that the 𝖯8 plays a 

significant role in   determining   the   temperature   profile.   The   dimensionless   film 

thickness β remains constant on different values of 𝖯8 value, which is evident from the 

Table 4.2 as well. So β is independent of 𝖯8. 

 
Table 4.5: Variation of dimensionless film thickness and free surface temperature with respect to ϑ8 

 

𝖯8 β ε 𝜃(1) 
0.3 0.4219431846 0.2292762622 0.8471157752 

0.4 0.4219431846 0.5588901223 1.154491095 

0.5 0.4219431846 0.9654201059 1.552436625 

0.6 0.4219431846 1.491164719 2.077096118 

0.7 0.4219431846 2.204094814 2.794947244 

0.8 0.4219431846 3.230412584 3.833034864 

0.9 0.4219431846 4.838983796 5.463944410 

1.0 0.4219431846 7.726055541 8.394826317 



1.1 0.4219431846 14.42884897 15.20373682 

1.2 0.4219431846 47.29477627 48.59958854 
 

The above table indicates that the free surface temperature 𝜃(1) and ε are increasing as 

𝖯8 increases. This is in agreement with Figure 4.18 i.e. the temperature profile moves 

upward with increasing value of control parameter 𝖯8. 

The Figure 4.18 and Table 4.5 are given for unsteadiness parameter value equal to 2.7. 

It is evident from the Table 4.5 and Figure 4.18 that there is a significant increase in the 

temperature values as 𝖯8 increases beyond 1.0. On the further increase in 𝖯8 value, the 

distance between temperature profiles becomes wider showing significant increase in 

temperature value. 

The control parameter 𝖯8 value has only a small range in which it can provide optimum 

temperature profile. It is a very important parameter as seen from the table that a little 

change of 𝖯8 value from 1.0 onwards has a tremendous influence on the temperature 

value. 

In this chapter, all the factors that control the heat transfer process taking place through 

a time dependent stretching surface along with variable heat source or sink are studied 

in detail and the influence of each of the parameters is measured through Maple codes. 

First HPM is applied and then the influence of each parameter is calculated through 

iterative procedure on Maple. All the Maple coding is done on the 10th order. So, it 

gives a very precise and accurate results. 



Chapter 5: Conclusion 
 

In this research, the heat transfer process taking place through an extending surface is 

studied. The complex problem is   analyzed   using   Lie   point   symmetry   analysis 

technique. A reduction procedure is developed to   obtain   equations   in   reduced   forms. 

Lie point symmetry method generates a set of symmetries. Then these symmetries are 

combined to construct invariants and similarity transformations. As a result, a system 

of PDEs is reduced to a nonlinear system of ODEs, which is a model consisting of 

several control parameters. 

The system of ODEs is then solved using an analytical solution technique known as 

Homotopy perturbation method. Multiple solutions are obtained by varying the control 

parameters one by one. Our system depends on different parameters which include 

unsteadiness parameter S, Prandtl number Pr, and six additional control parameters i.e. 

𝖯4, 𝖯5, 𝖯7, 𝖯8, 𝖯9 and 𝖯10. The influence of each of these   parameters   on   the   velocity 

profile 𝑓′(𝜂) and temperature profile 𝜃(𝜂) is calculated. Our findings indicate that: 

 The most important parameters in this research are the unsteadiness parameter S 

and the control parameter 𝖯9 value. 

 Velocity profile is affected by   the   unsteadiness   parameter   S   and   control 

variable 𝖯7. Velocity   profile   remains   unaffected   by   all   the   remaining 

parameters. Velocity profile moves away from the origin with the increase in 

unsteadiness parameter ‘S’ while it moves towards the origin with the increase 

in the value of control variable 𝖯7. 

 The   temperature    profile    is    dependent    on    S,    Pr,    and    control    parameters 

𝖯7, 𝖯8 and 𝖯9. The temperature decreases with the rise in each of S,   Pr   and 

control variable 𝖯9 value. While   𝜃(𝜂) rises   with   the   increase   in   control 

parameter 𝖯7 and 𝖯8 values. 

 The remaining three parameters 𝖯4, 𝖯5 and   𝖯10 does   not   affect   the   temperature 

and velocity profiles. 

 The dimensionless film thickness β is also dependent on the value of S and 

control parameter 𝖯7. The β increases with rise in the unsteadiness parameter. 

While the β decreases with the increase in the control parameter 𝖯7. The 

dimensionless film   thickness β   remains unaffected by remaining parameters   i.e. 

Pr, 𝖯4, 𝖯5, 𝖯8, 𝖯9, and 𝖯10. 

Lie point similarity is an important technique that helps to solve complex partial 

differential equations. It helps to reduce the PDEs to non-linear ordinary differential 

equations ODE, which is easily solvable. The resulting ODE can be solved by HPM, 

which is an efficient technique to find analytical solutions and it gives precise and 

accurate results at a very fast rate. The HPM computational rate of giving result is also 

very efficient. The research is carried out on the 10th order   which   gives   consistent 

result as that of 20th order. 



In this study, two-dimensional flow is studied. The study can be extended to 3- 

dimensional flow caused by the extending of the surface in the two lateral   directions. 

The Lie symmetry analysis can be used to reduce the 3-dimensional Navier-Stokes 

equations into a system of non-linear ordinary differential equations that can be solved 

using approximate numerical or analytical techniques. 

There are a number of analytical solution techniques which can be used to solve the non-

linear ordinary differential   equations   which   are   obtained   through   lie   point similarity 

technique. HAM, RKF, FDM, etc. are the names of other analytical solution techniques. The 

results of HPM can be compared with other methods as well. 

These findings are of great importance for the problem of   the heat transfer   process 

taking place through an extending surface with variable heat source   or   sink.   The 

research is helpful in providing novel study of analytical solutions techniques. The 

methodology and solution technique can further find its role in the flow analysis in 

different industrial manufacturing processes, and it provides optimum solutions. 
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Appendix 
 

This section contains the MAPLE codes that are written specifically for this study. The 

MAPLE codes used   for   generating   similarity transformations,   finding   suiTable   ranges 

of   convergence   control   parameters,   and   plotting   dimensionless   velocity   and 

temperature profiles are given in this section. 



> restart:printlevel:=2:with(PDEtools):declare(u(t,x,y),v(t,x,y),T 

(t,x,y)): 

  
 

  
 

  

> sys:={diff(u(t,x,y),x)+diff(v(t,x,y),y)=0,diff(u(t,x,y),t)+u(t,x, 

y)*diff(u(t,x,y),x)+v(t,x,y)*diff(u(t,x,y),y)=(mu/rho)*diff(u(t, 

x,y),y,y),diff(T(t,x,y),t)+u(t,x,y)*diff(T(t,x,y),x)+v(t,x,y)* 

diff(T(t,x,y),y)=((kappa/(rho*C[p])))*diff(T(t,x,y),y,y)+(Q*(T(t, 

x,y)-a[0])/(rho*C[p]))};cond[1]:=y=0;cond[2]:=u-F[1](x,t);cond[3] 

:=v;cond[4]:=T[y]+F[2](x,t)/kappa;cond[5]:=y-h(t);cond[6]:=v-diff 

(h(t),t);cond[7]:=u[y];cond[8]:=T[y]; 
 

 

 
 

 

  
 

 

 

 

 
 

 

 

 

 

 
 

> sym:=Infinitesimals(sys);nops(%); 

(1) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
(2) 

 

 
 

 
      

 

 
 

 
      

 

          
 

     
 

 
 

 

       
 

     
 

    
 

    



 

       
 

  
 

 

 
 

 

Error, invalid input: nops expects 1 argument, but received 7 

> _F1(t, x):=0:_F2(t, x):=0:_F3(t, x):=0:_F4(t, x):=0:_F5(t, x):= 

0:_F6(t, x):=0:_F7(t, x):=0:_F8(t, x):=0:_F9(t, x):=0:_F10(t, x) 

:=0:_F11(t, x):=0: 

> for i from 1 to 7 do symm[i]:=sym[i] end do:#loop on no of 

symmetries 

> for j from 1 to 7 do #loop on no of symmetries 

for i from 1 to 6 do #loop on no of independent and dependent 

variables 

xi[i,j]:=rhs(symm[j][i]) 

end do 

end do: 

> DepVars := ([T(t,x,y),u(t,x,y),v(t,x,y)]); 
 

 
    

> for k from 1 to 7 do S[k]:=[lambda[k]*xi[1,k],lambda[k]*xi[2,k], 

lambda[k]*xi[3,k],lambda[k]*xi[4,k],lambda[k]*xi[5,k],lambda[k]* 

xi[6,k]] end do:for m from 1 to 7 do G[m]:=InfinitesimalGenerator 

(S[m], DepVars, prolongation = 1, expanded) end do:#loop on no of 

symmetries 

> S[1]+S[2]+S[3]+S[4]+S[5]+S[6]+S[7]:G:=InfinitesimalGenerator(%, 

DepVars, prolongation = 1, expanded); 

    

 

 

 

 

 

 

 

 

 

 

 

 

 

(3) 

 

 

 

 

 

 

 

 
(4) 

 
 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

  
 

 
 

  

 
 

 

 

> for l from 1 to 8 do #loop on no of conditions 

eq[l]:=G(cond[l]) 

end do; 

 

 

 

 
 

 

 

 

 

 
 

 

     
 

 

 

 
 

 

 

 
 



 

   

 

 

 
 

(5) 

> subs(u=F[1](x,t),eq[2]):pdsolve(%);subs(T[y]=-F[2](x,t)/kappa,eq 

[4]):pdsolve(%);subs(y=h(t),eq[5]):dsolve(%);eq[1];eq[3];eq[6];eq 

[7];eq[8]; 

  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

 

 

 

 

 

 

 

 

(6) 
   

> inv[1]:=J(t,x,y,T,u,v):G(inv[1]):pdsolve(%); 
 

 

 

(7) 



> 

 

 

(7) 
 

 

 
 

 

 

 

 

 

 
 

  

 

 

 

 

 

 

 

 
>    

 

declare(for i from 1 to 3 do F[i]((t*lambda[3]*lambda 

[4] + x*lambda[4]^2 - x*lambda[4]*lambda[7] + lambda[1] 

*lambda[3] + lambda[2]*lambda[4] - lambda[2]*lambda[7]) 

*(t*lambda[7] + lambda[1])^(-lambda[4]/lambda[7])/ 

(lambda[4]*(lambda[4] - lambda[7])), y/sqrt(t*lambda[7] 

+ lambda[1])) end do): 

(8) 

> 



 

 

 

 

 

 
 

> var1:=simplify(solve((t*u*lambda[4]*lambda[7] - t*u* 

lambda[7]^2 + t*lambda[3]*lambda[7] + u*lambda[1]* 

lambda[4] - u*lambda[1]*lambda[7] + lambda[1]*lambda[3] 

)*(t*lambda[7] + lambda[1])^(-lambda[4]/lambda[7])/ 

(lambda[4] - lambda[7])= F[1], u)): 

> var2:=simplify(solve(v*sqrt(t*lambda[7] + lambda[1])=F 

[2], v)): 

> var3:=simplify(solve((t*lambda[7] + lambda[1])^((-rho*C 

[p]*lambda[5] + Q*lambda[1])/(rho*C[p]*lambda[7]))*(- 

lambda[5]*T*rho*C[p]*exp(-Q*t/(rho*C[p])) + exp(-Q*t/ 

(rho*C[p]))*C[p]*rho*a[0]*lambda[5] + T*Q*lambda[1]*exp 

(-Q*t/(rho*C[p])) - Q*a[0]*lambda[1]*exp(-Q*t/(rho*C[p] 

)) - rho*C[p]*lambda[6])/(-rho*C[p]*lambda[5] + Q* 

lambda[1])=F[3], T)): 

> u:=(F[1]((t*lambda[3]*lambda[4] + x*lambda[4]^2 - x* 

lambda[4]*lambda[7] + lambda[1]*lambda[3] + lambda[2]* 

lambda[4] - lambda[2]*lambda[7])*(t*lambda[7] + lambda 

[1])^(-lambda[4]/lambda[7])/(lambda[4]*(lambda[4] - 

lambda[7])), y/sqrt(t*lambda[7] + lambda[1]))*(lambda 

[4] - lambda[7])*(t*lambda[7] + lambda[1])^(lambda[4] 

/lambda[7]) - lambda[3]*(t*lambda[7] + lambda[1]))/( 

(lambda[4] - lambda[7])*(t*lambda[7] + lambda[1])); 

 

 

 

(9) 
 

> v:=F[2]((t*lambda[3]*lambda[4] + x*lambda[4]^2 - x* 

lambda[4]*lambda[7] + lambda[1]*lambda[3] + lambda[2]* 

lambda[4] - lambda[2]*lambda[7])*(t*lambda[7] + lambda 

[1])^(-lambda[4]/lambda[7])/(lambda[4]*(lambda[4] - 

lambda[7])), y/sqrt(t*lambda[7] + lambda[1]))/sqrt(t* 



lambda[7] + lambda[1]); 
 

   

 

 

(10) 
 
 

> T:=(exp(Q*t/(rho*C[p]))*F[3]((t*lambda[3]*lambda[4] + 

x*lambda[4]^2 - x*lambda[4]*lambda[7] + lambda[1]* 

lambda[3] + lambda[2]*lambda[4] - lambda[2]*lambda[7])* 

(t*lambda[7] + lambda[1])^(-lambda[4]/lambda[7])/ 

(lambda[4]*(lambda[4] - lambda[7])), y/sqrt(t*lambda[7] 

+ lambda[1]))*(-rho*C[p]*lambda[5] + Q*lambda[1])*(t* 

lambda[7] + lambda[1])^((rho*C[p]*lambda[5] - Q*lambda 

[1])/(rho*C[p]*lambda[7])) + rho*C[p]*lambda[6]*exp(Q* 

t/(rho*C[p])) + a[0]*(-rho*C[p]*lambda[5] + Q*lambda[1] 

))/(-rho*C[p]*lambda[5] + Q*lambda[1]); 

 

 

 

 

 

 

 

 

 

 

 

 

 

(11) 
 

 

 

 

 

 

 

 
 

    
 

 
 

> eq1:=diff(u,x)+diff(v,y)=0:simplify(%): 

> eq2:=diff(u,t)+u*diff(u,x)+v*diff(u,y)-(mu/rho)*diff(u, 

y,y)=0:simplify(%): 

> eq3:=diff(T,t)+u*diff(T,x)+v*diff(T,y)-((kappa/(rho*C 

[p])))*diff(T,y,y)-(Q*(T-a[0])/(rho*C[p]))=0:simplify 

(%): 

> conds1:=diff(u,y):conds2:=diff(T,y); 

 

 

 

 

 

 

 

 

 
(12) 

 

 

 

 

 

 

  



> with(MTM):printlevel:=2: 

for j from 1 to 2 do 

for i from 1 to 3 do 

F[i]((t*lambda[3]*lambda[4] + x*lambda[4]^2 - x*lambda 

[4]*lambda[7] + lambda[1]*lambda[3] + lambda[2]*lambda 

[4] - lambda[2]*lambda[7])*(t*lambda[7] + lambda[1])^(- 

lambda[4]/lambda[7])/(lambda[4]*(lambda[4] - lambda[7]) 

), y/sqrt(t*lambda[7] + lambda[1])):=F[i]; 

D[j](F[i])((t*lambda[3]*lambda[4] + x*lambda[4]^2 - x* 

lambda[4]*lambda[7] + lambda[1]*lambda[3] + lambda[2]* 

lambda[4] - lambda[2]*lambda[7])*(t*lambda[7] + lambda 

[1])^(-lambda[4]/lambda[7])/(lambda[4]*(lambda[4] - 

lambda[7])), y/sqrt(t*lambda[7] + lambda[1])):=F[i,z[j] 

]; 

D[j,j](F[i])((t*lambda[3]*lambda[4] + x*lambda[4]^2 - 

x*lambda[4]*lambda[7] + lambda[1]*lambda[3] + lambda[2] 

*lambda[4] - lambda[2]*lambda[7])*(t*lambda[7] + lambda 

[1])^(-lambda[4]/lambda[7])/(lambda[4]*(lambda[4] - 

lambda[7])), y/sqrt(t*lambda[7] + lambda[1])):=F[i,z 

[j],z[j]]; 

end do 

end do: 

> simplify(eq1); 
 

(13) 
 

> simplify(eq2); 
 

 

(14) 

    
 

  



 

 
       

  

> simplify(eq3); 

(15) 
  

 

 
 

 

 

 

 

 

> TT := simplify(expand((eq2)),size): 

if lhs(TT)::`*` and rhs(TT)::`*` then 

TTT := map[2](map,freeze,TT); 

comm := `*`(op({op(lhs(TTT))} intersect {op(rhs(TTT))})); 

new := simplify(thaw(lhs(TTT)/comm=rhs(TTT)/comm)); 

end if: 

new: 

> TT1 := simplify(eq3,size): 

if lhs(TT1)::`*` and rhs(TT1)::`*` then 

TTT1 := map[2](map,freeze,TT1); 

comm := `*`(op({op(lhs(TTT1))} intersect {op(rhs(TTT1))})); 

new := simplify(thaw(lhs(TTT1)/comm=rhs(TTT1)/comm)); 

end if: 

new:simplify(isolate(%,F[3,z[2],z[2]])): 

#(isolate,6): error "%1 does not contain %2", expr, x 

Error, (in isolate) new does not contain F[3, z[2], z[2]] 

locals defined as: expr1 = expr1, expr2 = expr2, ito = ito, xx 

= xx, linop = linop, new_args = new_args, subs_args = subs_args, 

subs_back = subs_back, funcs = funcs 



> restart:with(PDEtools):declare(F[1](z[1],z[2]),F[2](z 

[1],z[2]),F[3](z[1],z[2]),F[4](z[1],z[2])): 

  

> sys:={diff(F[1](z[1],z[2]),z[1])+diff(F[2](z[1],z[2]),z 

[2])=0,(lambda[4]-lambda[7])*F[1](z[1],z[2])+(F[1](z 

[1],z[2])-lambda[4]*z[1])*diff(F[1](z[1],z[2]),z[1])- 

(lambda[7]*z[2]/2)*diff(F[1](z[1],z[2]),z[2])+F[2](z 

[1],z[2])*diff(F[1](z[1],z[2]),z[2])-(mu/rho)*diff(F[1] 

(z[1],z[2]),z[2],z[2])=0,(lambda[5]-lambda[1]*Q/(rho*C 

[p]))*F[3](z[1],z[2])+(F[1](z[1],z[2])-lambda[4]*z[1])* 

diff(F[3](z[1],z[2]),z[1])-(lambda[7]*z[2]/2)*diff(F[3] 

(z[1],z[2]),z[2])+F[2](z[1],z[2])*diff(F[3](z[1],z[2]), 

z[2])-(kappa/(rho*C[p]))*diff(F[3](z[1],z[2]),z[2],z[2] 

)=0}; 

 

 

(16) 

 

 
 
 

 

 

 

 
    

  
 

 

 
 

  

 

 

 

> Infinitesimals(sys);nops(%); 

(17) 
 

 

 
 

 

 
 

 
 

  
 

 
 

 

 

 

 

Error, invalid input: nops expects 1 argument, but received 2 



 

 
 

> restart:with(PDEtools,InfinitesimalGenerator,declare, 

ToJet,FromJet): 

> DepVars := ([F[1](z[1],z[2]),F[2](z[1],z[2]),F[3](z[1], 

z[2])]); 

 
 

  

> S := [lambda[8]*z[1],0,lambda[8]*F[1],0,lambda[9]*F[3]] 

; 
 

  
 

> G:=InfinitesimalGenerator(S, DepVars, prolongation = 1, 

expanded); 

 
 

 
  

 

 

 
 

 
 

 
 

> j1:=z[2]=0;j2:=F[1]-f[1](z[1])=0;j3:=F[2]=0;j4:=F[3][z 

[2]]+f[2](z[1])/kappa=0;j5:=z[2]-C[1]=0;j6:=F[1][z[2]]= 

0;j7:=F[3][z[2]]=0;j8:=F[2]-C[1]/2=0; 

 
 

 
 

 
 

   
 

 
 

 
 

 
 

 

  

 
 

 
 

 

 
  

 

 
 

 
 

 
 

 

 

 
> eq1:=G(j1);eq2:=G(j2);eq3:=G(j3);eq4:=G(j4);eq5:=G(j5); 

eq6:=G(j6);eq7:=G(j7);eq8:=G(j8); 

 

 

 

 

 
(18) 

 

 

 
(19) 

 

 

 

(20) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(21) 

 
   



 

 
   

 

 
  

 

 

 

 

 

 
   

> subs(F[1]=f[1](z[1]),eq2):dsolve(%);subs(F[3][z[2]]=-f 

[2](z[1])/kappa,eq4):dsolve(%); 

   
 

   

>  

> restart:with(PDEtools,InfinitesimalGenerator,declare, 

ToJet,FromJet): 

> DepVars := ([F[1](z[1],z[2]),F[2](z[1],z[2]),F[3](z[1], 

z[2])]); 

 
 

  

> S := [lambda[8]*z[1],0,lambda[8]*F[1],0,lambda[9]*F[3]] 

; 
 

  
 

> G:=InfinitesimalGenerator(S, DepVars, prolongation = 1, 

expanded); 
 

 

(22) 

 

 

 

 

 

 
(23) 

 

 

 

 

 

 

 
(24) 

 

 

 
(25) 

 

 

 

(26) 

 

 

 
 

 

> j:=J(z[1],z[2],F[1],F[2],F[3]):G(j)=0;pdsolve(%); 



 

 

(27) 
 

 

>  

> restart:with(PDEtools):declare(P[1](z[2]),P[2](z[2]),P 

[3](z[2]),P[4](z[2])): 
 

  

> F[1]:=z[1]*P[1](z[2]);F[2]:=P[2](z[2]);F[3]:=(z[1])^ 

(lambda[9]/lambda[8])*P[3](z[2]); 
 

 

 
 

 

 

 
 

 

 

 
  

> eqred1:=diff(F[1],z[1])+diff(F[2],z[2])=0;eqred2:= 

(lambda[4]-lambda[7])*F[1]+(F[1]-lambda[4]*z[1])*diff(F 

[1],z[1])-(lambda[7]*z[2]/2)*diff(F[1],z[2])+F[2]*diff 

(F[1],z[2])-(mu/rho)*diff(F[1],z[2],z[2])=0;eqred3:= 

(lambda[5]-lambda[1]*Q/(rho*C[p]))*F[3]+(F[1]-lambda[4] 

*z[1])*diff(F[3],z[1])-(lambda[7]*z[2]/2)*diff(F[3],z 

[2])+F[2]*diff(F[3],z[2])-(kappa/(rho*C[p]))*diff(F[3], 

z[2],z[2])=0; 

 
 

  

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 
(28) 

 

 

 

 

 

 

 

(29) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
(30) 

  



 

 

 
 

  

 
 

> diff(F[3],z[2]); 
 

 

(31) 



> restart:with(PDEtools):declare(f(x),q(x),prime=x): 
f x will now be displayed as f 

q x will now be displayed as q 

derivatives with respect to x of functions of one variable will now be displayed with ' 

> N:=10:S:=2.7:Pr:=1:lambda[4]:=1:lambda[5]:=1:lambda[7]:=1:lambda 
[8]:=1:lambda[9]:=2.5:lambda[10]:=1: 

> m(x):=sum(p^i*f[i](x),i=0..N):n(x):=sum(p^i*q[i](x),i=0..N): 

> eq1:=(1-p)*diff(m(x),x,x,x)+p*(diff(m(x),x,x,x)+r*(((lambda[7]/2) 
*S*x-m(x))*diff(m(x),x,x)+(diff(m(x),x))^2+S*lambda[7]*diff(m(x), 
x))):eq2:=(1-p)*diff(n(x),x,x)+p*(diff(n(x),x,x)+Pr*r*(((lambda 
[7]*S*x/2)-m(x))*diff(n(x),x)+(lambda[9]/lambda[8])*n(x)*diff(m 
(x),x)-S(lambda[5]-lambda[10]-(lambda[4]*lambda[9]/lambda[8]))*n 
(x))): 

> for i from 0 to N do 
equ[i] := coeff(eq1, p, i) ; 
eqv[i] := coeff(eq2, p, i) ; 

end do: 

> ics1[0] := f[0](0) = 0, D(f[0])(0) = 1, D(D(f[0]))(0) = alpha: 
ics2[0]:=q[0](0)=epsilon,D(q[0])(0) =1: 

> dsolve({ics1[0],equ[0]}):f[0](x) := rhs(%);dsolve({ics2[0],eqv[0] 
}):q[0](x) := rhs(%); 

 

 

 

(1) 

f d
 1

 
0 2 a x2 C x 

 

 
> for i from 1 to N do 

q
0 
d e C x (2) 

sys1[i]:=-(int(int(int(equ[i],x),x),x))+f[i](x):sys2[i]:=-(int 
(int(eqv[i],x),x))+q[i](x):f[i](x):=sys1[i];q[i](x):=sys2[i]; 
end do: 

> f(x):=sum(f[j](x),j=0..N):q(x):=sum(q[j](x),j=0..N): 

> eq1 := subs(x = 1, f(x)): 
> eq2:=eq1-S/2: 
> eq3 := diff(f(x), x, x): 

> eq4:=eval(eq3,x=1):sys:={eq2=0, eq4=0}: 
> V := fsolve(sys); 

V d  a = 0.9826367844, r = 0.1780360510 

> eq5:=diff(q(x),x):eq6:=eval(eq5,x=1):eq7:=eval(eq6,V): 

> epsilon:=solve(eq7); 
e d 7.726055541 

> alpha:=rhs(V[1]);r:=rhs(V[2]); 

a d 0.9826367844 

r d 0.1780360510 

 

 

 

 

 

 

 

 
(3) 

 

 
(4) 

 

 

(5) 

> beta:=sqrt(r);  
b d 0.4219431846 

 
(6) 

> eq8 := simplify(f(x), size):eq9:=diff(eq8,x):eq10:=simplify(q(x), 
size): 

> plot(eq9,x=0..1); 



 

1.5 
 

 

 

 

1.4 
 

 

 

 

1.3 
 

 

 

 

1.2 
 

 

 

 

1.1 
 

 

 

 

1.0  
0 0.2 0.4 0.6 0.8 1 

x 

> plot(eq10,x=0..1); 



 

 

 

8.3 
 

 
 

8.2 
 

 
 

8.1 
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7.9 
 

 
 

7.8 
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> eval(eq10,x=1);  

8.394826317 

 
(7) 


