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When colleagues have asked me about my work in progress over the 
past several years, I have described my ongoing research and then told 
them that the most diffi cult challenge I was facing was my determina-
tion to write a book in En glish. They often looked at me in bewilder-
ment at this odd statement. I then explained that I was writing a book 
for a broad audience and that this required minimization of technical 
jargon and an almost complete avoidance of mathematics. I said that 
our society needs to face up to the uncertainties that attend policy for-
mation. Having devoted much of the past twenty years to the develop-
ment of methods for credible policy analysis and decision making, I 
observed that my ideas had matured to the point where they warrant 
the attention of citizens beyond the community of social scientists.

I have endeavored, and I hope that the result is worth the effort. It 
has again been a plea sure to work with Mike Aronson at Harvard Uni-
versity Press, who has shown faith in this project from start to fi nish. I 
am grateful to Matt Masten, John Pepper, and to anonymous reviewers 
for their comments on a draft of the manuscript. I am also grateful to 
the National Science Foundation for its fi nancial support through grant 
SES- 0911181.
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Rumsfeld and the Limits to Knowledge

In recent times, Donald Rumsfeld has personifi ed the diffi culty of mak-
ing public policy in an uncertain world. Rumsfeld served in many ca-
pacities in the federal government, culminating in a controversial ten-
ure as secretary of defense from 2001 to 2006. He was often forthright 
about the limits to knowledge, but he may be remembered for a highly 
inaccurate prediction of a major policy outcome.

Rumsfeld’s appreciation of the limits to knowledge is evident in the 
“Rumsfeld’s Rules” that circulated among public offi cials in Washing-
ton for many years. One was “Learn to say ‘I don’t know.’ If used when 
appropriate, it will be often” (see Rumsfeld 2001).

In early 2002, Secretary of Defense Rumsfeld made what may be a 
lasting contribution to epistemology in response to a question about 
Iraq at a press conference. The question and response  were as follows 
(U.S. Department of Defense 2002):

Question:  Could I follow up, Mr. Secretary, on what you just said, 
please? In regard to Iraq weapons of mass destruction and 
terrorists, is there any evidence to indicate that Iraq has at-
tempted to or is willing to supply terrorists with weapons of 
mass destruction? Because there are reports that there is no 
evidence of a direct link between Baghdad and some of these 
terrorist organizations.

Introduction



2 Introduction

Rumsfeld:  Reports that say that something hasn’t happened are 
always interesting to me, because as we know, there are known 
knowns; there are things we know we know. We also know there 
are known unknowns; that is to say we know there are some 
things we do not know. But there are also unknown unknowns— 
the ones we don’t know we don’t know. And if one looks through-
out the history of our country and other free countries, it is the 
latter category that tend to be the diffi cult ones.

Rumsfeld was not the fi rst to distinguish “known unknowns” from 
“unknown unknowns,” but he drew the distinction perceptively and in 
the context of an important policy matter.

Yet later in 2002, Rumsfeld felt confi dent enough to make what 
became an infamous prediction of the length of the contemplated fu-
ture war in Iraq, stating (Rumsfeld 2002): “I  can’t tell you if the use of 
force in Iraq today will last fi ve days, fi ve weeks or fi ve months, but it 
won’t last any longer than that.” Rumsfeld expressed some uncertainty 
about the length of the war. However, as we now know, his upper 
bound would have been too low even if he had extended it from fi ve 
months to fi ve years.

Using Policy Analysis to Inform Decisions

As Rumsfeld did regarding the length of the Iraq War, politicians rou-
tinely express certitude that policies they advocate will have favorable 
outcomes. They rarely provide supporting evidence, but they some-
times cite congenial fi ndings reported by academic researchers or by 
analysts in government agencies or private think tanks. It is common 
for advocates of par tic u lar policies to assert that “research has shown” 
these policies to be desirable.

A reader might expect that, as an economist concerned with public 
policy, I would applaud the use of research fi ndings to support policy 
choice. I do applaud it when the logic of the research is sound and the 
maintained assumptions are credible. Then the research truly informs 
policy making.

However, researchers regularly express certitude about the conse-
quences of alternative decisions. Exact predictions of outcomes are com-
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mon, and expressions of uncertainty are rare. Yet policy predictions 
often are fragile. Conclusions may rest on critical unsupported assump-
tions or on leaps of logic. Then the certitude of policy analysis is not 
credible.

I hope to move policy analysis away from incredible certitude and 
toward honest portrayal of partial knowledge. In a series of method-
ological studies (Manski 1990 and following), I have cautioned against 
the use of incredibly strong assumptions when performing analysis and 
recommending decisions. I have urged analysts to instead ask what can 
be learned when available data are combined with credible assump-
tions. The results typically are interval predictions of policy outcomes. I 
have shown how the form of the interval depends on the data and the 
assumptions. I have shown how reasonable policy choices may be made 
with partial knowledge of policy outcomes. I have stressed that when 
one has partial knowledge of policy outcomes, it may be reasonable to 
choose a policy that could not be optimal if one  were to have complete 
knowledge.

I have developed this methodological research program in numer-
ous professional journal articles and have exposited it to academic audi-
ences in several books (Manski 1995, 2003, 2005a, 2007a) and a review 
article (Manski 2011a). As the program has matured, I have increasingly 
felt that it warrants the attention of a broader audience than those will-
ing and able to read technical material. Hence, I decided to write this 
book.

Ideally, I would like the book to inform a wide spectrum of persons 
who typically do not have the mathematical background of academic 
economists. I am thinking of undergraduate and master’s students in 
public policy and social science programs. I am thinking of the civil 
servants who commission, perform, or apply policy analysis. I am think-
ing of the government offi cials who make policy decisions. I am thinking 
of the journalists who describe and interpret policy to the public. And I 
am thinking of citizens who want to think deeply about policy choice.

Writing a serious book accessible to this broad audience is a chal-
lenge. The book is almost entirely “in En glish,” meaning that I strive 
throughout to explain ideas in words without resort to mathematics. 
There are only occasional places where I decided that a bit of elemen-
tary logic or algebra could usefully sharpen the verbal exposition. To 
show the practical import of the material, I discuss a wide array of 
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policy issues— from the death penalty and income taxation to drug ap-
proval and vaccination.

I expect that the ideas developed  here will be clear to readers who 
have absorbed the major themes (not the technical details) of basic un-
dergraduate courses in microeconomics and probabilistic reasoning. I 
hope that readers who do not possess this background will grasp my 
explanations of concepts and methods. I am aware that the task is 
harder when one is seeing ideas for the fi rst time, but I know from ex-
perience that initially unfamiliar concepts can become transparent 
with contemplation. In any case, I intend the book for thoughtful read-
ers who will take the time to read the material carefully. This is not a 
pop social science book meant for casual readers browsing an airport 
bookstore.

Or ga ni za tion of the Book

Part I, comprising Chapters 1 through 3, describes the practice of policy 
analysis and the inferential problems that researchers confront. I argue 
that credible analysis typically yields interval rather than point predic-
tions of policy outcomes. Part II, comprising Chapters 4 through 6, ex-
amines how governments might reasonably make policy decisions 
when they only have partial knowledge of policy outcomes.

Chapter 1, which is based largely on one of my published articles 
(Manski 2011b), documents the tendency of researchers to use incred-
ibly strong assumptions to obtain strong fi ndings about policy. I call 
attention to and give illustrations of six practices that contribute to in-
credible certitude: conventional certitude, dueling certitudes, confl at-
ing science and advocacy, wishful extrapolation, illogical certitude, 
and media overreach. The chapter explains what I do not like about 
the current practice of policy analysis; but it is not enough to criticize. 
I must suggest a constructive alternative. This is the task of all that 
follows.

In an ideal world, persons who are not expert in research method-
ology would be able to trust the conclusions of policy analysis. However, 
the practices described in Chapter 1 indicate that consumers of policy 
analysis cannot safely trust the experts. Thus, civil servants, journalists, 
and concerned citizens need to understand prediction methods well 
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enough to be able to assess reported fi ndings. With this in mind, Chap-
ters 2 and 3 describe various conventional approaches that use strong 
assumptions to obtain strong conclusions. I additionally describe ap-
proaches that I have developed, which use weaker assumptions to obtain 
interval predictions.

Chapter 2 examines the basic inferential problem that makes it dif-
fi cult to predict policy outcomes. This is the absence of data on counter-

factual outcomes— that is, the outcomes of policies that have not been 
implemented. I introduce the broad subject of analysis of treatment re-
sponse. I then consider a relatively simple setting in which a researcher 
observes the outcomes experienced by members of a study population, 
some of whom receive one treatment and the remainder who receive 
another treatment. The objective is to predict the outcomes that would 
occur under a proposed policy mandating that everyone receive the 
same treatment.

I describe how researchers combine data on outcomes in the study 
population with assumptions of identical treatment response to predict 
the outcomes of such policies. Some assumptions suppose that different 
persons respond identically to treatment. Others assume that different 
groups of persons have identical patterns of treatment response. The 
latter idea motivates per for mance of randomized experiments.

To illustrate analysis of treatment response, I discuss research that 
aims to learn various treatment effects. I describe analysis of the deter-
rent effect of the death penalty on hom i cide, the effect of sentencing of 
juvenile offenders on recidivism, the effect of the minimum wage and 
unemployment insurance on employment, and the effect of preschool-
ing on high school graduation.

Chapter 3 continues to study prediction of policy outcomes, ad-
dressing problems more challenging than those examined in Chapter 2. 
Again the problem is to predict the outcomes that would occur under 
a policy mandating some treatment. The fresh challenge is that no one 
in the observed study population received the treatment that would be 
mandated. The identical- response assumptions studied in Chapter 2 
have no power to predict the outcomes of an entirely new treatment.

An approach that can make prediction possible is to make assump-
tions about how individuals respond to treatment. This idea has long 
been used by economists who seek to predict behavioral response to 
new policy. I describe and critique the economic practice of revealed 
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preference analysis, which combines basic assumptions of rational choice 
behavior with more specifi c assumptions about the preferences that 
people hold. To illustrate, I discuss research that aims to learn how la-
bor supply responds to income taxation and how college enrollment 
responds to federal fi nancial aid policy.

Having explained the im mense diffi culty of predicting policy out-
comes in Part I, I consider in Part II how decision making may reason-
ably cope with this diffi culty. Chapter 4 examines policy choice by a 
planner, a real or idealized decision maker who acts on behalf of society. 
I use basic principles of decision theory to frame the problem of planning 
with partial knowledge. These principles do not give a complete guide 
to policy choice in an uncertain world. To the contrary, they make clear 
that there exists no uniquely correct way to cope with partial knowl-
edge, only various reasonable ways. To illustrate, I discuss how police 
might choose to search for evidence of crime when they have partial 
knowledge of the deterrent effect of search. And I consider how a pub-
lic health planner who has partial knowledge of disease transmission 
might choose a policy of vaccination against infectious disease.

Chapter 5 applies the framework for planning with partial knowl-
edge to the problem of allocating a population to two treatments. I pro-
pose diversifi ed treatment choice as a strategy to cope with uncertainty 
and reduce it over time. Financial diversifi cation has long been a famil-
iar recommendation for portfolio allocation, where an investor allo-
cates wealth across a set of investments that have unknown returns. I 
argue that diversifi cation may also be appealing when a society must 
treat a population of persons and does not know the best treatment.

The rationale for treatment diversifi cation strengthens further when 
the task is to sequentially treat successive new cohorts of persons. We 
may now benefi t from learning, with observation of the outcomes expe-
rienced by earlier cohorts informing treatment choice for later cohorts. 
I point out that diversifi cation is advantageous for learning because it 
randomly assigns persons to treatments and thus generates randomized 
experiments. This leads me to introduce the idea of adaptive diversifi cation, 
in which society updates its treatment allocation over time as informa-
tion about treatment response accumulates. To illustrate, I consider pro-
vision of medical treatments in centralized health care systems and the 
drug approval pro cess of the Food and Drug Administration.
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Chapter 6 ties Parts I and II together. I discuss the institutional 
separation of policy analysis and decision making in modern societies. 
And I suggest that society view the relationship between policy analy-
sis and decisions as a question of treatment response. Alternative ap-
proaches to policy analysis are treatments, and the quality of policy 
decisions is an outcome of concern to society.





q
I

POLICY ANALYSIS
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TO BEGIN, I distinguish the logic and the credibility of policy analysis 
(Section 1.1) and cite arguments made for certitude (Section 1.2). I then 
develop a typology of practices that contribute to incredible certitude. I 
call these practices conventional certitudes (Section 1.3), dueling certitudes 
(Section 1.4), confl ating science and advocacy (Section 1.5), wishful extrapo-

lation (Section 1.6), illogical certitude (Section 1.7), and media overreach 
(Section 1.8). In each case, I provide illustrations.

1.1. The Logic and Credibility of Policy Analysis

Policy analysis, like all empirical research, combines assumptions and 
data to draw conclusions about a population of interest. The logic of 
empirical inference is summarized by the relationship:

assumptions + data → conclusions.

Data alone do not suffi ce to draw conclusions. Inference requires as-
sumptions that relate the data to the population of interest. (One may 
ask what role theory plays in the logic of inference. Theory and as-
sumptions are synonyms. I mainly use the latter term, reserving the 
former for broad systems of assumptions. Other synonyms for assump-
tion are hypothesis, premise, and supposition.)

Holding fi xed the available data, and presuming avoidance of er-
rors in logic, stronger assumptions yield stronger conclusions. At the 
extreme, one may achieve certitude by posing suffi ciently strong as-

1

Policy Analysis with Incredible Certitude
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sumptions. The fundamental diffi culty of empirical research is to de-
cide what assumptions to maintain.

Given that strong conclusions are desirable, why not maintain strong 
assumptions? There is a tension between the strength of assumptions 
and their credibility. I have called this (Manski 2003, p. 1):

The Law of Decreasing Credibility: The credibility of inference decreases 
with the strength of the assumptions maintained.

This “law” implies that analysts face a dilemma as they decide what as-
sumptions to maintain: Stronger assumptions yield conclusions that 
are more powerful but less credible.

I will use the word credibility throughout this book, but I will have 
to take it as a primitive concept that defi es deep defi nition. The second 
edition of the Oxford En glish Dictionary (OED) defi nes credibility as “the 
quality of being credible.” The OED defi nes credible as “capable of being 
believed; believable.” It defi nes believable as “able to be believed; credible.” 
And so we come full circle.

What ever credibility may be, it is a subjective concept. Each person 
assesses credibility on his or her own terms. When researchers largely 
agree on the credibility of certain assumptions or conclusions, they may 
refer to this agreement as “scientifi c consensus.” Persons sometimes push 
the envelope and refer to a scientifi c consensus as a “fact” or a “scientifi c 
truth.” This is overreach. Consensus does not imply truth. Premature 
scientifi c consensus sometimes inhibits researchers from exploring fruit-
ful ideas.

Disagreements occur often. Indeed, they may persist without reso-
lution. Per sis tent disagreements are particularly common when as-
sumptions are nonrefutable— that is, when alternative assumptions are 
consistent with the available data. As a matter of logic alone, disregard-
ing credibility, an analyst can pose a nonrefutable assumption and ad-
here to it forever in the absence of disproof. Indeed, he can displace the 
burden of proof, stating “I will maintain this assumption until it is 
proved wrong.” Analysts often do just this. An observer may question 
the credibility of a nonrefutable assumption, but not the logic of hold-
ing on to it.

To illustrate, American society has long debated the deterrent ef-
fect of the death penalty as a punishment for murder. Disagreement 
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persists in part because empirical research based on available data has 
not been able to settle the question. With this background, persons fi nd 
it tempting to pose their personal beliefs as a hypothesis, observe that 
this hypothesis cannot be rejected empirically, and conclude that soci-
ety should act as if their personal belief is correct. Thus, a person who 
believes that there is no deterrent effect may state that, in the absence 
of credible evidence for deterrence, society should act as if there is no 
deterrence. Contrariwise, someone who believes that the death pen-
alty does deter may state that, in the absence of credible evidence for no 
deterrence, society should act as if capital punishment does deter. I will 
discuss deterrence and the death penalty further in Chapter 2.

1.2. Incentives for Certitude

A researcher can illuminate the tension between the credibility and 
power of assumptions by posing alternative assumptions of varying 
credibility and determining the conclusions that follow in each case. In 
practice, policy analysis tends to sacrifi ce credibility in return for strong 
conclusions. Why so?

A proximate answer is that analysts respond to incentives. I have 
earlier put it this way (Manski 2007a, 7– 8):

The scientifi c community rewards those who produce strong novel fi nd-
ings. The public, impatient for solutions to its pressing concerns, rewards 
those who offer simple analyses leading to unequivocal policy recom-
mendations. These incentives make it tempting for researchers to main-
tain assumptions far stronger than they can persuasively defend, in 
order to draw strong conclusions.

The pressure to produce an answer, without qualifi cations, seems 
particularly intense in the environs of Washington, D.C. A perhaps apoc-
ryphal, but quite believable, story circulates about an economist’s attempt 
to describe his uncertainty about a forecast to President Lyndon B. John-
son. The economist presented his forecast as a likely range of values for 
the quantity under discussion. Johnson is said to have replied, ‘Ranges 
are for cattle. Give me a number.’

When a president as forceful as Johnson seeks a numerical prediction 
with no expression of uncertainty, it is understandable that his advisers 
feel compelled to comply.
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Jerry Hausman, a longtime econometrics colleague, stated the in-
centive argument this way at a conference in 1988, when I presented 
in public my initial fi ndings on policy analysis with credible assump-
tions: “You  can’t give the client a bound. The client needs a point.” (A 
bound is synonymous with a range or an interval. A point is an exact 
prediction.)

Hausman’s comment refl ects a perception that I have found to be 
common among economic con sul tants. They contend that policy mak-
ers are either psychologically unwilling or cognitively unable to cope 
with uncertainty. Hence, they argue that pragmatism dictates provi-
sion of point predictions, even though these predictions may not be 
credible.

This psychological- cognitive argument for certitude begins from the 
reasonable premise that policy makers, like other humans, have limited 
willingness and ability to embrace the unknown. However, I think it too 
strong to draw the general conclusion that “the client needs a point.” It 
may be that some persons think in purely deterministic terms. However, 
a considerable body of research mea sur ing expectations shows that most 
make sensible probabilistic predictions when asked to do so; see Chap-
ter 3 for further discussion and references. I see no reason to expect that 
policy makers are less capable than ordinary people.

Support for Certitude in Philosophy of Science

The view that analysts should offer point predictions is not confi ned to 
U.S. presidents and economic con sul tants. It has a long history in the 
philosophy of science.

Over fi fty years ago, Milton Friedman expressed this perspective 
in an infl uential methodological essay. Friedman (1953) placed predic-
tion as the central objective of science, writing (p.  5): “The ultimate 
goal of a positive science is the development of a ‘theory’ or ‘hypothe-
sis’ that yields valid and meaningful (i.e. not truistic) predictions about 
phenomena not yet observed.” He went on to say (p. 10):

The choice among alternative hypotheses equally consistent with the 
available evidence must to some extent be arbitrary, though there is 
general agreement that relevant considerations are suggested by the 
criteria ‘simplicity’ and ‘fruitfulness,’ themselves notions that defy 
completely objective specifi cation.
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Thus, Friedman counseled scientists to choose one hypothesis (that is, 
make a strong assumption), even though this may require the use of 
“to some extent . . .  arbitrary” criteria. He did not explain why scien-
tists should choose a single hypothesis out of many. He did not enter-
tain the idea that scientists might offer predictions under the range of 
plausible hypotheses that are consistent with the available evidence.

The idea that a scientist should choose one hypothesis among 
those consistent with the data is not peculiar to Friedman. Researchers 
wanting to justify adherence to a par tic u lar hypothesis sometime refer 
to Ockham’s Razor, the medieval philosophical declaration that “plural-
ity should not be posited without necessity.” The Encyclopaedia Britan-

nica Online (2010) gives the usual modern interpretation of this cryptic 
statement, remarking that “the principle gives pre ce dence to simplicity; 
of two competing theories, the simplest explanation of an entity is to be 
preferred.” The phi los o pher Richard Swinburne writes (1997, 1):

I seek . . .  to show that— other things being equal— the simplest hy-
pothesis proposed as an explanation of phenomena is more likely to be 
the true one than is any other available hypothesis, that its predictions 
are more likely to be true than those of any other available hypothesis, 
and that it is an ultimate a priori epistemic principle that simplicity is 
evidence for truth.

The choice criterion offered  here is as imprecise as the one given by 
Friedman. What do Britannica and Swinburne mean by “simplicity”?

However one may operationalize the various philosophical dicta for 
choosing a single hypothesis, the relevance of philosophical thinking to 
policy analysis is not evident. In policy analysis, knowledge is instrumen-
tal to the objective of making good decisions. When phi los o phers discuss 
the logical foundations and human construction of knowledge, they do so 
without posing this or another explicit objective. Does use of criteria such 
as “simplicity” to choose one hypothesis among those consistent with 
the data promote good policy making? This is the relevant question for 
policy analysis. As far as I am aware, phi los o phers have not addressed it.

1.3. Conventional Certitudes

John Kenneth Galbraith pop u lar ized the term conventional wisdom, 
writing (1958, chap. 2): “It will be con ve nient to have a name for the 
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ideas which are esteemed at any time for their acceptability, and it 
should be a term that emphasizes this predictability. I shall refer to 
these ideas henceforth as the conventional wisdom.” The entry in Wiki-
pedia (2010) nicely put it this way:

Conventional wisdom (CW) is a term used to describe ideas or explana-
tions that are generally accepted as true by the public or by experts in a 
fi eld. The term implies that the ideas or explanations, though widely 
held, are unexamined and, hence, may be reevaluated upon further 
examination or as events unfold. . . .  Conventional wisdom is not nec-
essarily true.

I shall similarly use the term conventional certitude to describe predictions 
that are generally accepted as true, but that are not necessarily true.

CBO Scoring of Pending Legislation

In the United States today, conventional certitude is exemplifi ed by 
Congressional Bud get Offi ce (CBO) scoring of pending federal legisla-
tion. I will use CBO scoring as an extended case study.

The CBO was established in the Congressional Bud get Act of 1974. 
Section 402 states (Committee on the Bud get, U.S.  House of Represen-
tatives, 2008, 39– 40):

The Director of the Congressional Bud get Offi ce shall, to the extent 
practicable, prepare for each bill or resolution of a public character re-
ported by any committee of the  House of Representatives or the Senate 
(except the Committee on Appropriations of each  House), and submit 
to such committee—(1) an estimate of the costs which would be in-
curred in carry ing out such bill or resolution in the fi scal year in which 
it is to become effective and in each of the 4 fi scal years following such 
fi scal year, together with the basis for each such estimate;

This language has been interpreted as mandating the CBO to provide 
point predictions (scores) of the bud getary impact of pending legisla-
tion. Whereas the 1974 legislation called for prediction fi ve years into 
the future, the more recent practice has been to forecast ten years out. 
CBO scores are conveyed in letters that the director writes to leaders of 
Congress and chairs of congressional committees. They are not accom-
panied by mea sures of uncertainty, even though legislation often pro-
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poses complex changes to federal law, whose bud getary implications 
must be diffi cult to foresee.

Serious policy analysts recognize that scores for complex legisla-
tion are fragile numbers, derived from numerous untenable assump-
tions. Considering the closely related matter of scoring the effects of tax 
changes on federal revenues, Auerbach wrote (1996, 156): “in many 
instances, the uncertainty is so great that one honestly could report a 
number either twice or half the size of the estimate actually reported.”

Credible scoring is particularly diffi cult to achieve when proposed 
legislation may signifi cantly affect the behavior of individuals and fi rms, 
by changing the incentives they face to work, hire, make purchases, and 
so on. Academic economists, who have the luxury of studying subjects 
for years, have worked long and hard to learn how specifi c elements of 
public policy affect individual and fi rm behavior, but with only limited 
success. CBO analysts face the more diffi cult challenge of forecasting 
the effects of the many policy changes that may be embodied in com-
plex legislation, and they must do so under extreme time pressure.

In light of the above, it is remarkable that CBO scores have achieved 
broad ac cep tance within American society. In our highly contentious 
po liti cal age, the scores of pending legislation have been eagerly awaited 
by both Demo cratic and Republican members of Congress. And media 
reports largely take them at face value.

Scoring the Patient Protection and Affordable Care Act of 2010

CBO scoring of the major health care legislation enacted in 2009– 2010 
illustrates well current practice. Throughout the legislative pro cess, 
Congress and the media paid close attention to the scores of alternative 
bills considered by various congressional committees. A culminating 
event occurred on March 18, 2010, when the CBO, assisted by staff of 
the Joint Committee on Taxation (JCT), provided a preliminary score 
for the combined consequences of the Patient Protection and Afford-
able Care Act and the Reconciliation Act of 2010. CBO director Douglas 
Elmendorf wrote to  House of Representatives Speaker Nancy Pelosi 
(Elmendorf 2010a, 2): “CBO and JCT estimate that enacting both pieces 
of legislation . . .  would produce a net reduction of changes in federal 
defi cits of $138 billion over the 2010– 2019 period as a result of changes 
in direct spending and revenue.”
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Anyone seriously contemplating the many changes to federal law 
embodied in this legislation should recognize that the $138 billion pre-
diction of defi cit reduction can be no more than a very rough estimate. 
However, the twenty- fi ve- page letter from Elmendorf to Pelosi expressed 
no uncertainty and did not document the methodology generating the 
prediction.

Media reports largely accepted the CBO scores as fact, the hall-
mark of conventional certitude. For example, a March 18, 2010, New 

York Times article documenting how CBO scoring was critical in shap-
ing the legislation reported (Herszenhorn 2010): “A preliminary cost 
estimate of the fi nal legislation, released by the Congressional Bud get 
Offi ce on Thursday, showed that the President got almost exactly what 
he wanted: a $940 billion price tag for the new insurance coverage pro-
visions in the bill, and the reduction of future federal defi cits of $138 
billion over 10 years.” The Times article did not question the validity of 
the $940 and $138 billion fi gures.

Interestingly, the certitude that CBO expressed when predicting 
bud getary impacts ten years into the future gave way to considerable 
uncertainty when considering longer horizons. In his letter to Pelosi, 
Director Elmendorf wrote (p. 3):

Although CBO does not generally provide cost estimates beyond the 10- 
year bud get projection period, certain Congressional rules require some 
information about the bud getary impact of legislation in subsequent 
de cades. . . .  Therefore, CBO has developed a rough outlook for the de-
cade following the 2010– 2019 period. . . .  Our analysis indicates that H.R. 
3590, as passed by the Senate, would reduce federal bud get defi cits over 
the ensuing de cade relative to those projected under current law— with 
a total effect during that de cade that is in a broad range between one- 
quarter percent and one- half percent of gross domestic product (GDP).

Further insight into the distinction that the CBO drew between the 
ten- year and longer horizons emerges from a March 19 letter that the 
director wrote to Congressman Paul Ryan (Elmendorf 2010b, 3):

A detailed year- by- year projection, like those that CBO prepares for the 
10- year bud get window, would not be meaningful over a longer hori-
zon because the uncertainties involved are simply too great. Among 
other factors, a wide range of changes could occur— in people’s health, 
in the sources and extent of their insurance coverage, and in the de-
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livery of medical care (such as advances in medical research, techno-
logical developments, and changes in physicians’ practice patterns)— 
that are likely to be signifi cant but are very diffi cult to predict, both 
under current law and under any proposal.

Thus, the CBO was quick to acknowledge uncertainty when asked to 
predict the bud getary impact of the health care legislation more than 
ten years out, phrasing its forecast as a “broad range” rather than as a 
point estimate.

Why did the CBO express uncertainty only when making predic-
tions beyond the ten- year horizon? Longer- term predictions may be 
more uncertain than shorter- term ones, but it is not reasonable to set a 
discontinuity at ten years, with certitude expressed up to that point 
and uncertainty only beyond it. The potential behavioral changes cited 
by Elmendorf in his letter to Ryan, particularly changes in insurance 
coverage and in physicians’ practice patterns, could occur soon after 
passage of the new legislation.

Having discussed scoring practices with various CBO personnel, I 
am confi dent that Director Elmendorf recognized the ten- year predic-
tion sent to Speaker Pelosi was at most a rough estimate. However, he 
felt compelled to adhere to the established CBO practice of expressing 
certitude when providing ten- year predictions, which play a formal 
role in the congressional bud get pro cess.

A similar tension between unoffi cial recognition of uncertainty 
and offi cial expression of certitude is evident in a U.S. Department of 
Health and Human Ser vices (HHS) document (Foster 2010) that re-
ports in de pen dent estimates of the bud getary implications of the health 
care legislation. The HHS document, like the CBO letter, provides point 
estimates with no accompanying mea sures of uncertainty. However, 
HHS verbally cautions (p. 19) that the estimates are uncertain:

Due to the very substantial challenges inherent in modeling national 
health reform legislation, our estimates will vary from those of other 
experts and agencies. Differences in results from one estimating entity 
to another may tend to cause confusion among policy makers. These 
differences, however, provide a useful reminder that all such estimates 
are uncertain and that actual future impacts could differ signifi cantly 
from the estimates of any given or ga ni za tion. Indeed, the future costs 
and coverage effects could lie outside of the range of estimates provided 
by the various estimators.
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Credible Interval Scoring

Since its creation in 1974, the CBO has established and maintained an 
admirable reputation for impartiality. Perhaps it is best to leave well 
enough alone and have the CBO continue to express certitude when it 
scores pending legislation, even if the certitude is only conventional 
rather than credible.

I understand the temptation to leave well enough alone, but I 
think it unwise to try to do so. I would like to believe that Congress will 
make better decisions if the CBO provides it with credible predictions 
of bud getary impacts. Whether or not this is a reasonable expectation, 
I worry that someday sooner or later the existing social contract to 
take CBO scores at face value will break down. Conventional certitudes 
that lack foundation cannot last indefi nitely. I think it better for the 
CBO to preemptively act to protect its reputation than to have some 
disgruntled group in Congress or the media declare that the emperor 
has no clothes.

It has been suggested that, when performing its offi cial function of 
scoring legislation, the CBO is required to provide no more than a single 
point estimate. For example, in a 2005 article, CBO analyst Benjamin 
Page wrote (Page 2005, 437):

Scoring has a specifi c meaning in the context of the federal bud get pro-
cess. Under the Congressional Bud get Act of 1974, the Congressional 
Bud get Offi ce provides a cost estimate, or “score,” for each piece of leg-
islation that is reported by a Congressional committee. . . .  By its na-
ture, the cost estimate must be a single point estimate.

However, my reading of the Congressional Bud get Act suggests that the 
CBO is not prohibited from presenting mea sures of uncertainty when 
performing its offi cial function of scoring.

A document on the congressional bud get describes the pro cess for 
modifying the CBO scoring procedure. Committee on the Bud get, U.S. 
 House of Representatives (2008, 156) states:

These bud get scorekeeping guidelines are to be used by the  House and 
Senate Bud get Committees, the Congressional Bud get Offi ce, and the 
Offi ce of Management and Bud get (the “scorekeepers”) in mea sur ing 
compliance with the Congressional Bud get Act of 1974 (CBA), as 
amended, and GRH 2 as amended. The purpose of the guidelines is to 
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ensure that the scorekeepers mea sure the effects of legislation on the 
defi cit consistent with established scorekeeping conventions and with 
the specifi c requirements in those Acts regarding discretionary spend-
ing, direct spending, and receipts. These rules shall be reviewed annu-
ally by the scorekeepers and revised as necessary to adhere to the pur-
pose. These rules shall not be changed unless all of the scorekeepers 
agree. New accounts or activities shall be classifi ed only after consulta-
tion among the scorekeepers. Accounts and activities shall not be re-
classifi ed unless all of the scorekeepers agree.

This passage indicates that the CBO cannot unilaterally change its scor-
ing procedure, but that change can occur if the various “scorekeepers” 
agree.

Presuming that the CBO can express uncertainty, how should it do 
so? There is no uniquely correct answer to this question, and alterna-
tives may range from verbal descriptors to provision of probabilistic 
predictions. Aiming to balance simplicity and informativeness, I sug-
gest provision of interval predictions of the bud getary impacts of legis-
lation. Stripped to its essentials, computation of an interval prediction 
just requires that the CBO produce two scores for a bill, a low score and 
a high score, and report both. If the CBO must provide a point predic-
tion for offi cial purposes, it can continue to do so, choosing a point 
within the interval prediction.

Interval scoring is not an entirely new idea. A version of it was 
briefl y entertained by Alan Auerbach in the article mentioned earlier. 
Auerbach (1996) wrote, “Presumably, forecasters could offer their own 
subjective confi dence intervals for the estimates they produce, and this 
extra information ought to be helpful for policymakers.” He went on to 
caution, “However, there is also the question of how well legislators 
without formal statistical training would grasp the notion of a confi -
dence interval.”

The CBO need not describe its interval predictions as confi dence 
intervals in the formal sense of statistical theory, where they are used to 
summarize imprecise knowledge stemming from observations of small 
samples of populations. The main sources of uncertainty about bud-
getary impacts are not statistical in nature; that is, they are not problems 
of inference from a sample to a population. They are rather that analysts 
are not sure what assumptions are realistic when  they make predic-
tions. A CBO interval prediction would be more appropriately described 
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as the result of a sensitivity analysis, describing the sensitivity of predic-
tions to variation in maintained assumptions.

Can Congress Cope with Uncertainty?

I have received disparate reactions when I have suggested interval CBO 
scoring to other economists and policy analysts. Academics usually re-
act positively, but persons who have worked within the federal govern-
ment tend to be skeptical. Indeed, former CBO director Douglas Holtz- 
Eakin told me that he expected Congress would be highly displeased if 
the CBO  were to provide it with interval scores.

The arguments that I have heard against interval scoring have been 
of two types. One is the psychological- cognitive argument discussed in 
Section 1.2. The other begins by observing that Congress is not an in-
dividual, but rather a collection of persons with differing beliefs and 
objectives who must jointly make policy choices in a po liti cal decision 
pro cess. Thus, congressional decision making should be conceptualized 
as a game.

In a game, the usual economic presumption that more information 
yields better decisions need not apply. Players possessing more informa-
tion may adopt strategies that yield better or worse outcomes. It de-
pends on the structure of the game and the objectives of the players.

Viewing congressional policy choice as a game legitimately coun-
ters wishful thinking that a Congress receiving credible scores would 
necessarily make better decisions. However, game theory does not ge-
nerically support the contention that current CBO practice should be 
preferred to credible scoring. Whether game theory can generate useful 
normative conclusions about scoring is an open question.

British Norms

Curiously, the antipathy toward mea sure ment of government forecast 
uncertainty evident in Washington, D.C., is not as apparent in London, 
UK. Since 1996, the Bank of En gland has regularly published probabi-
listic infl ation forecasts presented visually as a “fan chart” (Britton, 
Fisher, and Whitley 1998). The fan chart provides a succinct and infor-
mative mea sure ment of forecast uncertainty.

More recently, it has become offi cial government policy to require 
an Impact Assessment (IA) for legislation submitted to Parliament. The 
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government specifi cally asks that a sensitivity analysis be performed, 
providing this guidance to agencies in its Impact Assessment Toolkit 
(Department for Business, Innovation and Skills 2011, 23): “In order to 
refl ect the inherent uncertainty of costs and benefi ts estimates, you 
may need to provide a range for your costs and benefi ts estimates.”

The norms for government forecasting in the United Kingdom thus 
differ from those in the United States. I do not have a clear sense why 
this is the case.

1.4. Dueling Certitudes

A rare commentator who rejected the CBO prediction that the health 
care legislation would reduce the bud get defi cit by $138 billion was 
Douglas Holtz- Eakin, its former director. He dismissed the CBO score 
and offered his own (Holtz- Eakin 2010): “In reality, if you strip out all 
the gimmicks and bud getary games and rework the calculus, a wholly 
different picture emerges: The health care reform legislation would 
raise, not lower, federal defi cits, by $562 billion.” The CBO and Holtz- 
Eakin scores differed hugely, by $700 billion. Yet they shared the com-
mon feature of certitude. Both  were presented as exact, with no expres-
sion of uncertainty.

This provides an example of dueling certitudes. Holtz- Eakin did not 
assert that the CBO committed a logical error. He instead questioned 
the assumptions maintained by the CBO in performing its derivation, 
and he asserted that a very different result emerges under alternative 
assumptions that he preferred. Each score may make sense in its own 
terms, each combining available data with assumptions to draw logi-
cally valid conclusions. Yet the two scores are sharply contradictory.

Anyone familiar with the style of policy analysis regularly prac-
ticed within the Washington Beltway, and often well beyond it, will 
immediately recognize the phenomenon of dueling certitudes. To illus-
trate, I will draw on my experience a de cade ago chairing a National 
Research Council committee on illegal drug policy (National Research 
Council 1999, 2001).
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The RAND and IDA Reports on Illegal Drug Policy

During the mid- 1990s, two studies of cocaine control policy played 
prominent roles in discussions of federal policy toward illegal drugs. 
One was performed by analysts at RAND (Rydell and Everingham 
1994) and the other by analysts at the Institute for Defense Analyses 
(IDA) (Crane, Rivolo, and Comfort 1997). The two studies posed simi-
lar hypothetical objectives for cocaine- control policy, namely reduction 
in cocaine consumption in the United States by 1 percent. Both studies 
predicted the monetary cost of using certain policies to achieve this 
objective. However, RAND and IDA used different assumptions and data 
to reach dramatically different policy conclusions.

The authors of the RAND study specifi ed a model of the supply and 
demand for cocaine that aimed to formally characterize the complex 
interaction of producers and users and the subtle pro cess through which 
alternative cocaine- control policies may affect consumption and prices. 
They used this model to evaluate various demand- control and supply- 
control policies and reached this conclusion (p. xiii):

The analytical goal is to make the discounted sum of cocaine reduc-
tions over 15 years equal to 1 percent of current annual consumption. 
The most cost- effective program is the one that achieves this goal for 
the least additional control- program expenditure in the fi rst projection 
year. The additional spending required to achieve the specifi ed con-
sumption reduction is $783 million for source- country control, $366 
million for interdiction, $246 million for domestic enforcement, or 
$34 million for treatment. . . .  The least costly supply- control program 
(domestic enforcement) costs 7.3 times as much as treatment to achieve 
the same consumption reduction.

The authors of the IDA study examined the time- series association 
between source- zone interdiction activities and retail cocaine prices. 
They reached an entirely different policy conclusion (p. 3):

A rough estimate of cost- effectiveness indicates that the cost of decreas-
ing cocaine use by one percent through the use of source- zone interdic-
tion efforts is on the order of a few tens of millions of dollars per year 
and not on the order of a billion dollars as reported in previous research 
[the RAND study]. The differences are primarily attributed to a failure 
in the earlier research to account for the major costs imposed on traf-
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fi ckers by interdiction operations and overestimation of the costs of 
conducting interdiction operations.

Thus, the IDA study specifi cally rebutted a key fi nding of the RAND 
study.

When they appeared, the RAND and IDA studies drew attention 
to the ongoing struggle over federal funding of drug control activities. 
The RAND study was used to argue that funding should be shifted 
toward drug treatment programs and away from activities to reduce 
drug production or to interdict drug shipments. The IDA study, un-
dertaken in part as a reanalysis of the RAND fi ndings, was used to 
argue that interdiction activities should be funded at present levels or 
higher.

At a congressional hearing, Lee Brown, then director of the Offi ce 
of National Drug Control Policy (ONDCP), used the RAND study to ar-
gue for drug treatment (Subcommittee on National Security, Interna-
tional Affairs, and Criminal Justice, 1996, p. 61):

Let me now talk about what we know works in addressing the drug 
problem. There is compelling evidence that treatment is cost- effective 
and provides signifi cant benefi ts to public safety. In June 1994, a RAND 
Corporation study concluded that drug treatment is the most cost- 
effective drug control intervention.

In a subsequent hearing specifi cally devoted to the IDA study, Subcom-
mittee Chair William Zeliff used the study to argue for interdiction 
(Subcommittee on National Security, International Affairs, and Crimi-
nal Justice 1998, 1):

We are holding these hearings today to review a study on drug policy, 
a study we believe to have signifi cant fi ndings, prepared by an in de-
pen dent group, the Institute for Defense Analysis, at the request of 
Secretary of Defense Perry in 1994. . . .  The subcommittee has ques-
tioned for some time the administration’s strong reliance on treatment 
as the key to winning our Nation’s drug war, and furthermore this 
subcommittee has questioned the wisdom of drastically cutting to the 
bone interdiction programs in order to support major increases in hard- 
core drug addiction treatment programs. The basis for this change in 
strategy has been the administration’s reliance on the 1994 RAND 
study.
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The National Research Council Assessment

At the request of ONDCP, the National Research Council (NRC) Com-
mittee on Data and Research for Policy on Illegal Drugs assessed the 
RAND and IDA studies. This assessment was published as a committee 
report (National Research Council 1999).

After examining the assumptions, data, methods, and fi ndings of 
the two studies, the NRC committee concluded that neither constitutes 
a persuasive basis for the formation of cocaine control policy. The com-
mittee summarized its assessment of the RAND study as follows (p. 28):

The RAND study is best thought of as conceptual research offering a 
coherent way to think about the cocaine problem. The study docu-
ments a signifi cant effort to identify and model important elements of 
the market for cocaine. It represents a serious attempt to formally char-
acterize the complex interaction of producers and users and the subtle 
pro cess through which alternative cocaine- control policies may affect 
consumption and prices. The study establishes an important point of 
departure for the development of richer models of the market for co-
caine and for empirical research applying such models to evaluate al-
ternative policies.

However, the RAND study does not yield usable empirical fi ndings on 
the relative cost- effectiveness of alternative policies in reducing cocaine 
consumption. The study makes many unsubstantiated assumptions 
about the pro cesses through which cocaine is produced, distributed, 
and consumed. Plausible changes in these assumptions can change not 
only the quantitative fi ndings reported, but also the main qualitative 
conclusions of the study. . . .  Hence the study’s fi ndings do not consti-
tute a persuasive basis for the formation of cocaine control policy.

It summarized its assessment of the IDA study this way (p. 43):

The IDA study is best thought of as a descriptive time- series analysis of 
statistics relevant to analysis of the market for cocaine in the United 
States. The study makes a useful contribution by displaying a wealth of 
empirical time- series evidence on cocaine prices, purity, and use since 
1980. Efforts to understand the operation of the market for cocaine 
must be cognizant of the empirical data. The IDA study presents many 
of those data and calls attention to some intriguing empirical associa-
tions among the various series.

However, the IDA study does not yield useful empirical fi ndings on 
the cost- effectiveness of interdiction policies to reduce cocaine consump-
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tion. Major fl aws in the assumptions, data, and methods of the study 
make it impossible to accept the IDA fi ndings as a basis for the assess-
ment of interdiction policies. For example, the conclusions drawn from 
the data rest on the assumption that all time- series deviations in co-
caine price from an exponential decay path should be attributed to in-
terdiction events, not to other forces acting on the market for cocaine. 
Numerous problems diminish the credibility of the cocaine price series 
developed in the study, and an absence of information prevents assess-
ment of the procedure for selecting interdiction events.

Thus, the committee concluded that neither the RAND nor the IDA 
study provides a credible estimate of what it would cost to use alterna-
tive policies to reduce cocaine consumption in the United States.

When I think now about the RAND and IDA studies, I consider 
their many specifi c differences to be less salient than their shared lack 
of credibility. Each study may be coherent internally, but each rests 
on such a fragile foundation of weak data and unsubstantiated assump-
tions as to undermine its fi ndings. To its great frustration, the NRC 
committee had to conclude that the nation should not draw even the 
most tentative policy lessons from either study. Neither yields usable 
fi ndings.

What troubles me most about both studies is their injudicious ef-
forts to draw strong policy conclusions. It is not necessarily problematic 
for researchers to try to make sense of weak data and to entertain un-
substantiated conjectures. However, the strength of the conclusions 
drawn in a study should be commensurate with the quality of the evi-
dence. When researchers overreach, they not only give away their own 
credibility, but they diminish public trust in science more generally. 
The damage to public trust is particularly severe when researchers in-
appropriately draw strong conclusions about matters as contentious as 
drug policy.

1.5. Confl ating Science and Advocacy

I earlier summarized the logic of inference in empirical research by the 
relationship “assumptions + data → conclusions.” Holding fi xed the avail-
able data, the scientifi c method supposes that the directionality of infer-
ence runs from left to right. One poses assumptions and derives conclu-
sions. However, one can reverse the directionality, seeking assumptions 
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that imply predetermined conclusions. The latter practice characterizes 
advocacy.

Policy analysts inevitably portray their deliberative pro cesses as 
scientifi c. Yet some analysis may be advocacy wrapped in the rhetoric 
of science. Studies published by certain think tanks seem almost inevi-
tably to reach strong liberal or conservative policy conclusions. The con-
clusions of some academic researchers are similarly predictable. Perhaps 
these analysts begin without preconceptions and are led by the logic of 
inference to draw strong conclusions. Or they may begin with conclu-
sions they fi nd congenial and work backward to support them.

In the late 1980s, when I visited Washington often as director of 
the Institute for Research on Poverty, a thoughtful se nior congressional 
staffer named Scott Lilly told me that he found it prudent to view all 
policy analysis as advocacy. Lilly remarked that he preferred to read 
studies performed by think tanks with established reputations as advo-
cates to ones performed by ostensibly neutral academic researchers. He 
said that he often felt able to learn from the think- tank studies, because 
he was aware of the biases of the authors. In contrast, he found it dif-
fi cult to learn from academic research by authors who may have biases 
but attempt to conceal them.

Milton Friedman, whom I have previously quoted, had a seductive 
ability to confl ate science and advocacy. I give one illustration  here. See 
Krugman (2007) for a broader portrait of Friedman as scientist and 
advocate.

Friedman and Educational Vouchers

Proponents of educational vouchers for school attendance have argued 
that American school fi nance policy limits the options available to stu-
dents and impedes the development of superior educational alterna-
tives. Government operation of free public schools, they say, should be 
replaced by vouchers permitting students to choose any school meeting 
specifi ed standards. The voucher idea has a long history. Tom Paine 
proposed a voucher plan in 1792, in The Rights of Man. The awakening 
of modern interest is usually credited to Friedman (1955, 1962). His 
writing on the subject is emblematic of analysis that confl ates science 
and advocacy.
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Friedman cited no empirical evidence relating school fi nance to 
educational outcomes. He posed a purely theoretical classical economic 
argument for vouchers, which began as follows (Friedman 1955):

The role assigned to government in any par tic u lar fi eld depends, of 
course, on the principles accepted for the or ga ni za tion of society in 
general. In what follows, I shall assume a society that takes freedom of 
the individual, or more realistically the family, as its ultimate objective, 
and seeks to further this objective by relying primarily on voluntary 
exchange among individuals for the or ga ni za tion of economic activity. 
In such a free private enterprise exchange economy, government’s pri-
mary role is to preserve the rules of the game by enforcing contracts, 
preventing coercion, and keeping markets free. Beyond this, there are 
only three major grounds on which government intervention is to 
be justifi ed. One is “natural monopoly” or similar market imperfection 
which makes effective competition (and therefore thoroughly volun-
tary exchange) impossible. A second is the existence of substantial 
“neighborhood effects,” i.e., the action of one individual imposes sig-
nifi cant costs on other individuals for which it is not feasible to make 
him compensate them or yields signifi cant gains to them for which it is 
not feasible to make them compensate him— circumstances that again 
make voluntary exchange impossible. The third derives from an ambigu-
ity in the ultimate objective rather than from the diffi culty of achieving 
it by voluntary exchange, namely, paternalistic concern for children 
and other irresponsible individuals.

He went on to argue that the “three major grounds on which government 
intervention is to be justifi ed” justify government supply of educational 
vouchers but not government operation of free public schools, which 
he referred to as “nationalization” of the education industry.

Repeatedly, Friedman entertained a ground for government opera-
tion of schools and then dismissed it.  Here is an excerpt from his dis-
cussion of the neighborhood- effects argument:

One argument from the “neighborhood effect” for nationalizing educa-
tion is that it might otherwise be impossible to provide the common 
core of values deemed requisite for social stability. . . .  This argument 
has considerable force. But it is by no means clear. . . .  that it is valid. . . .  

Another special case of the argument that governmentally conducted 
schools are necessary to keep education a unifying force is that pri-
vate schools would tend to exacerbate class distinctions. Given greater 
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freedom about where to send their children, parents of a kind would 
fl ock together and so prevent a healthy intermingling of children from 
decidedly different backgrounds. Again, whether or not this argument 
is valid in principle, it is not at all clear that the stated results would 
follow.

This passage is intriguing. Friedman cited no empirical evidence re-
garding neighborhood effects, nor did he call for research on the sub-
ject. Instead, he simply stated “it is by no means clear” and “it is not at 
all clear” that neighborhood effects warrant public schooling.

Rhetorically, Friedman placed the burden of proof on free public 
schooling, effectively asserting that vouchers are the preferred policy in 
the absence of evidence to the contrary. This is the rhetoric of advocacy, 
not science. An advocate for public schooling could just as well reverse 
the burden of proof, arguing that the existing educational system should 
be retained in the absence of evidence. The result would be dueling 
certitudes.

As I have discussed (Manski 1992), a scientifi c analysis would have 
to acknowledge that economic theory per se does not suffi ce to draw 
conclusions about the optimal design of educational systems. It would 
have to stress that the merits of alternative designs depend on the mag-
nitudes and natures of the market imperfections and neighborhood ef-
fects that Friedman noted as possible justifi cations for government in-
tervention. And it would have to observe that information about these 
matters was almost entirely lacking when Friedman wrote in the mid- 
1950s. Indeed, much of the needed information remains lacking today.

1.6. Wishful Extrapolation

The second edition of the Oxford En glish Dictionary defi nes extrapolation 
as “the drawing of a conclusion about some future or hypothetical situ-
ation based on observed tendencies.” Extrapolation in this sense is es-
sential to the use of data in policy analysis. Policy analysis is not just 
historical study of observed tendencies. A central objective is to inform 
policy choice by predicting the outcomes that would occur if past poli-
cies  were to be continued or alternative ones  were to be enacted.

While I am hesitant to second- guess the OED, I think it important 
to observe that its defi nition of extrapolation is incomplete. The logic of 
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inference does not enable any conclusions about future or hypothetical 
situations to be drawn based on observed tendencies per se. Assump-
tions are essential. Thus, I will amend the OED defi nition and say that 
extrapolation is “the drawing of a conclusion about some future or 
hypothetical situation based on observed tendencies and maintained 
assumptions.”

Given available data, the credibility of extrapolation depends on 
what assumptions are maintained. Researchers often use untenable as-
sumptions to extrapolate. I will refer to this manifestation of incredible 
certitude as wishful extrapolation.

Perhaps the most common extrapolation practice is to assume that 
a future or hypothetical situation is identical to an observed one in 
some respect. Analysts regularly make such invariance assumptions, 
sometimes with good reason but often without basis. Certain invari-
ance assumptions achieve the status of conventional certitudes, giv-
ing analysts license to pose them without fear that their validity will be 
questioned.

I fi rst describe a prominent case of wishful extrapolation, para-
phrasing the discussion of selective incapacitation in Manski (1995, 
2007a). I then discuss extrapolation from randomized experiments, us-
ing the drug approval pro cess of the Food and Drug Administration to 
illustrate.

Selective Incapacitation

In 1982, the RAND Corporation released a study of criminal behavior as 
reported to researchers in 1978 by a sample of prison and jail inmates in 
California, Michigan, and Texas (Chaiken and Chaiken 1982; Green-
wood and Abrahamse 1982). Most respondents reported that they had 
committed fi ve or fewer crimes per year in the period before their cur-
rent arrest and conviction. A small group reported much higher rates of 
crime commission, in some cases more than one hundred per year.

The researchers found a strong within- sample empirical association 
between various personal characteristics (past convictions, drug use, and 
employment history) and the event that a sample member had been a 
high- rate offender. This fi nding suggested to part of the research team 
that selective incapacitation should be encouraged as a crime- fi ghting tool 
(Greenwood and Abrahamse 1982). Selective incapacitation calls for the 
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sentencing of convicted criminals to be tied to predictions of their 
future criminality. Those with backgrounds that predict high rates of 
offenses would receive longer prison terms than those with other 
backgrounds.

The RAND study generated much controversy, especially when a 
prediction approach devised by Greenwood found its way into legislative 
proposals for selective incapacitation (see Blackmore and Welsh 1983 
and Blumstein et al. 1986). Some of the controversy concerned the nor-
mative acceptability of selective incapacitation, but much of it concerned 
the credibility of extrapolation from the RAND fi ndings.

The fi ndings characterized the empirical association between back-
ground and reported crime commission within one cohort of inmates 
imprisoned in three states under the sentencing policies then in effect. 
Would this association continue to hold when applied to other cohorts 
of inmates in other states? Would it hold when applied to convicted 
criminals who are not imprisoned under existing sentencing policies? 
Would it hold if sentencing policy  were to change? In par tic u lar, would 
it hold if selective incapacitation  were to be implemented?

The RAND study did not address these questions. Greenwood’s ap-
proach to prediction of criminality simply assumed that the empirical 
association between background and reported crime commission would 
remain approximately the same when extrapolated to other times, 
places, and sentencing policies. As I see it, this invariance assumption 
was wishful extrapolation.

Extrapolation from Randomized Experiments: 
The FDA Drug Approval Pro cess

The great appeal of randomized experiments is that they often deliver 
credible certitude about the outcomes of policies within a population 
under study. Standard experimental protocol calls for specifi cation of a 
study population from which random samples of persons are drawn to 
form treatment groups. All members of a treatment group are assigned 
the same treatment.

Assume that treatment response is individualistic— that is, each per-
son’s outcome depends only on his own treatment, not on those re-
ceived by other members of the study population. Then the distribution 
of outcomes realized by a treatment group is the same (up to random 
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sampling error) as would occur if this treatment  were assigned to all 
members of the population. Thus, when the assumption of individual-
istic treatment response is credible, a randomized experiment enables 
one to draw credible sharp conclusions about the outcomes that would 
occur if a policy  were to be applied to the entire study population.

A common problem of policy analysis is to extrapolate experimen-
tal fi ndings to a policy under consideration. To accomplish this, ana-
lysts regularly assume that the distribution of outcomes that would oc-
cur under the policy of interest would be the same as the distribution 
of outcomes realized by a specifi c experimental treatment group. This 
invariance assumption sometimes is reasonable, but often it is wishful 
extrapolation.

There are many reasons why policies of interest may differ from 
those studied in experiments, making the invariance assumption sus-
pect. I will discuss three  here. The use of randomized experiments to 
inform policy choice has been particularly important in medicine. I will 
use the drug approval pro cess of the Food and Drug Administration 
(FDA) to illustrate.

The Study Population and the Population of Interest

The study populations of randomized experiments often differ from the 
population of policy interest. Participation in experiments cannot be 
mandated in democracies. Hence, study populations consist of persons 
who volunteer to participate. Experiments reveal the distribution of 
treatment response among these volunteers, not within the population 
to whom a policy would be applied.

Consider the randomized clinical trials (RCTs) performed by phar-
maceutical fi rms to obtain FDA approval to market new drugs. The 
volunteer participants in these trials may not be representative of the 
relevant patient population. The volunteers are persons who respond to 
the fi nancial and medical incentives offered by pharmaceutical fi rms. 
Financial incentives may be payment to participate in a trial or receipt 
of free treatments. The medical incentive is that participation in a trial 
gives a person a chance of receiving new drugs that are not otherwise 
available.

The study population materially differs from the relevant patient 
population if treatment response in the group who volunteer for a trial 
differs from treatment response among those who do not volunteer. 
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When the FDA uses trial data to make drug approval decisions, it im-
plicitly assumes that treatment response in the patient population is 
similar to that observed in the trial. The accuracy of this invariance as-
sumption may not be known.

The Experimental Treatments and the Treatments of Interest

The treatments assigned in experiments often differ from those that 
would be assigned in actual policies. Consider again the RCTs performed 
for drug approval. These trials are normally double- blinded, with nei-
ther the patient nor his physician knowing the assigned treatment. 
Hence, a trial reveals the distribution of response in a setting where 
patients and physicians are uncertain what drug a patient receives. It 
does not reveal what response would be in a real clinical setting where 
patients and physicians would have this information and be able to react 
to it.

Another source of difference between the treatments assigned in 
experiments and those that would be assigned in actual policies occurs 
when evaluating vaccines for prevention of infectious disease. The 
 assumption of individualistic treatment response traditionally made in 
analysis of experiments does not hold when considering vaccines, which 
may not only protect the person vaccinated but also lower the rate at 
which unvaccinated persons become infected. A vaccine is internally 
effective if it generates an immune response that prevents a vaccinated 
person from becoming ill or infectious. It is externally effective to the 
extent that it prevents transmission of disease to members of the popu-
lation who are unvaccinated or unsuccessfully vaccinated.

A standard RCT enables evaluation of internal effectiveness, but 
does not reveal the external effect of applying different vaccination rates 
to the population. If the experimental group is small relative to the size 
of the population, the vaccination rate is essentially zero. If a trial vac-
cinates a non- negligible fraction of the population, the fi ndings only 
reveal the external effectiveness of the chosen vaccination rate. They 
do not reveal what the population illness rate would be with other vac-
cination rates.

The Outcomes Mea sured in Experiments and the Outcomes of Interest

A serious mea sure ment problem occurs when studies have short dura-
tions. We often want to learn long- term outcomes of treatments, but 



 Policy Analysis with Incredible Certitude 35

short studies reveal only immediate outcomes. Credible extrapolation 
from such surrogate outcomes to the long- term outcomes of interest can 
be highly challenging.

Again, the RCTs for drug approval provide a good illustration. The 
most lengthy, called phase 3 trials, typically run for only two to three 
years. When trials are not long enough to observe the health outcomes 
of real interest, the practice is to mea sure surrogate outcomes and base 
drug approval decisions on their values. For example, treatments for 
heart disease may be evaluated using data on patient cholesterol levels 
and blood pressure rather than data on heart attacks and life span. In 
such cases, which occur regularly, the trials used in drug approval only 
reveal the distribution of surrogate outcomes in the study population, 
not the distribution of outcomes of real health interest.

Health researchers have called attention to the diffi culty of extrap-
olating from surrogate outcomes to health outcomes of interest. Fleming 
and Demets (1996), who review the prevalent use of surrogate outcomes 
in phase 3 trials evaluating drug treatments for heart disease, cancer, 
HIV/AIDS, osteoporosis, and other diseases, write (p. 605): “Surrogate 
end points are rarely, if ever, adequate substitutes for the defi nitive clini-
cal outcome in phase 3 trials.”

The FDA and Conventional Certitude

The FDA drug approval pro cess is more transparent than CBO scoring 
of legislation, the governmental prediction pro cess considered earlier in 
this chapter. The FDA pro cess clearly values credibility, as shown in its 
insistence on evidence from RCTs and on trial sizes adequate to bound 
the statistical uncertainty of fi ndings. However, the FDA makes consid-
erable use of conventional certitudes when it attempts to extrapolate 
from RCT data to predict the effectiveness and safety of new drugs in 
practice.

The approval pro cess essentially assumes that treatment response 
in the relevant patient population will be similar to response in the 
study population. It assumes that response in clinical practice will be 
similar to response with double- blinded treatment assignment. And it 
assumes that effectiveness mea sured by outcomes of interest will be 
similar to effectiveness mea sured by surrogate outcomes. These assump-
tions often are unsubstantiated and sometimes may not be true, but 
they have become enshrined by long use.
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Campbell and the Primacy of Internal Validity

The FDA is not alone in abstracting from the problem of extrapolation 
in analysis of randomized experiments. This is also characteristic of the 
social- science research paradigm emerging from the infl uential work of 
Donald Campbell.

Campbell distinguished between the internal and external validity 
of a study of treatment response. A study is said to have internal validity 
if its fi ndings for the study population are credible. It has external valid-

ity if an invariance assumption permits credible extrapolation. Camp-
bell discussed both forms of validity, but he argued that studies should 
be judged primarily by their internal validity and only secondarily by 
their external validity (Campbell and Stanley 1963; Campbell 1984).

This perspective has been used to argue for the universal primacy 
of experimental research over observational studies, what ever the study 
population may be. The reason given is that properly executed random-
ized experiments have high internal validity. The same perspective has 
been used to argue that the best observational studies are those that 
most closely approximate randomized experiments. The statistician Paul 
Rosenbaum put it this way (Rosenbaum 1999, 263):

In a well- conducted laboratory experiment one of the rarest of things 
happens: The effects caused by treatments are seen with clarity. Obser-
vational studies of the effects of treatments on human populations lack 
this level of control but the goal is the same. Broad theories are exam-
ined in narrow, focused, controlled circumstances.

Rosenbaum, like Campbell, downplayed the importance of having the 
study population be similar to the population of policy interest, writing 
(p. 259): “Studies of samples that are representative of populations may 
be quite useful in describing those populations, but may be ill- suited to 
inferences about treatment effects.”

Agreeing with Campbell and Rosenbaum, many researchers prefer 
achieving credible certitude about an easy- to- study population to 
achieving credible partial knowledge about the population of policy 
interest. A common practice has been to report the “effect of treatment 
on the treated,” where “the treated” are the members of a study popu-
lation who actually received a specifi ed treatment (see, for example, 
Bloom 1984, Angrist 1990, Gueron and Pauly 1991, and Dubin and 
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Rivers 1993). Attempting to cope with the problem of noncompliance 
in randomized experiments, Imbens and Angrist (1994) and Angrist, 
Imbens, and Rubin (1996) recommend that treatment effects be re-
ported for the subpopulation of “compliers,” these being persons who 
would comply with their designated experimental treatments what ever 
they might be.

These ideas have noticeably affected governmental decision mak-
ing. A prominent case is the FDA drug approval pro cess, which only 
considers experimental evidence when making decisions on drug ap-
proval. Another is the Education Sciences Reform Act of 2002 (Public 
Law 107- 279), which provides funds for improvement of federal educa-
tional research. The act defi nes a scientifi cally valid educational evalu-
ation as one that “employs experimental designs using random assign-
ment, when feasible, and other research methodologies that allow for 
the strongest possible causal inferences when random assignment is not 
feasible.” The term “strongest possible causal inference” has been inter-
preted to mean the highest possible internal validity. No weight is given 
to external validity.

Unfortunately, analyses of experimental data have tended to be 
silent on the problem of extrapolating from the experiments performed 
to policies of interest. For example, the infl uential analyses of welfare 
reform experiments reported in Gueron and Pauly (1991) only described 
the mean outcomes experienced by the various treatment groups. One 
can use the reported experimental fi ndings to predict policy outcomes 
only if one is willing to take the fi ndings at face value, accepting their 
internal validity and not questioning their external validity. One is at a 
loss to interpret the fi ndings otherwise.

From the perspective of policy choice, it makes no sense to value 
one type of validity above the other. What matters is the informative-
ness of a study for policy making, which depends jointly on internal and 
external validity. Hence, research should strive to mea sure both types 
of validity.

1.7. Illogical Certitude

I have thus far discussed research practices that are not credible but are 
logical. Errors in logic also contribute to incredible certitude. Errors may 
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be mundane mistakes in computation or algebra, or, more seriously, they 
may be non sequiturs. Non sequiturs generate pseudo conclusions and 
hence yield misplaced certitude.

A common non sequitur occurs when a researcher performs a statis-
tical test of some null hypothesis, fi nds that the hypothesis is not rejected, 
and interprets non- rejection as proof that the hypothesis is correct. Texts 
on statistics routinely caution that non- rejection does not prove a null 
hypothesis is correct. It only indicates the absence of strong evidence that 
the hypothesis is incorrect. Nevertheless, researchers sometimes confuse 
statistical non- rejection with proof.

A more exotic non sequitur has persisted in research on the herita-
bility of human traits, which has often been wrongly interpreted to 
have implications for social policy. I will use this as an extended case 
study.

Heritability

Heritability has been a per sis tent topic of study and controversy since 
the latter third of the nineteenth century. The beginning of formal re-
search is usually attributed to the British scientist Francis Galton, who 
appears to have been the fi rst to attempt to distinguish the roles of “na-
ture” and “nurture.” About one hundred years after Galton started his 
studies, controversy about the heritability of IQ fl ared in the 1960s and 
1970s. This subject has been particularly heated because some social 
scientists have sought to connect heritability of IQ with social policy, 
asserting that policy can do little to ameliorate in e qual ity of achieve-
ment if IQ is largely heritable.

Considering the state of thinking in the late 1970s, Goldberger (1979) 
began a cogent critique of research on heritability this way (p. 327):

When we look across a national population, we see large differences in 
intelligence as mea sured by IQ tests. To what extent are those differ-
ences the result of differences in ge ne tic make- up, and to what extent 
are they the result of differences in life experience? What proportion of 
the variance in IQ test scores is attributable to ge ne tic variance, and 
what proportion to environmental variance? This question has fasci-
nated mankind— or at least the Anglo- American academic sub- 
species—for several generations. The fascination, I suppose, arises from 
the notion that the answer has some relevance to social policy: if IQ 
variance is largely ge ne tic, then it is natural, just and immutable; but if 
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IQ variance is largely environmental, then it is unnatural, unjust and 
easily eradicated.

Goldberger concluded that heritability, whether it be of IQ or other 
traits, is irrelevant to social policy. I will explain why  here. However, I 
fi rst need to explain what the heritability statistic mea sures and how it 
has been interpreted.

Lay people often use the word “heritability” in the loose sense of 
the second edition of the Oxford En glish Dictionary, which defi nes it as 
“the quality of being heritable, or capable of being inherited.” However, 
formal research on heritability uses the word in a specifi c technical way. 
Stripped to its essentials, heritability research seeks to perform an anal-
ysis of variance, a descriptive statistical procedure I will now explain.

Consider a population of persons. Heritability researchers pose an 
equation of the form

outcome = ge ne tic factors + environmental factors

or, more succinctly, y = g + e.  Here, y is a personal outcome (or pheno-
type), g symbolizes ge ne tic factors, and e symbolizes environmental 
factors. It is commonly assumed that g and e are uncorrelated across the 
population. Then the ratio of the population variance of g to the vari-
ance of y is called the heritability of y. Researchers say that heritability 
gives the fraction of the variation in the outcome “explained by” or 
“due to” ge ne tic factors.

The equation studied in heritability research poses an extraordi-
narily simple idealization of the complex pro cess by which modern sci-
entists believe that a person’s genome and environment actually produce 
outcomes. The variables g and e respectively summarize the entire 
genome and the spectrum of environmental factors that may combine 
to determine outcomes. The equation supposes that g and e contribute 
additively to outcomes, rather than interact with one another. The as-
sumption that g and e are uncorrelated is at odds with the reasonable 
conjecture that persons who inherit relatively strong ge ne tic endow-
ments tend to grow up in families with more favorable environments for 
child development.

The simplicity of the equation studied in heritability research 
presumably stems from the fact that this body of research began long 
before the genome was known to exist, never mind mea sured, and also 
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well before population surveys reporting individual- specifi c data on 
environmental factors became available. In this historical context, g and 
e could not be observable mea sures of a person’s genome and environ-
ment. They  were meta phors, symbolic repre sen ta tions of hypothesized 
latent forces. The somewhat mystifying technical intricacies of heritabil-
ity research— its reliance on outcome data for biological relatives, usually 
twins or siblings, and on various strong statistical assumptions— derived 
from the desire of researchers to make heritability estimable despite the 
fact that g and e  were meta phorical.

What Does “More Important” Mean?

Suppose that a researcher obtains data on the outcomes experienced by 
twins or other relatives, makes enough assumptions, and reports an 
estimate of the heritability of the outcome. What does this number re-
veal that may be of interest?

Researchers often say that heritability mea sures the relative “im-
portance” of ge ne tic and environmental factors. A prominent example 
is The Bell Curve, where Herrnstein and Murray (1994, 135) proclaimed: 
“Cognitive ability is more important than parental SES [socioeconomic 
status] in determining poverty.” Goldberger and Manski (1995) critique 
the analysis that underlies this and similar assertions.

The Bell Curve differed from traditional heritability research in 
some ways. In par tic u lar, Herrnstein and Murray observed their g and e, 
using statistically standardized mea sures of cognitive ability (g) and 
parental SES (e) obtained in a population survey. However, they shared 
the objective of assessing the relative importance of ge ne tic and envi-
ronmental factors in explaining the observed variation of population 
outcomes such as poverty. When they or other authors state that ge ne-
tic differences are a “more important” source of outcome variation than 
differences in common environment, they apparently mean this in the 
tautological sense that the procedure used to decompose the observed 
variance in behavior attributes more of this variance to variation in the 
ge ne tic factor g than to variation in a common (that is, family- specifi c) 
component of the environmental factor e.

Heritability and Social Policy

What has made research on heritability particularly controversial has 
been the inclination of researchers such as Herrnstein and Murray to 
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interpret the magnitude of heritability estimates as indicators of the 
potential responsiveness of personal achievement to social policy. In par-
tic u lar, large estimates of heritability have been interpreted as implying 
small potential policy effectiveness.

A notable example was given by Goldberger (1979). Discussing a 
Times of London report of research relating ge ne tics to earnings and 
drawing implications for social policy, he wrote (p. 337):

For a more recent source we turn to the front page of The Times (13 May 
1977), where under the heading “Twins show heredity link with earn-
ings” the social policy correspondent Neville Hodgkinson reported:

A study of more than two thousand pairs of twins indicates that 
ge ne tic factors play a huge role in determining an individual’s 
earning capacity. . . .  According to some British researchers, the 
study provides the best evidence to date in the protracted debate 
over the respective contributions of ge ne tics and environment 
to an individual’s fate. . . .  The fi ndings are signifi cant for mat-
ters of social policy because of the implication that attempts to 
make society more equal by breaking “cycles of disadvantage” . . .  
are likely to have much less effect than has commonly been 
supposed.

Professor Hans Eysenck was so moved by the twin study that he imme-
diately announced to Hodgkinson that it “really tells the [Royal] Com-
mission [on the Distribution of Income and Wealth] that they might as 
well pack up” (The Times, 13 May 1977).

Commenting on Eysenck, Goldberger continued (p. 337):

(A powerful intellect was at work. In the same vein, if it  were shown 
that a large proportion of the variance in eyesight  were due to ge ne tic 
causes, then the Royal Commission on the Distribution of Eyeglasses 
might as well pack up. And if it  were shown that most of the variation 
in rainfall is due to natural causes, then the Royal Commission on the 
Distribution of Umbrellas could pack up too.)

This parenthetical passage, displaying Goldberger’s characteristic com-
bination of utter seriousness and devastating wit, shows the absurdity 
of considering heritability estimates to be policy relevant. Goldberger 
concluded (p. 346): “On this assessment, heritability estimates serve no 
worthwhile purpose.”

It is important to understand that Goldberger’s conclusion did not 
rest on the meta phorical nature of g and e in heritability research. It 
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was based, more fundamentally, on the fact that variance decomposi-
tions do not yield fi ndings of policy relevance.

To place heritability research on the best imaginable footing, sup-
pose that g and e are not meta phors but rather are observable summary 
statistics for a person’s genome and environment. Suppose that the 
equation y = g + e is a physical law showing how the genome and envi-
ronment combine to determine outcomes. Also suppose that g and e are 
uncorrelated in the population, as is typically assumed in heritability 
research. Then a researcher who observes the population may directly 
compute the heritability of y, without the need for special data on twins 
or obscure assumptions.

At one extreme, suppose that the population is composed entirely 
of clones who face diverse environments. Then the variance of g is zero, 
implying that heritability is zero. At the other extreme, suppose that 
the population is composed of ge ne tically diverse persons who share 
the same environment. Then the variance of e is zero, implying that 
heritability is one.

What does this have to do with policy analysis? Nothing. Policy 
analysis asks what would happen to outcomes if an intervention, such 
as distribution of eyeglasses,  were to change persons’ environments in 
some manner. Heritability is uninformative about this.

While Goldberger’s eyeglasses example got to the heart of the logi-
cal problem with heritability research in a particularly succinct and 
effective way, he was not alone in grasping the irrelevance of heritabil-
ity to policy. Writing contemporaneously, the statistician Oscar Kemp-
thorne (1978, 1) summarized his view of the matter this way:

The conclusion is that the heredity- IQ controversy has been a “tale full 
of sound and fury, signifying nothing.” To suppose that one can estab-
lish effects of an intervention pro cess when it does not occur in the data 
is plainly ludicrous.

Given that it was widely recognized more than thirty years ago 
that heritability research is irrelevant to policy, I fi nd it both remark-
able and disheartening that some have continued to assert its relevance 
subsequently. For example, Herrnstein and Murray (p. 109) did so in 
The Bell Curve, referring to “the limits that heritability puts on the abil-
ity to manipulate intelligence.” Research on the heritability of all sorts 
of outcomes continues to appear regularly today. Recent studies tend 
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not to explicitly refer to policy, but neither do they provide any other 
articulate interpretation of the heritability statistics they report. The 
work goes on, but I do not know why.

Gene Mea sure ment

For over a hundred years, research relating ge ne tics to human out-
comes was crippled by two problems, one conceptual and the other 
technological. The conceptual problem was the focus of research atten-
tion on estimating heritability, producing claims of “importance” that 
served no worthwhile purpose. The technological problem was the ab-
sence of means to mea sure genes. The latter problem may have contrib-
uted to the former by stimulating researchers to invent the meta-
phorical g in the absence of gene mea sure ments.

The conceptual problem has been understood since the 1970s, and 
the technological one has been overcome in the past de cade. Progress 
in gene mea sure ment has increasingly enabled collection of data on the 
expression of specifi c genes in large samples of individuals. It is becom-
ing routine to ask the respondents to major  house hold surveys to pro-
vide saliva from which DNA may be extracted.

Gene mea sure ment replaces the meta phorical g of heritability re-
search and the indicators of The Bell Curve with direct observation of 
pieces of the genome that may be used in all of the ways that researchers 
ordinarily use data on personal attributes. It transforms research relat-
ing human ge ne tics to personal outcomes from a mystical exercise into 
ordinary science.

For example, Caspi et al. (2003) used longitudinal data from a rep-
resentative birth cohort to study prediction of depression conditional 
on the expression of a specifi c gene and aspects of a person’s environ-
ment. The authors found predictive power in interactions of the gene 
with stressful life events, rather than in the gene per se. The use of 
specifi c mea sured genes to predict personal outcomes is entirely out 
of the scope of heritability research, where g is a latent construct 
rather than an observed attribute. Moreover, heritability research tra-
ditionally assumes that gene- environment interactions such as those 
found by Caspi et al. do not exist. The equation y = g + e that typically 
forms the starting point for analysis of heritability assumes that g and 
e contribute additively to outcomes. See Manski (2011c) for further 
discussion.
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1.8. Media Overreach

Elected offi cials, civil servants, and the public rarely learn of policy 
analysis from the original sources. The writing in journal articles and 
research reports is usually too technical and jargon- laden for nonpro-
fessionals to decipher. Broad audiences may learn of new fi ndings from 
newspapers, magazines, and electronic media. The journalists and edi-
tors who decide what analysis warrants coverage and how to report it 
therefore have considerable power to infl uence societal perspectives.

Some media coverage of policy analysis is serious and informa-
tive, but overreach is all too common. When journalists and editors 
decide that research is newsworthy, they seem to rarely err on the side 
of overly cautious reporting. The prevailing view seems to be that certi-
tude sells.

“The Case for $320,000 Kindergarten Teachers”

A conspicuous instance of media overreach appeared on the front page 
of the New York Times on July 28, 2010, in an article with the above title. 
There the Times economics columnist David Leonhardt reported on 
research investigating how students’ kindergarten experiences affect 
their income as adults. Leonhardt began his article with the question 
“How much do your kindergarten teacher and classmates affect the rest 
of your life?” He then called attention to new work by a group of six 
economists that attempts to answer the question, at least with regard to 
adult income.

Characterizing the study’s fi ndings as “fairly explosive,” Leonhardt 
focused most attention on the impact of good teaching. Referring by 
name to Raj Chetty, one of the authors, he wrote,

Mr. Chetty and his colleagues . . .  estimate that a standout kindergar-
ten teacher is worth about $320,000 a year. That’s the present value of 
the additional money that a full class of students can expect to earn 
over their careers.

Leonhardt concluded by making a policy recommendation, stating,

Obviously, great kindergarten teachers are not going to start making 
$320,000 anytime soon. Still, school administrators can do more than 
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they’re doing. They can pay their best teachers more . . .  and give them 
the support they deserve. . . .  Given today’s bud get pressures, fi nding the 
money for any new programs will be diffi cult. But that’s all the more 
reason to focus our scarce resources on investments whose benefi ts 
won’t simply fade away.

I have called Leonhardt’s article media overreach. My reason was 
hinted at by Leonhardt when he wrote that the new study was “not yet 
peer- reviewed.” In fact, the study did not even exist as a publicly avail-
able working paper when Leonhardt wrote his article. All that existed 
for public distribution was a set of slides for a July 2010 conference pre-
sen ta tion made by the authors at the National Bureau of Economic Re-
search ( http:// obs .rc .fas .harvard .edu /chetty /STAR _slides .pdf). A bullet 
point on the fi nal page of the slides estimates the value of good kinder-
garten teaching to be $320,000. The slides do not provide suffi cient in-
formation about the study’s data and assumptions to enable an observer 
to assess the credibility of this estimate.

The study has subsequently been published (Chetty et al. 2011), so 
evaluation of its data and assumptions has become possible. However, 
when Leonhardt wrote his piece, the community of researchers in the 
economics of education had not yet had the opportunity to read or re-
act to the new study, never mind to review it for publication. Neverthe-
less, Leonhardt touted the fi ndings as defi nitive and used them to rec-
ommend policy. Surely this is incredible certitude. I think it highly 
premature for a major national newspaper to report at all on new re-
search at such an early stage, and bizarre to place the report on the 
front page.

Peer Review and Credible Reporting

The 2010 New York Times article on kindergarten teaching is a striking 
case of reporting on research prior to peer review, but it is not unique. 
For example, the 1977 Times of London article on heritability cited in 
Section 1.7 reported the fi ndings of an unpublished draft research 
paper.

Premature media reporting on research would lessen to some de-
gree if the media would refrain from covering research that has not yet 
been vetted within the scientifi c community through an established 
peer- review pro cess. However, journalists should not trust peer review 
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per se to certify the logic or credibility of research. Anyone with expe-
rience submitting or reviewing articles for publication becomes aware 
that peer review is an imperfect human enterprise. Weak studies may 
be accepted for publication and strong studies rejected, even when peer 
reviewers do their best to evaluate research objectively. The trustwor-
thiness of peer review is diminished further when reviewers use the 
pro cess to push their own advocacy agendas, accepting studies whose 
conclusions they favor.

It is unquestionably diffi cult for journalists and editors, who cannot 
possibly be suffi ciently expert to evaluate personally all policy analysis, 
to decide what studies to report and how to frame their coverage. Yet 
there are straightforward actions that they can take to mitigate media 
overreach. First and perhaps foremost, they can scrutinize research re-
ports to assess whether and how the authors express uncertainty about 
their fi ndings. They should be deeply skeptical of studies that assert cer-
titude. When authors express uncertainty, journalists should pay close 
attention to what they say.

Second, journalists should not rely fully on what authors say about 
their own work. They should seek perspectives from relevant reputable 
researchers who are not closely associated with the authors. Careful 
journalists already do this, but the practice should become standard.
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IN AN ideal world, persons who are not expert in research methodology 
would be able to trust the conclusions of policy analysis. They would be 
able to believe predictions of policy outcomes without concern about 
the pro cess used to produce them.

Unfortunately, the practices described in Chapter 1 indicate that 
consumers of policy analysis cannot safely trust the experts. Civil ser-
vants, journalists, and concerned citizens need to understand predic-
tion methods well enough to be able to assess reported fi ndings. They 
need to comprehend conceptually, if not in technical detail, how pre-
dictions depend on maintained assumptions and available data.

With this in mind, Chapters 2 and 3 describe various conventional 
approaches that use strong assumptions to obtain strong conclusions. I 
additionally describe approaches that I have developed, which use 
weaker assumptions to obtain interval predictions. The two chapters 
study different prediction problems. This one mainly concerns a rela-
tively simple yet subtle problem that arises in many applied settings 
and has drawn extraordinary research attention. Phrased abstractly, 
there are two feasible treatments, labeled A and B. The available data 
come from a study population where some persons received treatment 
A and some received B. The problem is to predict the outcomes that 
would occur under a policy mandating that everyone receive the same 
treatment. Section 2.1 gives an initial illustration, after which I begin 
to address the problem methodically in Section 2.2.

2

Predicting Policy Outcomes
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2.1. Deterrence and the Death Penalty

Researchers have long used data on hom i cide rates and sanctions to 
examine the deterrent effect of capital punishment. The subject be-
came a concern beyond the academic community in the 1970s when 
the solicitor general of the United States (Bork et al. 1974) argued to the 
Supreme Court that a study by Isaac Ehrlich provided credible fi ndings 
on the deterrent effect of capital punishment. Ehrlich (1975) used an-
nual data on murders and sanctions in the United States to estimate a 
“murder supply” function specifying the murder rate that would occur 
as a function of sanction levels, including the risk of capital punish-
ment faced by a convicted murderer. He concluded (p. 398):

In fact, the empirical analysis suggests that on the average the tradeoff 
between the execution of an offender and the lives of potential victims 
it might have saved was of the order of 1 for 8 for the period 1933– 1967 
in the United States.

This fi nding, and its citation before the Supreme Court as evidence 
in support of the death penalty, generated considerable controversy. A 
panel of the National Research Council was established to investigate in 
depth the problem of inference on deterrence (Blumstein, Cohen, and 
Nagin 1978). In all, the NRC report presents an exceptionally clear-
headed portrayal of some of the diffi culties inherent in empirical study 
of deterrence.

The fundamental diffi culty is that the outcomes of counterfactual 
policies are unobservable. Data alone cannot reveal what the hom i cide 
rate in a state with (or without) a death penalty would have been had 
the state not adopted (or adopted) a death penalty statute. Thus, data 
must be combined with assumptions to enable inference on counterfac-
tual outcomes. The NRC panel observed that demo cratic societies ordi-
narily do not perform experiments that randomly assign persons to 
alternative sanctions policies. Hence, research on deterrence generally 
analyzes data from observational studies. The panel concluded that it is 
hard to fi nd credible assumptions that, when combined with available 
data, reveal the deterrent effect of sanctions. The panel concluded (p. 62): 
“The current evidence on the deterrent effect of capital punishment is 
inadequate for drawing any substantive conclusion.”
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A large body of work has subsequently addressed deterrence and 
the death penalty, yet the literature has still failed to achieve consensus 
on even the most basic matters. The National Research Council recently 
convened a new Committee on Deterrence and the Death Penalty to 
assess the research undertaken since the Ehrlich study. This committee 
examined the numerous studies undertaken over the past thirty years 
but ultimately reiterated the conclusion of the earlier NRC report, stat-
ing (Committee on Deterrence and the Death Penalty 2012): “The com-
mittee concludes that research to date on the effect of capital punish-
ment on hom i cide is not informative about whether capital punishment 
decreases, increases, or has no effect on hom i cide rates.”

Estimates Using Data on Hom i cide Rates across States and Years

Much of the research literature has sought to infer the deterrent effect 
of the death penalty from data on hom i cide rates across states and years. 
However, the available data may be used in various ways, yielding dif-
ferent estimates.

To illustrate some of the possibilities in a simple setting, Manski 
and Pepper (2012) examined data from the critical 1970s period when 
the Supreme Court decided the constitutionality of the death penalty. 
The 1972 Supreme Court case Furman v. Georgia resulted in a multiyear 
moratorium on the application of the death penalty, while the 1976 
case Gregg v. Georgia ruled that the death penalty could be applied sub-
ject to certain criteria. We examined the effect of death penalty statutes 
on hom i cide rates in two years: 1975, the last full year of the morato-
rium, and 1977, the fi rst full year after the moratorium was lifted. In 
1975 the death penalty was illegal throughout the country, and in 1977 
thirty- two states had legal death penalty statutes. For each state and 
each year, we observe the hom i cide rate and whether the death penalty 
is legal.

Table 2.1 displays the hom i cide rate per 100,000 residents in 1975 
and 1977 in the states that did and did not legalize the death penalty 
after the Gregg decision. We call the former the “treated” states and the 
latter the “untreated” ones. We regard the District of Columbia as equiv-
alent to a state. When computing averages across states, we weight each 
state by its population. The thirty- two states with legal death penalty 
statutes in 1977 contained 70 percent of the total population.
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The data in the table may be used to compute three simple esti-
mates of the effect of death penalty statutes on hom i cide. A “before and 
after” analysis compares hom i cide rates in the treated states in 1975 
and 1977. The 1975 hom i cide rate in these states, when none had the 
death penalty, was 10.3 per 100,000. The 1977 rate, when all had the 
death penalty, was 9.7. The before- and- after estimate is the difference 
between the 1977 and 1975 hom i cide rates; that is, −0.6 (9.7 − 10.3). This 
is interpretable as the average effect of the death penalty on hom i cide in 
the treated states if one assumes that nothing germane to hom i cide 
occurred in these states between 1975 and 1977 except for legalization 
of capital punishment. See Section 2.4 for further discussion of before- 
and- after studies.

Alternatively, one might compare the 1977 hom i cide rates in the 
treated and untreated states. The 1977 rate in the treated states, which 
had the death penalty, was 9.7. The 1977 rate in the untreated states, 
which did not have the death penalty, was 6.9. The estimate is the dif-
ference between these hom i cide rates; that is, 2.8 (9.7 − 6.9). This is in-
terpretable as the nationwide average effect of the death penalty on 
hom i cide in 1977 if one assumes that persons living in the treated and 
untreated states have the same propensity to commit murder in the ab-
sence of the death penalty and respond similarly to enactment of the 
death penalty. With this assumption, the observed hom i cide rate in the 
treated states reveals what the rate would have been in the untreated 
states if they had enacted the death penalty, and vice versa. See Section 
2.5 for further discussion of this type of assumption, which is main-
tained in analysis of randomized experiments.

Yet a third way to use the data is to compare the temporal changes 
in hom i cide rates in the treated and untreated states. Between 1975 

Table 2.1  Hom i cide rates per 100,000 residents by year and treatment 
status in 1977

Group

Year Untreated Treated Total

1975 8.0 10.3 9.6
1977 6.9 9.7 8.8

Total 7.5 10.0 9.2
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and 1977, the hom i cide rate in the treated states fell from 10.3 to 9.7. In 
the same period, the rate in the untreated states fell from 8.0 to 6.9. The 
so- called difference- in- difference (DID) estimate is the difference between 
these temporal changes; that is, 0.5 [(9.7 − 10.3) − (6.9 − 8.0)]. This is in-
terpretable as the nationwide effect of the death penalty on hom i cide if 
one assumes considerable homogeneity across states, specifi cally that 
all states experience a common time trend in hom i cide and that enact-
ment of the death penalty has the same effect in all states. See Section 
2.4 for further discussion of DID estimates and explanation of the as-
sumptions that motivate them.

These three estimates yield different empirical fi ndings regarding 
the effect of the death penalty on hom i cide. The before- and- after esti-
mate implies that enactment of a death penalty statute reduces the hom-
i cide rate by 0.6 per 100,000. The other two estimates imply that having 
the death penalty raises the hom i cide rate by 2.8 or 0.5 per 100,000. The 
idea that capital punishment may increase the hom i cide rate is contrary 
to the traditional view of punishment as a deterrent. However, some re-
searchers have argued that the death penalty shows a lack of concern for 
life that brutalizes society into greater ac cep tance of commission of mur-
der. Thus, the old debate between those who believe the death penalty 
does or does not have a deterrent effect has been expanded to include a 
third possibility, that the death penalty has a brutalization effect.

Which estimate is correct? Given certain assumptions, each appro-
priately mea sures the effect of the death penalty on hom i cide. However, 
the assumptions that justify this interpretation differ across estimates. 
One may be correct, or none of them.

2.2. Analysis of Treatment Response

To begin our more formal analysis, I need to introduce some basic con-
cepts. Borrowing a term from medicine, I will refer to prediction of the 
outcomes of alternative policies as analysis of treatment response.

One contemplates a policy that has been or may be applied to the 
members of a population, sometimes called treatment units. For example, 
a sentence decreed for a convicted offender is a treatment, the offender 
being the treatment unit. Similarly, an income tax levied by a govern-
ment is a treatment. In this case, the treatment unit may be an individual, 
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a married couple, a corporation, or another legal entity subject to in-
come tax.

The outcome that a treatment unit would experience under a con-
jectured treatment is his treatment response. A simplifying assumption 
made regularly in analysis of treatment response is that response is in-

dividualistic. This means that the outcome of a person or other treatment 
unit may vary only with his own treatment, not with those of other 
members of the population. When this assumption does not hold, treat-
ment response is said to have social interactions.

The credibility of assuming that response is individualistic varies 
with the context. One may think it plausible that medical treatment of 
diabetes affects only the person treated. However, one may not think it 
plausible that response to vaccination against infectious disease is indi-
vidualistic. An important rationale for vaccination is to prevent the 
spread of disease. Vaccinating you may protect not only you but me as 
well.

Policy analysis uses data on a study population to predict policy 
outcomes in a population of interest. A study population is a group that 
has been subjected to a policy. A population of interest is simply a group 
whose outcomes one would like to predict.

A researcher observes outcomes experienced by members of the 
study population after a policy is implemented. He then combines these 
data with assumptions to predict the outcomes that would occur if a 
specifi ed policy  were to be implemented in the population of interest.

Statistical Inference and Identifi cation

Statistical inference uses data on a sample of members of the study popu-
lation to predict outcomes in the entire study population, under the 
policy actually implemented there. Identifi cation analysis studies several 
forms of extrapolation from the study population. One may want to pre-
dict the outcomes of policies that  were not implemented in the study 
population. One may want to predict different outcomes than those 
observed in the study population. Or one may want to predict the out-
comes that would occur if the policy implemented in the study popula-
tion  were to be implemented in another population of interest.

To illustrate the distinction between statistical inference and iden-
tifi cation, recall our discussion of the FDA drug approval pro cess (Sec-
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tion 1.6). A sample of persons volunteer to participate in a clinical trial 
and are randomly assigned to treatments. A pharmaceutical fi rm want-
ing approval for a new drug uses the observed outcomes to test the hy-
pothesis that the new drug works as well as a placebo against the alter-
native that it works better. This hypothesis test performs statistical 
inference, using the sample data to draw conclusions about the effec-
tiveness of the drug in a study population of potential volunteers. The 
three forms of extrapolation discussed earlier— from a study population 
to an actual patient population, from blinded to unblinded treatment, 
and from surrogate outcomes to outcomes of interest— pose identifi ca-
tion problems.

Statistical inference contributes to the diffi culty of predicting 
policy outcomes, but increasing sample size improves the precision of 
predictions. In contrast, increasing sample size does not diminish iden-
tifi cation problems. These usually are the dominant diffi culties in pre-
diction. I will focus on identifi cation throughout the book. I will particu-
larly emphasize the basic identifi cation problem that stems from the 
unobservability of counterfactual outcomes.

To illustrate, consider judicial sentencing of convicted offenders. A 
policy maker choosing a sentencing policy would like to compare the 
recidivism that offenders would experience under alternative sentenc-
ing rules. One may be able to observe the recidivism of convicted of-
fenders in a study population following the sentences that they actually 
receive. However, one cannot observe the recidivism that these offend-
ers would have experienced had they received different sentences.

The unobservability of counterfactual outcomes is a matter of logic. 
It is not a practical problem resolvable by new data collection or by better 
mea sure ment methods. It is a fundamental problem of empirical infer-
ence that can be addressed only by making assumptions that relate 
observed and counterfactual outcomes.

2.3. Predicting Outcomes under Policies 
That Mandate a Treatment

Most of this chapter discusses a relatively simple problem in analysis of 
treatment response, which has attracted much research attention. Sup-
pose that each member of a study population may receive one of two 
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treatments, say A or B. A status quo policy is in place, assigning some 
persons to treatment A and the remainder to B. One observes the treat-
ments and outcomes realized by the study population— that is, the 
treatments they actually received and the outcomes they experienced. 
One assumes that treatment response is individualistic. One wants to 
predict the outcomes that would occur in the study population, or a 
new population with the same composition, if everyone  were to receive 
the same treatment.

Sentencing and Recidivism

To illustrate the prediction problem, I will use the Manski and Nagin 
(1998) analysis of sentencing and recidivism of juvenile offenders in 
the state of Utah. Under the status quo policy, judges had the discretion 
to order various sentences. They gave some offenders sentences with no 
confi nement (treatment A) and sentenced others to residential confi ne-
ment (treatment B). Two alternatives to the status quo would be to re-
place judicial discretion with a mandate that all offenders be confi ned 
or a mandate that no offenders be confi ned. The problem is to predict 
recidivism under these alternative policies.

Background

Ample data are available on the outcomes experienced by juvenile 
 offenders given the sentences that they actually receive. However, re-
searchers have long debated the counterfactual outcomes that offenders 
would experience if they  were to receive other sentences. There has 
been par tic u lar disagreement about the relative merits of confi ne-
ment in residential treatment facilities and diversion to nonresidential 
treatment.

Confi nement has been favored by the “medical model” of devi-
ance, which views deviance as symptomatic of an underlying pathology 
that requires treatment. In this view, the juvenile justice system should 
determine the needs of the child and direct the treatment resources of 
the state to ameliorating those needs. Confi nement is thought benefi -
cial because it enables treatment.

Non- confi nement has been favored by criminologists who are 
skeptical of the ability of the justice system to deliver effective treat-
ment. This skepticism stems in part from the “labeling” view of devi-
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ance. According to this view, a constellation of negative consequences 
may fl ow from offi cial pro cessing of a juvenile as deviant, even with a 
therapeutic intent. Confi nement in a residential facility may make it 
more likely that the person thinks of himself as deviant, may exclude 
him from the normal routines of life, and may place him into closer af-
fi nity with deviant others who may reinforce negative feelings the per-
son has about himself. Given these concerns, labeling theorists have 
promoted the “secondary deviance” hypothesis, which holds that con-
fi nement is more likely to lead to recidivism than is nonresidential 
treatment.

To adjudicate between the competing predictions of the medical 
model and the secondary deviance hypothesis, it would be useful to per-
form experiments that randomly assign some offenders to confi nement 
and others to nonresidential treatment. However, experimentation with 
criminal justice policy is diffi cult to implement. Hence, empirical re-
search on sentencing and recidivism has relied on observational studies. 
Analysts have combined available data on sentencing outcomes with the 
strong but suspect assumption that judges randomly sentence offenders 
conditional on characteristics that are observable to researchers.

Our Analysis

Manski and Nagin (1998) implemented a cautious mode of “layered” 
analysis that begins with no assumptions about how judges sentence 
offenders and then moves from weak, highly credible assumptions to 
stronger, less credible ones. Exploiting the rich event- history data on 
juvenile offenders collected by the state of Utah, we presented several 
sets of fi ndings and showed how conclusions about sentencing policy 
vary depending on the assumptions made.

We fi rst reported interval predictions (or bounds) obtained with-
out making any assumptions at all about the manner in which judges 
choose sentences. We assumed only that treatment response is indi-
vidualistic. We then presented bounds obtained under two alternative 
models of judicial decision making. The outcome optimization model as-
sumes judges make sentencing decisions that minimize the chance of 
recidivism. The skimming model assumes that judges classify offenders 
as “higher risk” or “lower risk,” sentencing only the former to residen-
tial confi nement. Each model expresses an easily understood hypothe-
sis about judicial decision making. Finally, we brought to bear further 
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assumptions in the form of exclusion restrictions, which posit that speci-
fi ed subpopulations of offenders respond to sentencing similarly but 
face different sentencing selection rules.

The empirical fi ndings turned out to depend critically on the as-
sumptions imposed. With nothing assumed about sentencing rules or 
response, only weak conclusions could be drawn about the recidivism 
implications of the two sentencing options. With assumptions made 
about judicial decision making, the results  were far more informative. 
If one believes that Utah judges choose sentences in an effort to mini-
mize recidivism, the empirical results point to the conclusion that resi-
dential confi nement exacerbates criminality on average. If one believes 
that judges behave in accord with the skimming model, the results sug-
gest the opposite conclusion, namely that residential confi nement has 
an ameliorative effect on average. Imposition of an exclusion restric-
tion strengthened each of these opposing conclusions.

Analysis Assuming Individualistic Treatment Response

I describe  here the very simple analysis assuming only that treatment 
response is individualistic. If treatment response is individualistic, the 
recidivism that occurs for offenders sentenced to confi nement under 
the status quo policy would continue to occur under a new policy man-
dating confi nement. The change in policy leaves their treatments un-
changed, and the treatments received by others do not affect their out-
comes. Thus, the assumption of individualistic response reduces our 
lack of knowledge to prediction of the recidivism of offenders who  were 
not confi ned under the status quo policy. If these persons  were con-
fi ned, it may be that none of them would commit another offense or 
that they all would commit new offenses.

For simplicity, I mea sure recidivism as a binary (yes/no) event. 
Thus, an offender is classifi ed as a recidivist if he commits at least one 
offense after sentencing and as a non- recidivist if he commits no of-
fenses. Then the objective is to predict the recidivism rate when confi ne-
ment is mandatory. This will be called RMB, where R denotes recidivism 
rate and MB denotes mandatory (M) assignment to treatment B. Simi-
larly, RMA is the recidivism rate when non- confi nement is mandatory.

We can observe outcomes under the status quo policy. In par tic u-
lar, we observe the realized recidivism rate for offenders actually con-
fi ned (say RB), the realized recidivism rate for offenders actually not 
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confi ned (RA), the fraction of offenders actually confi ned (FB), and the 
fraction of offenders actually not confi ned (FA). The fractions FA and FB 
sum to one.

The data and the assumption of individualistic response imply 
bounds on the recidivism rates RMB and RMA that would emerge under 
policies mandating one treatment or the other. I will focus on the for-
mer, as the derivation for the latter is analogous. The smallest possible 
value of RMB would occur if no offender who was unconfi ned in the 
status quo would recidivate if he  were confi ned. Then the recidivism 
rate would be the rate RB for those actually confi ned times the fraction 
FB of such persons in the population. The largest possible value would 
occur if all offenders unconfi ned in the status quo would recidivate if 
they  were confi ned. Then RMB would equal its lower bound plus the 
fraction FA of such persons.

To summarize, the data and the assumption of individualistic re-
sponse imply that the smallest possible value of RMB is RB × FB and the 
largest possible value is RB × FB + FA. In succinct notation, the bound is

RB × FB ≤ RMB ≤ RB × FB + FA.

An analogous bound holds for the policy of mandatory non- 
confi nement. Repetition of the derivation with B replacing A and vice 
versa shows that the bound on recidivism in this case is

RA × FA ≤ RMA ≤ RA × FA + FB.

These bounds show that treatment response is partially identifi ed. 
The data and the assumption of individualistic response do not yield 
certitude about RMB or RMA, but they do yield bounds. To achieve certi-
tude requires stronger assumptions that deliver point identifi cation. That 
is, further assumptions are needed to narrow the bounds to points.

Numerical Findings

Numerically, the Utah data reveal that 11 percent of the convicted of-
fenders  were sentenced to confi nement and that 77 percent of these per-
sons recidivated; thus, FB = 0.11 and RB = 0.77. The remaining 89 percent 
 were sentenced to non- confi nement, and 59 percent of these persons 
recidivated; thus, FA = 0.89 and RA = 0.59. Hence, the lower bound on RMB 
is 0.08 and the upper bound is 0.97. The bound has width 0.89 because 
0.89 of all offenders  were not confi ned under the status quo policy. We 
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do not know what the recidivism of these persons would be under the 
policy of mandatory confi nement.

The lower bound on RMA is 0.53 and the upper bound is 0.64. The 
width 0.11 is the fraction of offenders who  were confi ned under the 
status quo policy. Thus, the data reveal much more about recidivism 
with mandatory non- confi nement than with mandatory confi nement.

Choosing a Policy

To preview a type of decision problem that we will study in Part II of the 
book, suppose that the Utah legislature contemplates replacement of the 
status quo policy with mandatory confi nement or non- confi nement. 
Suppose there is consensus that the objective should be to minimize re-
cidivism. Suppose legislators think it credible that treatment response is 
individualistic, but they do not think other assumptions to be plausible.

In this setting, legislators can predict that recidivism with manda-
tory confi nement would lie in the range 0.08 to 0.97, whereas recidi-
vism with mandatory non- confi nement would lie in the range 0.53 to 
0.64. They can compare these bounds with the known value of recidi-
vism under the status quo policy. This is

RS = RA × FA + RB × FB,

where S denotes the status quo policy. Numerically, RS equals 0.61 us-
ing the Utah data. Thus, the policies mandating a specifi ed treatment 
may yield lower or higher recidivism than the status quo. The legisla-
ture’s problem is to choose a policy in this environment of ambiguity.

Observe that the recidivism rate under the status quo policy lies 
within the bounds on recidivism under both policies that eliminate 
judicial discretion. This is not happenstance. Inspection of the formu-
lae for the bounds on RMB and RMA shows that RS necessarily lies within 
both bounds, what ever values the data may take.

This algebraic fi nding has a simple explanation. Not observing coun-
terfactual recidivism outcomes, one cannot refute the hypothesis that 
treatment does not affect recidivism. Under this hypothesis, RS, RMB, 
and RMA all have the same value.

This is an important negative result. It shows that data on the out-
comes of a status quo policy combined only with the assumption of in-
dividualistic response cannot determine whether a policy mandating a 
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par tic u lar treatment performs better or worse than the status quo pol-
icy. Stronger assumptions are needed to rank the policies.

2.4. Identical Treatment Units

Analysts usually report point predictions of policy outcomes, not bounds. 
Beginning  here and continuing throughout the chapter, I will describe 
various assumptions used to make point predictions and explain how 
they yield certitude.

Perhaps the most elementary idea is to assume that different treat-
ment units respond to treatment identically. That is, if different units 
 were to receive the same treatment, they would experience the same 
outcome. Assuming that treatment units are identical does not mean 
that they are identical in every respect, just that they respond to treat-
ment in the same way.

Suppose that one wants to predict the outcomes of a policy in which 
all treatment units in a population of interest would receive treatment 
B. Consider such a unit and suppose one can fi nd an identical unit in 
the study population that actually received treatment B. Then one can 
conclude that, if the former unit  were to receive B, it would experience 
the outcome realized by the latter unit.

Controlled experiments in the natural sciences use this reasoning. 
The researcher prepares two specimens, intending them to be identical 
in every treatment- relevant respect. He applies treatment B to one speci-
men and observes the outcome. Assuming that the specimens respond 
to treatment identically, the observed outcome of the treated specimen 
is the outcome that the untreated one would experience if it  were to 
receive treatment B.

When studying humans, analysts cannot prepare identical speci-
mens. Persons inevitably are heterogeneous. Even so- called identical 
twins are only ge ne tically identical, not identical in the environments 
that they face. Whether the context be educational or medical or crimi-
nal, persons may vary in their response to treatment. The same hetero-
geneity may occur when the treatment units are localities rather than 
persons. No two cities or states are identical. Nevertheless, analysts 
sometimes attempt to mimic the reasoning of controlled experiments. 
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They match units that appear similar and assume that these units re-
spond identically to treatment.

Before- and- After Studies

A common practice is to compare outcomes in a single treatment unit 
at two points in time, before and after an event occurs. The unit’s envi-
ronment prior to occurrence of the event is treatment A, and its envi-
ronment following the event is B. A before- and- after study assumes that, 
except for the occurrence of the event, the unit is identical at the earlier 
and later points in time.

This reasoning underlies the fi rst estimate of the deterrent effect of 
the death penalty presented in Section 2.1. Recall that the estimate com-
pared hom i cide rates in the treated states in 1975, when they did not have 
the death penalty, and 1977, when they did. Assuming that the treated 
states  were identical treatment units in 1975 and 1977, the hom i cide rate 
observed in 1975 reveals what the rate would have been in 1977 in the 
absence of the death penalty. The hom i cide rate observed in 1977 reveals 
what the rate would have been in 1975 with the death penalty.

Another example is the IDA report on illegal- drug policy (Crane, 
Rivolo, and Comfort 1997) discussed in Section 1.4. The centerpiece of 
the IDA analysis was its juxtaposition of the time series of cocaine 
prices against the onset of eight major drug interdiction events initiated 
by the federal government. The data showed that a long- run downward 
trend in cocaine prices was interrupted by an abrupt and lasting change 
in 1989 and by a number of short- lived upward “excursions” that ap-
peared from time to time. The IDA authors attributed these interruptions 
to the eight interdiction events, stating (pp. 1– 2), “the sudden change in 
the price decay rate and each of the short- term excursions are shown to 
follow the initiation of major interdiction activities, primarily in the 
source zone nations, and are thus to be causally connected.” Thus, IDA 
performed eight before- and- after studies. It assumed that, in all relevant 
respects except for the drug interdiction events, the market for cocaine 
operated identically in the periods before and after the interdiction 
events occurred.

The NRC committee reviewing the IDA study did not fi nd this as-
sumption credible. Recall that the committee wrote (National Research 
Council 1999, 43):
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Major fl aws in the assumptions, data, and methods of the study make it 
impossible to accept the IDA fi ndings as a basis for the assessment of 
interdiction policies. For example, the conclusions drawn from the data 
rest on the assumption that all time- series deviations in cocaine price 
from an exponential decay path should be attributed to interdiction 
events, not to other forces acting on the market for cocaine.

Difference- in- Difference Studies

A variation on the idea of identical treatment units is assumed in the 
many empirical studies that report difference- in- difference estimates 
of treatment effects. These studies permit outcomes to vary across treat-
ment units but assume that different units are identical in two respects: 
they experience a common time trend in outcomes and they respond 
identically to treatment.

Recall the third estimate of the deterrent effect of the death pen-
alty presented in Section 2.1, which compared the temporal changes in 
hom i cide rates in the treated and untreated states between 1975 and 
1977. This estimate can be motivated by the assumption that the hom i-
cide rate varies across states, years, and death penalty status as follows:

hom i cide rate with death penalty = state effect + year effect + 
death- penalty effect

hom i cide rate without death penalty = state effect + year effect.

These equations permit states to have different hom i cide rates, but 
the additive year effect assumes a common time trend, and the addi-
tive death- penalty effect assumes identical response of the hom i cide 
rate to the death penalty in all states and years. Some manipulation of 
these equations (see Manski and Pepper 2012) yields the difference- 
in- difference estimate of the death- penalty effect, namely:

death- penalty effect = 1975– 1977 change in observed hom i cide rate in 
treated states − 1975– 1977 change in observed hom i cide rate in 

untreated states.

Employment in Fast- Food Restaurants and the Minimum Wage

A well- known application of this type of reasoning was performed by 
David Card and Alan Krueger (Card and Krueger 1994, 1995). Econo-
mists have long sought to evaluate the effect of the minimum wage on 
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employment. Attempting to shed new light on this question, Card and 
Krueger compared the change in employment in fast- food restaurants in 
New Jersey and in eastern Pennsylvania that occurred between March 
1992 and November 1992. In March 1992, both states had the same mini-
mum wage of $4.25 per hour. In April 1992, the minimum wage in New 
Jersey was raised to $5.05, while that in Pennsylvania remained $4.25.

The authors reported the DID estimate

minimum- wage effect = March– November change in observed employment 
in New Jersey − March– November change in observed employment 

in Pennsylvania.

This estimate can be motivated by the assumption that employment 
varies across states, months, and minimum- wage level as follows:

employment with higher minimum wage = state effect + 
month effect + minimum- wage effect

employment with lower minimum wage = state effect + month effect.

These equations permit New Jersey and Pennsylvania to have different 
employment, but the month effect assumes a common time trend, and 
the minimum- wage effect assumes identical response of employment 
to the minimum wage across states and months.

The authors found that employment declined between March and 
November in Pennsylvania fast- food restaurants but not in New Jersey 
ones. They concluded (Card and Krueger 1994, 792):

Contrary to the central prediction of the textbook model of the mini-
mum wage, . . .  we fi nd no evidence that the rise in New Jersey’s 
minimum wage reduced employment at fast- food restaurants in the 
state. . . .  We fi nd that the increase in the minimum wage increased 
employment.

Card and Krueger considered this and their fi ndings in other studies 
destructive to the economic conventional wisdom about the minimum 
wage. They provocatively titled their 1995 book on the subject Myth and 

Mea sure ment: The New Economics of the Minimum Wage.

To justify their assumption of identical treatment response, the 
authors wrote (p. 773):

New Jersey is a relatively small state with an economy that is closely 
linked to nearby states. We believe that a control group of fast- food 



 Predicting Policy Outcomes 63

stores in eastern Pennsylvania forms a natural basis for comparison 
with the experiences of restaurants in New Jersey.

However, some readers of their work  were less certain whether treat-
ment response was identical. For example, Kennan (1995) wrote in a 
cautious review article (p. 1958):

Most people who have read an economics book (and many who have 
not) know what to expect in this experiment: employment should fall 
in New Jersey, and not in Pennsylvania, other things being equal. But 
what if other things are not equal? After all, we are comparing early 
spring with early winter, and a lot can happen in nine months. Then 
one must hope that changes in these other things affecting the fast food 
business in New Jersey are matched by similar changes in Pennsylva-
nia. If so, the effect of the minimum wage increase will show up as the 
difference between the employment change in New Jersey and the 
change in Pennsylvania.

To Kennan, it was an open question whether comparison of employ-
ment changes in New Jersey and Pennsylvania approximates the con-
ditions of a controlled experiment.

2.5. Identical Treatment Groups

While it rarely is credible to assume that individuals respond identi-
cally to treatment, it sometimes is credible to assume that treatment 
groups have identical response distributions. This idea underlies the 
appeal of randomized experiments. I explain  here.

To begin, a treatment group is a collection of treatment units in a 
study population who receive the same treatment under the status quo 
policy. Thus, those who receive treatment A are one treatment group, 
and those who receive B are another group. In general, the members of 
a treatment group may be heterogeneous, each unit responding to treat-
ment in his own way. The response distribution of a group describes this 
heterogeneity, giving the frequencies of different response patterns 
within the group. I will say that two treatment groups are identical if 
they have identical response distributions.

Illustration: Consider sentencing and recidivism. The treatment response 
of an offender is expressed by a pair of potential outcomes: (recidivism 
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if not confi ned, recidivism if confi ned). Let the outcome equal one if an 
offender  were to commit a new offense and zero if not. Then there are 
four possible response patterns: (0, 0), (0, 1), (1, 0), (1, 1). An offender 
has response pattern (0, 0) if he would not recidivate regardless of 
treatment, pattern (0, 1) if he would not recidivate under treatment A 
but would recidivate under treatment B, and so on.

The response distribution of a group of offenders is the frequency 
with which each of these response patterns occurs in the group. The 
groups of offenders who receive treatments A and B under the status 
quo policy have identical response distributions if each group has the 
same frequencies of the four patterns.

It is important to understand that treatment groups with identical re-
sponse distributions need not have identical distributions of realized 
outcomes. The realized outcomes of the group receiving A are the out-
comes they experience with this treatment. The realized outcomes of 
the group receiving B are the outcomes they experience with that 
treatment.

With this background, suppose that one wants to predict the out-
comes of a policy mandating treatment B. Assume that treatment groups 
A and B are identical, in the sense of having identical response distribu-
tions. It follows that, if group A  were to receive treatment B, their out-
come distribution would be the same as the one actually realized by 
group B. Hence, the population outcome distribution under a policy 
mandating treatment B would be the same as the outcome distribution 
realized by group B under the status quo policy.

Assuming that treatment groups are identical is much weaker than 
assuming that treatment units are identical. It is reasonable to ask what 
one pays for weakening the assumption, from the perspective of pre-
dicting policy outcomes. The answer is straightforward. Assuming that 
units are identical enables one to predict the outcomes that par tic u lar 
persons would experience if they  were to receive specifi ed treatments. 
Assuming that groups are identical enables one to predict the popula-
tion distribution of outcomes, but not the outcomes of par tic u lar 
persons.

The weaker assumption generally suffi ces. The usual objective of 
policy analysis is to predict population distributions of outcomes, not 
the outcomes of par tic u lar persons. For example, in our discussion of 
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sentencing policy, I supposed that the legislature’s objective is to mini-
mize the rate of recidivism, not to minimize the recidivism of specifi c 
offenders.

Experiments with Random Assignment of Treatments

When should one believe that treatment groups are identical? In obser-
vational studies, where an analyst observes the outcomes of treat-
ments selected in some decentralized manner, the assumption of identi-
cal groups is often suspect. For example, in a sentencing environment 
with judicial discretion, there may be no good reason to believe that 
the groups of offenders sentenced to confi nement and non- confi nement 
have the same distribution of treatment response.

Or consider the second estimate of the deterrent effect of the death 
penalty presented in Section 2.1, which compared the 1977 hom i cide 
rates in the treated and untreated states. This estimate is interpretable 
as the nationwide effect of the death penalty on hom i cide if one as-
sumes that the residents of states which did and did not chose to enact 
the death penalty have the same propensities to commit murder. This 
may or may not be a reasonable assumption.

Yet the assumption of identical treatment groups has been a cor-
nerstone of analysis of treatment response. The reason is that this as-
sumption has high credibility when the status quo policy is a classical 
experiment with random assignment of treatments.

In a randomized experiment, two random samples of persons are 
drawn from a study population, with the members of one sample as-
signed to treatment A and the members of the other assigned to B. I will 
say that the experiment is “classical” if one assumes that treatment re-
sponse is individualistic and if all subjects comply with their assigned 
treatments. These assumptions  were made by the statistician R. A. 
Fisher in his highly infl uential early methodological studies of random-
ized experimentation (e.g., Fisher 1935), and they have been maintained 
regularly in applied research.

In a classical experiment, one random sample of persons receives 
treatment A and the other receives B. Random sampling implies that 
both treatment groups are likely to have distributions of treatment re-
sponse that are similar to the population- wide response distribution, 
the degree of similarity increasing as the samples grow in size. Hence, 
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it is credible to assume that the treatment groups stemming from a clas-
sical experiment with large samples of subjects are identical, or at least 
very similar.

The “Gold Standard”

While this is not the place for a full history, I think it important to de-
scribe some major developments in the use of randomized experiments 
in policy analysis. I will restrict attention to events in the United States.

Application of randomized clinical trials (RCTs) to learn about re-
sponse to medical treatments took hold in the 1950s, particularly after 
an experiment with the new Salk polio vaccine credibly demonstrated 
the effectiveness of the vaccine. Per for mance of RCTs became a core 
requirement of the FDA drug approval pro cess in 1962, with passage of 
amendments to the Food, Drug, and Cosmetics Act of 1938 (see Fisher 
and Moyé 1999). To signify their high regard for RCTs, medical research-
ers often refer to them as the “gold standard” for evidence on treatment 
response.

A notable early use of randomized experiments in policy analysis 
outside of medicine was the Perry Preschool Project, begun in the early 
1960s. Intensive educational and social ser vices  were provided to a ran-
dom sample of about sixty black children, ages three and four, living in 
a low- income neighborhood of Ypsilanti, Michigan. No special ser vices 
 were provided to a second random sample of such children drawn to 
serve as a control group. The treatment and control groups  were subse-
quently followed into adulthood.

From the mid- 1960s through the late 1970s, randomized experi-
ments  were used to evaluate such major proposed programs as the 
negative income tax and national health insurance. Various experi-
ments of this period are described in Hausman and Wise (1985).

In the 1980s, randomized experiments came to dominate the eval-
uations of job training and welfare programs commissioned by the 
federal government and by major foundations. Dissatisfaction with ob-
servational studies of job training programs performed in the 1970s led 
the Department of Labor to commission an experimental evaluation of 
the Job Training Partnership Act in the mid- 1980s. A set of experi-
ments sponsored by the Ford Foundation and executed by the Man-
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power Demonstration Research Corporation infl uenced the federal 
government to choose experimental analysis as the preferred approach 
to evaluation of welfare reforms. The experiments of this period are 
described in Manski and Garfi nkel (1992).

By the early 1990s, experimentation had become so much the or-
thodoxy that Jo Anne Barnhart, an assistant secretary of the U.S. De-
partment of Health and Human Ser vices in the fi rst Bush administra-
tion, could write this about the evaluation of training programs for 
welfare recipients:

In fact, nonexperimental research of training programs has shown such 
methods to be so unreliable, that Congress and the Administration have 
both insisted on experimental designs for the Job Training Partnership 
Act (JTPA) and the Job Opportunities and Basic Skills (JOBS) programs. 
(See U.S. General Accounting Offi ce 1992, appendix 2)

Barnhart’s reference to the unreliability of non- experimental 
 research refl ects the view of some social scientists that observational 
studies cannot provide a basis for credible inference on treatment re-
sponse. Such authors as Bassi and Ashenfelter (1986) and LaLonde (1986) 
recommended that study of treatment response should focus exclusively 
on the design and analysis of randomized experiments. The sentiment 
that randomized experiments provide the best empirical basis for anal-
ysis of treatment response was evident in a National Research Council 
report on the evaluation of AIDS prevention programs, which declared 
(Coyle, Boruch, and Turner 1991, 125): “Well- executed randomized 
experiments require the fewest assumptions in estimating the effect of 
an intervention.”

2.6. Randomized Experiments in Practice

When researchers say that randomized experiments constitute the 
“gold standard” for evidence on treatment response, they have in mind 
an ideal case where treatment response is individualistic, all subjects 
comply with their assigned treatments, and it is credible to extrapolate 
from the experiment to the question of policy interest. Experiments 
regularly deviate from this ideal in practice, often substantially so. I 
will discuss various reasons  here.
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Extrapolation

I called attention in Chapter 1 to several problems of extrapolation from 
RCTs that arise in the FDA drug- approval pro cess. One of the problems 
discussed there, extrapolation from double- blinded treatment assign-
ment to clinical practice, is specifi c to RCTs of drugs. However, the other 
problems occur regularly in randomized experiments that aim to inform 
policy analysis.

First, the study population in experiments often differs substan-
tially from the population of policy interest. A cautionary example oc-
curred in the experimental evaluation of the Job Training Partnership 
Act, cited favorably by Barnhart. The treatment units under the JTPA 
program  were localities that offered training ser vices to unemployed 
workers. The experimental design called for random selection of sites. 
However, evaluators did not have the power to compel localities to co-
operate. Hotz (1992) describes how the JTPA evaluators originally 
sought to select sites randomly but, being unable to secure the agree-
ment of the randomly drawn sites,  were ultimately required to provide 
large fi nancial incentives to nonrandomly selected localities in order to 
obtain their cooperation. One may reasonably question whether the 
distribution of treatment response in the cooperating sites was the same 
as in the nationwide population of localities with JTPA programs.

Second, randomized experiments often have short durations, forc-
ing researchers to mea sure surrogate outcomes rather than outcomes of 
policy interest. We often want to learn long- term outcomes of treat-
ments, but short studies reveal only immediate outcomes. For example, 
when considering preschool policy, society may want to know how 
policy affects adult outcomes including college enrollment, work expe-
rience, and criminality. However, studies of short duration can only 
mea sure outcomes that are observable when children are still young, 
such as test scores. Credible extrapolation from such surrogate out-
comes to long- term outcomes of interest can be highly challenging.

A third matter is that it generally is impractical to evaluate experi-
mentally all treatments of potential interest. This chapter, and a very 
large part of the literature on treatment response, simplifi es real life 
considerably by supposing that the problem is to compare just two 
treatments, say A and B. However, the reality is that the treatments of 
interest may range from A to Z, and beyond. Samples of experimental 
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subjects typically have limited size. Hence, experimental researchers 
focus on a small subset of the treatments that they would like to 
evaluate.

Compliance

A participant in an experiment is said to comply with treatment assign-
ment if the treatment received is the same as the treatment assigned. In 
practice, noncompliance occurs as a consequence of choices made by 
the participants in experiments. Consider the RCTs performed for FDA 
drug approval. Subjects may be given a container of pills and instructed 
to take them on a prescribed schedule. However, some may not follow 
the instructions.

Manski (2007a, chap. 7) shows that, in the absence of assumptions 
on the compliance pro cess, data from an experiment with partial com-
pliance yield interval predictions of the outcomes of policies that man-
date par tic u lar treatments. The derivation is similar to the one I gave in 
Section 2.3, in the context of sentencing and recidivism.  Here I will 
discuss an experiment that aimed to inform labor market policy.

The Illinois Unemployment Insurance Experiment

The Illinois Unemployment Insurance Experiment was carried out in 
1984– 1985. Newly unemployed persons  were randomly assigned to 
conventional unemployment insurance (UI) or to UI augmented by a 
wage subsidy paid to the employer if the unemployed person should 
fi nd a full- time job within eleven weeks. An outcome of interest was 
whether an unemployed person found a full- time job within this time 
period.

Compliance was an issue, because participation in the subsidy- 
augmented version of UI could not be compelled. In practice, 32 per-
cent of those assigned UI with the wage subsidy did not comply, choos-
ing instead to receive conventional UI (see Dubin and Rivers 1993).

Suppose that the objective is to predict the outcomes that would 
occur if all unemployed persons  were to receive the version of UI with 
the wage subsidy. The outcome of policy interest is binary, being suc-
cess or failure in fi nding a new job within eleven weeks. The experi-
ment revealed these outcomes for the 68 percent of subjects who com-
plied with assignment to UI with the wage subsidy. It did not reveal the 
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relevant outcomes for the 32 percent who chose not to comply. Hence, 
in the absence of assumptions about the nature of noncompliance, the 
experimental data yield an interval prediction of success in job search 
that has width 0.32.

Researchers analyzing experiments with partial compliance regu-
larly report point rather than interval predictions of treatment re-
sponse. To do so, some make assumptions about the nature of noncom-
pliance. Others do not attempt to predict outcomes for a policy that 
mandates a par tic u lar treatment. I next discuss a leading case of each 
practice.

Random Compliance

Suppose that one knows which experimental subjects do and do not 
comply with their assigned treatments. This knowledge was available 
in the Illinois UI experiment, as each unemployed person had to enroll 
in one of the two versions of UI. It may not be available in RCTs where 
subjects self- administer their treatments and may not report their be-
havior accurately.

Researchers who observe compliance often assume that the groups 
who do and do not comply are identical, in the sense of having the same 
distribution of treatment response. Compliance is then said to be ran-
dom. Given this assumption, the realized outcome distribution for sub-
jects who comply with a par tic u lar treatment assignment is the same as 
the outcome distribution that would occur if the entire population  were 
to receive this treatment.

The issue is the credibility of the assumption. Compliance is ordi-
narily a choice. There is often reason to think that persons who choose 
to comply and not comply have different distributions of treatment 
response.

In the Illinois UI experiment, it has been suggested that unem-
ployed workers may have viewed the wage subsidy as stigmatizing. 
Hence, among subjects assigned the wage subsidy, those believing that 
they could fi nd a job without the subsidy would choose to  comply less 
often than those thinking their job prospects  were dim. In RCTs, one 
might reasonably conjecture that subjects who experience lack of im-
provement in their medical condition choose to comply with  assigned 
treatments less often than those who experience improvement.
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Intention- to- Treat

Researchers sometimes do not attempt to predict outcomes for a policy 
that mandates a par tic u lar treatment. Instead, they specify study objec-
tives that make noncompliance logically impossible.

Consider the common situation where A is a status quo treatment 
available to anyone in the population, while B is an innovation avail-
able only to experimental subjects assigned this treatment. Rather than 
predict the outcomes of a policy that mandates treatment B, researchers 
sometimes seek to predict the outcomes of a policy offering persons the 
option to choose B. They then interpret randomized assignment to 
treatment B as giving a subject an offer of B rather than mandating this 
treatment. This makes noncompliance logically impossible. The term 
intention- to- treat is used to describe an offer of a treatment.

Viewing treatment group B as receiving an offer rather than a 
mandate does not solve the original prediction problem but rather dis-
misses it by redefi ning the study objective. The original objective was to 
learn the outcomes that would occur if everyone  were to actually re-
ceive treatment B. The redefi ned objective is to learn the outcomes that 
would occur if everyone  were to receive an offer of this treatment, 
which they may either accept or reject.

To illustrate, consider again the Illinois UI experiment. Woodbury 
and Spiegelman (1987) described the experiment as randomly assigning 
unemployed persons to conventional UI or to an offer of UI with a wage 
subsidy, allowing the unemployed person to choose between conven-
tional UI and the wage- subsidy- augmented UI. Hence, they  were un-
concerned with compliance and analyzed the experimental data in the 
classical manner. This contrasts with the Dubin and Rivers (1993) 
study mentioned above, which paid considerable attention to noncom-
pliance.

The fi ndings reported by Woodbury and Spiegelman differ from 
those by reported by Dubin and Rivers. In part, this is because the au-
thors had different objectives. Woodbury and Spiegelman wanted to 
predict the outcomes that would occur if unemployed persons  were 
permitted to choose between conventional UI and a program with a 
wage subsidy. Dubin and Rivers wanted to predict the outcomes that 
would occur if conventional UI  were replaced by a program with a 
wage subsidy.
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The Mixing Problem

Noncompliance may occur when an experiment offers a treatment, but 
the policy of interest would mandate this treatment. Conversely, the 
mixing problem arises when a randomized experiment mandates a treat-
ment but the policy of interest would permit treatment units to choose 
between treatments.

I defi ned and studied the mixing problem in Manski (1997a). To 
illustrate, I considered the problem of predicting the outcomes of pre-
school policies. I will use this illustration to explain the nature of the 
problem.

Extrapolation from the Perry Preschool Project

Randomized experiments with preschool interventions have sought to 
learn the outcomes that occur when members of treatment and control 
groups respectively enroll and do not enroll in a new program. The 
usual objective has been to perform a classical experiment, with com-
plete compliance to assigned treatments. If this succeeds, observation of 
the treatment and control groups reveals the outcomes that would oc-
cur if the program  were mandated or unavailable.

Consider a policy that would offer a new program to parents but 
not mandate that they enroll their children. The experiment only par-
tially reveals outcomes under this policy. Outcomes would depend on 
program participation and on the joint distribution of response to the 
two treatments, quantities that the experiment does not reveal. My 
study of the mixing problem showed what the experiment does reveal.

To give a numerical illustration, I took the subjects in the Perry 
Preschool Project to be the study population and interpreted the project 
as a classical randomized experiment. In this experiment, the high 
school graduation rate of the treatment group was 0.67 and that of the 
control group was 0.49. This evidence reveals what graduation rates 
would occur if the preschool treatment  were respectively mandated or 
unavailable. However, the evidence does not reveal what graduation 
rate would occur if parents  were offered the opportunity to enroll their 
children in preschool but not required to do so.

One might think that the graduation rate with an offer of pre-
school would necessarily fall between 0.49 and 0.67, the exact rate de-
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pending on program participation. This conclusion is correct if pre-
school can never make a child worse off than non- enrollment. It is also 
correct if parents would randomly decide whether to enroll their chil-
dren in preschool. Suppose, however, that one fi nds neither assump-
tion credible. My analysis showed that, if one does not know how par-
ents would behave, one can conclude only that the graduation rate 
with an offer of preschool would be between 0.16 and 1.

Both extreme outcomes can occur if parents aim to maximize 
their children’s prospects for high school graduation. Then the gradua-
tion rate can be as high as 1 if parents have full knowledge of treatment 
response. It can be as low as 0.16 if parents completely misperceive 
treatment response and, as a consequence, make uniformly wrong pre-
school decisions for their children.

To understand this result, we need to be clear about what classical 
experimental evidence does and does not reveal. First, a classical experi-
ment that compels or prohibits enrollment does not reveal anything 
about how parents would behave when offered the opportunity to enroll 
their children. Second, the experiment only partially identifi es the dis-
tribution of treatment response.

To see precisely what an experiment does reveal about treatment 
response, observe that each child has a pair of potential high- school 
graduation outcomes: (graduation without preschool, graduation with 
preschool). Let the outcome equal one if a child  were to graduate and 
zero if not. There are four possible response patterns: (0, 0), (0, 1), (1, 0), 
(1, 1). A child has response (0, 0) if he would not graduate regardless of 
treatment, response (0, 1) if he would not graduate under treatment A 
but would graduate under treatment B, and so on.

Let F(0, 0) be the fraction of children with response pattern (0, 0), 
let F(0, 1) be the fraction with pattern (0, 1), and so on. Observing the 
outcomes of the Perry Preschool treatment group reveals that the high 
school graduation rate would be 0.67 with mandatory enrollment in 
preschool. This means that F(0, 1) and F(1, 1) add up to 0.67, while F(0, 
0) and F(1, 0) add up to 0.33. Observing the outcomes of the control 
group reveals that the high school graduation rate would be 0.49 in the 
absence of preschool. This means that F(1, 0) and F(1, 1) add up to 0.49, 
while F(0, 0) and F(0, 1) add up to 0.51. Summarizing this information, 
the experiment reveals that
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F(0, 1) + F(1, 1) = 0.67, F(0, 0) + F(1, 0) = 0.33,
F(1, 0) + F(1, 1) = 0.49, F(0, 0) + F(0, 1) = 0.51.

Children with response pattern (1, 1) graduate from high school 
regardless of treatment. Those with pattern (0, 0) do not graduate re-
gardless of treatment. Treatment only affects those with patterns (0, 1) 
and (1, 0). The larger the fractions of children with the latter patterns, 
the greater the potential impact of parental treatment choice on the 
graduation rate.

Among all frequency distributions that are consistent with the ex-
perimental evidence, the one that makes the fractions F(0, 1) and F(1, 0) 
as large as possible can be shown to be

F(0, 0) = 0    F(1, 0) = 0.33
F(0, 1) = 0.51  F(1, 1) = 0.16.

Given this distribution of treatment response, the graduation rate is 
maximized if parents of children with response pattern (0, 1) choose to 
enroll their children in preschool and parents of children with pattern 
(1, 0) choose not to enroll them. That is, parents always act to maximize 
their children’s graduation outcomes. The result is a 100 percent gradu-
ation rate.

At the other extreme, the graduation probability is minimized if 
parents of children with response pattern (0, 1) choose not to enroll their 
children and parents of children with pattern (1, 0) do enroll them. That 
is, whether driven by preference or by misperception of treatment re-
sponse, parents always act to minimize their children’s graduation out-
comes. The result is a 16 percent graduation rate, the only graduates in 
this case being children with the (1, 1) response pattern.

Social Interactions

The assumption of individualistic response has been pervasive in anal-
ysis of treatment response, but there often is ample reason to question 
its realism. I earlier cited vaccination against infectious disease as an 
obvious case. I could have raised the possibility of interactions when 
discussing various other policy problems as well.

For example, programs aiming to help unemployed workers fi nd 
jobs may affect not only the employment of program participants but 
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also that of nonparticipants. The social mechanism is competition in 
the labor market. Economists think of employment as the outcome of 
the interaction of workers and employers, with workers offering to sup-
ply labor and employers offering to hire workers. Suppose that a job 
training program or an intervention such as the Illinois wage subsidy 
succeeds in making participants more attractive to employers. Then it is 
reasonable to expect that participants become more likely to receive job 
offers than otherwise, while the job prospects of nonparticipants 
diminish.

Local and Global Interactions

Analysis of treatment response with social interactions is a complex 
subject. Persons may interact in many ways. Researchers may entertain 
myriad assumptions about these interactions. In this space, I will only 
draw the important distinction between local and global interactions. 
Randomized experiments can identify treatment response in the former 
case but not the latter.

The classical argument for random assignment of treatments as-
sumes a large population within which treatment is individualistic. 
However, the argument does not specify the nature of the “individuals” 
who make up the population. In the policy illustrations that I have given 
so far, the treatment units have been persons. The argument for ran-
domization applies equally well if the population partitions into a large 
number of symmetric reference groups of persons. Symmetry  here 
means that the members of each group interact with one another but 
not with the members of other groups. Reference groups might be house-
holds, school classrooms, or neighborhoods. In each of these and similar 
cases, we can conceptualize the treatment units as reference groups, the 
policy problem as choice of reference- group treatments, and identify 
treatment response by randomly assigning treatments to reference groups. 
Interactions of this type are local.

Social interactions are global if all members of a population poten-
tially interact with each another. Thus, the population comprises a sin-
gle reference group. A randomized experiment has no predictive power 
when interactions are global. Any treatment assignment pro cess, ran-
domized or other, yields exactly one realized collection of treatments 
for the population. Unless one has knowledge that restricts the nature 
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of interactions, it is impossible to predict the outcomes that would oc-
cur under any counterfactual collection of population treatments. In 
principle, varying the treatment received by just one person could arbi-
trarily change the outcomes of all population members.

Credible Analysis of Experimental Data

For the above and other reasons, randomized experiments in practice 
often differ materially from the ideal symbolized by the “gold standard.” 
Serious researchers have long recognized this. Although I criticized 
Donald Campbell in Chapter 1 for elevating internal validity above ex-
ternal validity, I should make clear that Campbell recognized many of 
the problems that experiments may face in practice. Campbell and 
Stanley (1963), a book that has been something of a bible to many social 
scientists concerned with program evaluation, discussed various “factors 
jeopardizing the validity” of experiments.

In the economics literature, extrapolation and compliance  were 
prominent concerns of researchers analyzing data from the negative in-
come tax and welfare experiments of the 1970s and 1980s. Many of the 
contributors to the volumes edited by Hausman and Wise (1985) and 
Manski and Garfi nkel (1992) concluded that researchers must face up to 
these issues if they are to offer credible predictions of policy outcomes.

What can randomized experiments credibly reveal in practice? 
Some analysts advocating experiments offer no guidance beyond the 
platitude that one should design them carefully. Many experimental 
evaluations of social programs are silent on the problem of extrapolat-
ing from the experiments performed to the policies of interest. A prom-
inent example, mentioned earlier in Chapter 1, is the infl uential set of 
analyses of welfare reform experiments reported in Gueron and Pauly 
(1991).

I think it more constructive to explicitly recognize the respects in 
which experiments may not adhere to the classical ideal and to study 
inference in these circumstances. Even if an experiment does not yield 
credible certitude about policy outcomes, it may enable credible inter-
val predictions. My analyses earlier in this section of compliance and 
the mixing problem illustrate the possibilities.
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2.7. Random Treatment Choice in Observational Studies

When introducing the assumption of identical treatment groups, I wrote 
that this assumption is often suspect in observational studies. Never-
theless, researchers performing observational studies often assume that 
the treatment groups produced by purposeful treatment choice have 
identical response distributions.

When analysts feel uncomfortable assuming that complete treat-
ment groups respond identically, they often divide the study popula-
tion into groups who share specifi ed characteristics, commonly called 
covariates. They then assume that groups who share the same covari-
ates but receive different treatments have the same distribution of 
treatment response. Essentially, they interpret the outcome data as if 
they  were produced by a series of covariate- specifi c randomized ex-
periments.

To motivate the assumption that treatment is random within spec-
ifi ed groups, researchers often say that dividing the population into 
groups sharing the same covariates “controls for” treatment choice. How-
ever, they do not explain what they have in mind by the expression 
“controls for.” They may, perhaps, think that persons with the same ob-
served characteristics are identical specimens, as in the controlled ex-
periments of the natural sciences. However, if they really  were identical, 
all persons who have the same covariates and receive the same treatment 
should experience the same outcome. This demonstrably does not occur 
in practice. The norm is to observe heterogeneous outcomes.

Unfortunately, justifi cations for assuming random assignment 
within groups rarely go beyond loose statements that covariates “control 
for” treatment choice. Consider, for example, judicial sentencing of of-
fenders. Researchers often divide offenders into groups defi ned by sex, 
age, race, and/or prior offense record. They assume that judicial choice 
of treatment is random within each group, but offer no knowledge of 
judicial behavior to support the assumption.

Judges may base sentencing decisions in part on case characteristics 
that analysts typically do not observe— from the testimony of witnesses 
to the demeanor of offenders. The distribution of treatment response 
may vary with these characteristics. If so, there is no good reason to 
think that treatment selection is random within the groups defi ned by 
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characteristics that analysts observe. Smith and Paternoster (1990, 
1111– 1112) cautioned criminologists about this:

High risk youth are more likely to receive more severe dispositions. 
Thus, those individuals assigned more severe sanctions would be more 
likely to commit new offenses whether or not any relationship existed 
between juvenile court disposition and future offending.

They went on to argue that it is implausible to assume that judicial 
treatment choice is random conditional on the covariates that research-
ers typically can observe.

Rational Treatment Choice and Selection Bias

Within the broad scientifi c community concerned with policy analysis, 
economists have been especially skeptical of research assuming that 
purposeful treatment choice yields identical treatment groups. Econo-
mists commonly view choice as a rational activity, in which a decision 
maker evaluates the merits of alternative actions and selects the one 
that appears most promising. Applying this basic idea, economists as-
sume that the decision maker fi rst seeks to predict the outcomes of al-
ternative treatments and then chooses the treatment with the best 
perceived prospects.

It often is reasonable to expect some overlap between the outcomes 
of concern to decision makers choosing treatments and those of interest 
in policy analysis. If so, and if decision makers have some ability to 
predict outcomes, then treatment choice ordinarily will not yield iden-
tical treatment groups. Instead, the distribution of treatment response 
within the group receiving treatment A will differ from the response 
distribution in the group receiving B. This phenomenon is sometimes 
called selection bias.

Outcome Optimization with Perfect Foresight

Selection bias is particularly evident under an economic model that 
makes two assumptions. First, the decision makers in the study popula-
tion aim to choose treatments that maximize the outcome of interest in 
policy analysis. Second, these decision makers have full knowledge of 
treatment response, an assumption called perfect foresight. Heckman and 
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Taber (2008) remark that outcome optimization with perfect foresight 
is “one of the most important models in economics.” They call it the Roy 

Model, referencing its early application to the study of occupation choice 
and earnings by the British economist A. D. Roy (Roy 1951).

Consider, for example, choice among medical treatments. The de-
cision makers might be physicians. The outcome of common concern to 
physicians and society might be patient life spans. Then outcome opti-
mization with perfect foresight assumes that physicians know the sur-
vival outcomes of alternative treatments and choose ones yielding the 
longest life spans.

Or consider judicial sentencing of offenders. The decision makers 
are judges. The outcome of common concern to judges and society might 
be recidivism. Then outcome optimization with perfect foresight assumes 
that judges know the consequences of alternative sentences and choose 
ones that minimize future criminality.

The model of outcome optimization with perfect foresight makes 
such strong assumptions that I do not take it seriously as a realistic de-
scription of treatment choice. It may sometimes be reasonable to as-
sume that the outcome of concern to decision makers choosing treat-
ments for the study population is the same as the outcome of policy 
interest. However, it is hard to see how these decision makers could 
possess complete knowledge of treatment response, when policy ana-
lysts struggle to achieve even partial knowledge.

The model nonetheless provides a useful illustration of how selec-
tion bias may arise. What ever the context may be, outcome optimiza-
tion with perfect foresight implies that the groups of treatment units 
that receive treatments A and B have different distributions of treat-
ment response. Treatment A yields a better outcome than B within the 
group receiving treatment A. Symmetrically, B yields a better outcome 
than A within the group receiving B.

Regression Discontinuity Analysis

Perhaps the best case for assuming that treatment choice is random 
conditional on observed covariates has been made in occasional set-
tings where an institutional pro cess is known to use only observed co-
variates to assign persons to treatment. Then it is sometimes reasonable 



80 Policy Analysis

to assume that groups who have similar covariates but receive different 
treatments have similar distributions of treatment response.

The idea was introduced by Thistlethwaite and Campbell (1960), 
who compared some outcomes experienced by two groups of high 
school students who  were judged to be similar but who received differ-
ent treatments. The members of both groups  were strong academic 
achievers who performed well in a national scholarship competition. 
Students in one group received considerable public recognition in the 
form of a certifi cate of merit, while those in the other group received 
lesser recognition in the form of a personal letter of commendation. 
The institutional decision to give a certifi cate of merit or a letter of com-
mendation was based mainly on scores on a standardized test. Students 
with test scores above a threshold received the certifi cate, and those 
with scores slightly below the threshold received the letter.

Thistlethwaite and Campbell focused on two groups of students 
with scores close to the threshold. One group, with scores slightly above 
the threshold, received the certifi cate. The other, with scores slightly 
below the threshold, received the letter. The authors judged that the two 
groups  were similar in composition, reasoning that attainment of a score 
slightly above or below the threshold refl ected essentially random dif-
ferences in test per for mance rather than underlying differences in stu-
dent quality. Given this, the authors analyzed the outcomes of the two 
treatment groups as if treatments had been assigned randomly.

They used the term regression- discontinuity analysis to describe their 
idea. The explanation for this term is that an analyst estimating the re-
gression of outcomes on test scores would ordinarily expect to fi nd that 
outcomes tend to vary smoothly with test scores. (The regression of out-
comes on test scores mea sures how average outcomes vary across groups 
with different test scores.) However, the use of a test- score threshold to 
assign treatment might yield a discontinuity in outcomes at the thresh-
old, as persons above and below the threshold receive different treat-
ments. The magnitude of this discontinuity mea sures the average effect 
of receiving one treatment rather than the other.

Regression discontinuity analysis has since been applied in vari-
ous educational and other settings where institutional rules determine 
treatments. For example, Angrist and Krueger (1991) used it to study 
outcomes when children are subjected to different numbers of years of 
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compulsory schooling. They described their analysis in the abstract to 
their article (p. 979):

We establish that season of birth is related to educational attainment 
because of school start age policy and compulsory school attendance 
laws. Individuals born in the beginning of the year start school at an 
older age, and can therefore drop out after completing less schooling 
than individuals born near the end of the year.

Here the treatment is the number of years that a child is subject to com-
pulsory schooling. The observed covariate determining treatment is date 
of birth. The threshold determining treatment is the birth date (often 
January 1) used to determine when compulsory schooling begins. Chil-
dren born just before the threshold date are required to attend school for 
close to one year longer than children born just after the threshold. 
Reasoning that exact birth dates are essentially random, the authors 
analyzed the schooling and earnings outcomes of children born just 
before and after the threshold date as if they  were randomly assigned to 
different numbers of years of compulsory schooling.

In the above and other applications where observable institutional 
pro cesses determine treatments, researchers often judge regression dis-
continuity analysis to be highly credible. An important limitation of 
the idea is that it enables one to predict only the outcomes of rather 
specifi c policies, and then only for groups with par tic u lar covariate val-
ues. Thistlethwaite and Campbell  were only able to compare outcomes 
given receipt of a certifi cate of merit or a letter of commendation, and 
then only for students with test scores near the treatment threshold. 
Angrist and Krueger  were only able to compare outcomes for one- year 
differences in the period of compulsory schooling, and then only for 
students with birth dates near the treatment threshold.

2.8. Modeling Rational Treatment Choice

I observed in Section 2.7 that the economic view of treatment choice 
as a rational activity regularly casts doubt that treatment choice in 
study populations is random conditional on observed covariates. One 
might therefore expect economists performing observational stud-
ies to be cautious in predicting policy outcomes. This has not been the 
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case. Economists have been at least as prone to incredible certitude 
as other policy analysts, perhaps more so. To predict policy outcomes 
without assuming identical treatment groups, economists have de-
veloped selection models that relate treatment choice and treatment 
response.

The archetypical selection model assumes outcome optimization 
with perfect foresight. I said earlier that this model makes such strong 
assumptions that I do not take it seriously as a realistic description of 
treatment choice. It may therefore be surprising to learn that, despite the 
strength of its assumptions, the model does not yield point- predictions of 
policy outcomes.

Outcome Optimization as a Model of Sentencing

To show what inference the model does enable, I will again discuss the 
Manski and Nagin (1998) analysis of sentencing and recidivism in 
Utah. When considering sentencing and recidivism in Section 2.3, I as-
sumed nothing about how judges make sentencing decisions. Now as-
sume that judges can perfectly predict outcomes and that they choose 
sentences to minimize recidivism.

As earlier, consider prediction of the outcomes that would occur if 
all offenders  were to receive treatment B (confi nement). The problem is 
that outcomes under B are unobservable for offenders who actually re-
ceived treatment A (non- confi nement). We previously could say nothing 
about these counterfactual outcomes. With the assumption of outcome 
optimization with perfect foresight, we can draw partial conclusions 
about them. Specifi cally, the counterfactual recidivism outcomes can be 
no better than the observed outcomes. The reason is that if outcomes 
under treatment B  were better than under A, judges would have chosen 
B rather than A.

This reasoning yields a tighter lower bound on RMB than was de-
rived earlier in Section 2.3. The lower bound previously was RB × FB. 
Now it is the observed recidivism rate under the status quo policy, 
namely RA × FA + RB × FB. The outcome optimization model yields no 
implications for the upper bound on recidivism. Hence, the revised 
bound is

RA × FA + RB × FB ≤ RMB ≤ FA + RB × FB.
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Numerically, the lower bound previously was 0.08. Now it is 0.61. The 
upper bound remains 0.97.

Distributional Assumptions

The above derivation shows that the assumption of outcome optimiza-
tion and perfect foresight has predictive power, but not enough to yield 
point predictions of policy outcomes. Nevertheless, economists using 
the model routinely report point predictions. How so?

To achieve certitude, economists combine the model with distribu-

tional assumptions that sharply constrain the population distribution of 
treatment response. In the 1970s, econometricians showed that impos-
ing certain distributional assumptions enables one to fully determine 
the outcomes that would occur under policies that mandate specifi ed 
treatments. They also showed that, given strong enough distributional 
assumptions, prediction with certitude remains possible if one weakens 
the assumptions of outcome optimization and perfect foresight to some 
extent. The formal arguments used to obtain point predictions do not 
have intuitive explanations, so I will not try to describe them  here. In-
terested readers with suffi cient background in econometrics or statistics 
can fi nd a clear technical exposition in the monograph of Maddala 
(1983).

Many economists have and continue to use selection models to 
predict policy outcomes, with especially widespread application of a 
computationally simple “two- step” method for estimation of certain 
models (Heckman 1976, 1979). However, this approach to analysis of 
treatment response has long been controversial. The reason is a severe 
lack of credibility.

The conventional two- step method assumes a normal- linear model 
of treatment response.  Here the outcomes of treatments A and B are 
continuous variables whose frequency distribution among persons with 
specifi ed covariates is assumed to have the shape of a bivariate normal 
distribution. The mean response of persons with different covariates is 
assumed to vary linearly as a function of the covariates, while the vari-
ance of response is assumed not to vary with covariates.

These are technical assumptions of con ve nience, made to enable 
point prediction but lacking substantive justifi cation. It is therefore 
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not surprising that many researchers question the credibility of the 
normal- linear model and, hence, distrust analyses that use the model. 
Indeed, criticism of the normal- linear model fi gured prominently in 
the recommendation by Bassi and Ashenfelter (1986) and LaLonde 
(1986), cited earlier, that study of treatment response should focus ex-
clusively on the design and analysis of randomized experiments.
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THIS chapter continues to study prediction of policy outcomes, address-
ing problems more challenging than those examined in Chapter 2. 
Again the problem is to predict the outcomes that would occur under a 
policy mandating some treatment. The fresh challenge is that the data 
come from a study population in which no one received the treatment 
that would be mandated. For example, in the context of sentencing and 
recidivism, we may have data on outcomes under a policy where no 
juveniles  were sentenced to confi nement and we may want to predict 
the outcomes that would occur if all  were confi ned. Thus, we may want 
to predict the outcomes of an entirely new treatment.

The two identical- response assumptions studied in Chapter 2—
identical treatment units and identical treatment groups— have no 
power to predict the outcomes of a new treatment. If everyone in the 
study population received one treatment, these assumptions reveal 
nothing about what would happen if someone  were to receive another 
treatment. How then might one proceed?

A broad idea not used in Chapter 2 is to make assumptions about 
how individuals respond to treatment. Such assumptions, combined 
with observation of the study population, can yield conclusions about 
the outcomes that would occur if persons  were to receive the new treat-
ment. Economists have long used this idea to predict behavioral response 
to new policy, referring to their work as revealed preference analysis.

When predicting behavioral response, a treatment is the collec-
tion of choice alternatives available to a person, called the choice set for 
short. Suppose that one observes the choices that members of a study 
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population make when facing status quo choice sets. The problem is to 
predict the choices that they or others would make when facing differ-
ent choice sets. Policy operates on persons by affecting the choice sets 
they face.

Revealed preference analysis was introduced by Paul Samuelson. 
Samuelson (1938, 1948) considered the classical economic problem of 
predicting commodity demands. He supposed that a researcher ob-
serves the purchases that persons make when incomes and prices take 
status quo values. He showed that these observations, combined with 
standard consumer theory, enable partial prediction of the purchases 
that these persons would make in new income- price settings. Policy 
may operate on persons by affecting their incomes and/or the prices of 
commodities.

I will describe modern applications of revealed preference analysis 
to prediction of policy outcomes and discuss the assumptions that econ-
omists have used. I begin with a leading case that has drawn substantial 
research attention, the response of labor supply to income tax policy.

3.1. Income Taxation and Labor Supply

Prediction of the response of labor supply to income taxation has long 
been an important concern of economic policy analysis. Income taxa-
tion is a central mechanism for generating government revenue. Tax 
policy may affect labor supply. Tax policy and labor supply together 
determine earned income and, hence, tax revenue.

Discussion of public fi nance in the United States has been charac-
terized by dueling certitudes regarding the response of labor supply to 
income taxation, with opposing beliefs classifi ed as conservative versus 
liberal. Much debate has centered on the marginal rate of taxation of 
high income. Conservatives assert that the labor supply of skilled per-
sons would increase signifi cantly if the tax rates applied to high incomes 
would be reduced relative to those in our progressive taxation system. 
Liberals assert that the labor supply of skilled persons is relatively insen-
sitive to tax rates.

In the 1980s, a bold version of the conservative assertion came from 
the economist Arthur Laffer. He maintained that reduction in the mar-
ginal rate of taxation of high income would stimulate a suffi ciently large 
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increase in skilled labor supply as to increase government tax revenue. 
Liberals countered that the predictions of Laffer and other “supply- side” 
economists  were wildly inaccurate. The specifi c arguments made by con-
servatives and liberals may change over time, but the debate continues.

The Theory of Labor Supply

It is important to understand that standard economic theory does not 
predict the response of labor supply to income taxation. To the con-
trary, it shows that a worker may rationally respond in disparate ways. 
As tax rates increase, a person may rationally decide to work less, work 
more, or not change his labor supply at all.

Modern labor economics envisions labor supply as a complex se-
quence of schooling, occupation, and work effort decisions made over 
the life course. However, a simple model familiar to students of econom-
ics suffi ces to show that a person may respond to income taxes in dispa-
rate ways. This model considers a person who has a predetermined wage 
for paid work. The person must allocate a specifi ed unit of time (perhaps 
a day, a week, or a month) between paid work and the various nonpaid 
activities that economists traditionally call leisure. His net income equals 
his gross income minus his income tax.

Economists generally suppose, as seems reasonable, that persons 
prefer to have more income and more leisure. The essence of the labor 
supply problem is that a person cannot simultaneously increase his in-
come and his leisure. Whereas income increases with the amount of 
time worked, leisure commensurately decreases. Standard economic 
theory supposes that the person attaches a value, or utility, to each fea-
sible (net income, leisure) pair and chooses his time allocation to maxi-
mize utility. Beyond the presumption that net income and leisure are 
both desirable, theory is silent on the preferences that persons hold.

Economists have found that different preferences imply different 
relationships between tax policy and labor supply. A simple exercise 
considers a person with no unearned income and asks how labor sup-
ply varies with the tax rate under a proportional tax policy— a policy 
that taxes each dollar earned at the same rate. Three preference types 
familiar to students of economics are additive, Cobb- Douglas, and Leontief 
utility. Additive and Leontief utility are polar cases, the former viewing 
income and leisure as perfect substitutes and the latter viewing them as 



88 Policy Analysis

perfect complements. It can be shown that a person with additive util-
ity chooses to work full time when the tax rate is low and not to work 
at all when the tax rate is high. Someone with Leontief utility chooses 
to work more as the tax rate rises. Cobb- Douglas utility is an interme-
diate case in which labor supply does not vary with the tax rate.

These three preference types yield very different relationships be-
tween the tax rate and labor supply, but they do not exhaust the possi-
bilities. Economics textbooks regularly discuss backward- bending labor 
supply functions. Labor supply is said to be backward bending if the 
fraction of time worked initially increases as net wage rises from zero 
but, above some threshold, decreases as net wage rises further. This im-
plies that labor supply initially increases as the tax rate rises from zero 
but, above some threshold, decreases as the tax rate rises further. Some 
utility functions yield even more- complex relationships between tax 
rates and labor supply (see Stern 1986).

Economic theory does not give a privileged status to any par tic u-
lar preferences. Some persons may have additive utility functions, some 
Cobb- Douglas, and some Leontief. Others may have preferences that 
imply backward- bending labor supply or other relationships between tax 
rates and time allocation. Thus, theory does not predict how income 
taxation affects labor supply.

Empirical Analysis

The silence of theory has long been appreciated. As early as 1930, the 
economist Lionel Robbins recognized this and concluded that prediction 
of the response of labor supply to tax policy requires empirical analysis. 
Robbins (1930, 129) put it this way: “We are left with the conclusion . . .  
that any attempt to predict the effect of a change in the terms on which 
income is earned must proceed by inductive investigation of elasticities.” 
 Here the word inductive means empirical inference from data, and elastici-

ties refers to the percentages by which persons would change their work 
time if the tax rate  were to increase by 1 percent.

Economists have subsequently performed numerous empirical 
studies of labor supply, using two approaches. One approach applies the 
assumptions examined in Chapter 2, without reference to the eco-
nomic theory of labor supply. Researchers may perform before- and- 
after studies, comparing labor supply in a given tax jurisdiction before 
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and after a change in tax policy. Or they may compare the labor supply 
of persons living in different tax jurisdictions. A basic limitation of 
such analyses is that historical and geographic variation in tax policies 
spans only a small subset of the policies that a society may contem-
plate. The assumptions of Chapter 2 do not enable prediction of labor 
supply under new tax policies.

The second strand of empirical research studies labor supply through 
the lens of economic theory. Researchers engaged in revealed prefer-
ence analysis observe the labor supply decisions made by a study popu-
lation under a status quo tax policy. To use these data to predict labor 
supply under new policies, researchers fi rst invoke the standard eco-
nomic assumption that persons allocate their time to maximize utility. 
This assumption explains the term revealed preference. Economists as-
sume that a person prefers the (net income, leisure) pair he chooses to 
all other pairs that he could have chosen. Hence, observation of a per-
son’s chosen labor supply under the status quo tax policy reveals some-
thing about his preferences. This idea originated in Samuelson (1938, 
1948).

The assumption of utility maximization per se has little predictive 
power, so researchers place assumptions on preferences that are strong 
enough to yield point predictions of behavioral responses to new tax 
policies. A simple and credible assumption is that persons value both 
income and leisure— that is, more is better. However, this preference as-
sumption at most enables one to bound labor supply under new tax 
policies. To make point predictions, economists impose much stronger 
assumptions.

Labor- supply models differ across studies, but they generally share 
two assumptions. First, they suppose that labor supply varies unidirec-
tionally with net wage. Thus, model specifi cations do not generally per-
mit backward- bending labor supply functions or other non- monotone 
relationships. Second, studies usually suppose that the response of la-
bor supply to net wage is identical within broad groups such as prime 
age males or married females. That is, they assume that all group mem-
bers would adjust work time in the same way in response to a conjec-
tural change in net wage. To the extent that authors permit heteroge-
neity in preferences, they impose distributional assumptions similar to 
those discussed in Section 2.8, made to enable point prediction but 
lacking substantive justifi cation.
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Credibility aside, the practice of revealed preference analysis en-
ables prediction of labor supply under new tax policies. The prediction 
pro cess has two steps. First, one computes the net income that each 
time allocation would yield under a contemplated policy. Then one uses 
the model of labor supply to predict worker decisions.

A large body of such research was stimulated by the work of Burt-
less and Hausman (1978). The methodologies, data, and fi ndings of the 
ensuing literature have been summarized and critiqued in multiple 
lengthy review articles including Pencavel (1986), Killingsworth and 
Heckman (1986), Blundell and MaCurdy (1999), Meghir and Phillips 
(2010), Keane (2011), and Saez, Slemrod, and Giertz (2012). The CBO 
has described its use of the literature to predict labor supply response to 
tax policy in Congressional Bud get Offi ce (1996, 2007).

Attempting to distill the huge literature, Meghir and Phillips write 
(p. 204):

Our conclusion is that hours of work do not respond particularly strongly 
to the fi nancial incentives created by tax changes for men, but they are a 
little more responsive for married women and lone mothers. On the 
other hand, the decision whether or not to take paid work at all is quite 
sensitive to taxation and benefi ts for women and mothers in par tic u lar.

Saez, Slemrod, and Giertz similarly write (p. 1):

With some exceptions, the profession has settled on a value for this elas-
ticity close to zero for prime- age males, although for married women 
the responsiveness of labor force participation appears to be signifi cant. 
Overall, though, the compensated elasticity of labor appears to be fairly 
small.

Keane expresses a different perspective (p. 1071): “My review suggests 
that labor supply of men may be more elastic than conventional wisdom 
suggests.”

Reading the recent empirical literature, I have been struck to fi nd 
that while authors may differ on the magnitude of labor- supply elastici-
ties, they agree on the direction of the effect of taxes on labor supply. 
Researchers may recognize the theoretical possibility that labor supply 
may increase with tax rates, but they view this as an empirical rarity. 
The consensus is that increasing tax rates usually reduces work effort. 
Considering the effect of a rise in a proportional tax, Meghir and Phillips 
write (p. 207), “in most cases this will lead to less work, but when the 



 Predicting Behavior 91

income effect dominates the substitution effect at high hours of work it 
may increase effort.” Keane states the directionality of the effect with-
out reservation (p. 963): “The use of labor income taxation to raise rev-
enue causes people to work less.” The view that increasing tax rates 
reduces labor supply has been accepted in offi cial government forecasts 
of the response of labor supply to income taxation (see Congressional 
Bud get Offi ce 2007).

Basic Revealed- Preference Analysis

I abstracted from credibility while describing the fi ndings reported in 
revealed preference analysis of labor supply. I now return to this key 
issue.

In Manski (2012), I study the predictions yielded by revealed- 
preference analysis when one strips away the strong assumptions made 
in the literature and makes only the two most basic assumptions of 
standard theory: (1) a person chooses his time allocation to maximize 
utility, and (2) utility increases with income and leisure (more is bet-
ter). The analysis is too technical to present  here, but I can summarize 
the main fi ndings and illustrate the key idea.

I fi nd that combining the two basic assumptions with observation 
of a person’s time allocation under a status quo tax policy does not 
yield point predictions of labor supply under new policies— one can at 
most obtain interval predictions. Moreover, one cannot predict whether 
labor supply would increase or decrease in response to changes in tax 
policy. Thus, the sharp fi ndings reported in the literature necessarily 
require additional assumptions beyond the two basic ones.

I fi nd that a precondition for basic revealed preference analysis to 
have any predictive power is that the status quo and new tax schedules 
cross at least once. That is, one policy must yield lower net income than 
the other at some time allocations but higher net income at other time 
allocations. This implies that basic analysis has no predictive power 
when the status quo is a proportional tax and the new policy is a pro-
portional tax at a different rate. On the other hand, the analysis may 
have some predictive power when one policy is a progressive tax and 
the other is a proportional tax.
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Illustration: Labor Supply under Progressive and Proportional Taxes

To illustrate what basic revealed preference analysis can accomplish, 
suppose that the status quo is a two- rate progressive schedule that 
taxes income at a rate of 15 percent up to $50,000 per year and at a rate 
of 25 percent above $50,000. Consider a new proportional policy that 
taxes all income at a rate of 20 percent. The two tax schedules cross 
when gross annual income equals $100,000, where both take $20,000 
in tax and yield net income of $80,000. The status quo schedule yields 
more net income than the new one when gross income is under 
$100,000 and less when it is over $100,000.

Figure 3.1 shows how net income varies with time allocation un-
der both policies for a person with no unearned income whose gross 
annual income for full- time work is $150,000. This person earns net 
income of $80,000 under both policies if he works 2⁄3 of the year and 
takes 1⁄3 as leisure. The new policy yields higher net income than the 
status quo if he takes less than 1⁄3 time as leisure and lower net income 
than the status quo if he take more than 1⁄3 time leisure.

Figure 3.1:  Net income with progressive and proportional tax schedules
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Consider a person who is observed under the status quo policy to 
take less than 1⁄3 time leisure. Basic revealed preference analysis shows 
that he would continue to take less than 1⁄3 time leisure under the new 
policy. To see this, suppose for concreteness that the person is observed 
to work 4/5 time under the status quo policy and take 1/5 time as leisure. 
Let us compare this with the alternative of working half time. Under 
the status quo, working 4/5 time yields the (net income, leisure) pair 
($95,000, 1/5) shown as point A in the fi gure, and working half time 
yields ($61,250, 1⁄2) shown as point B. Under the new policy, working 
4/5 time yields ($96,000, 1/5) and working half time yields ($60,000, 1⁄2), 
shown as points C and D respectively.

Observation that the person chose to work 4/5 time under the sta-
tus quo coupled with the assumption of utility maximization implies 
that he prefers (net income, leisure) point A to B. The assumption that 
more is better implies that he prefers C to A and that he prefers B to D. 
Combining these fi ndings implies that he prefers C to D. Thus, if the 
new tax policy  were imposed, he would prefer to work 4/5 time over 
working half time.

The same reasoning applies when the person is observed to take 
anything less than 1 ⁄3 time leisure and the alternative is to take anything 
more than 1 ⁄3 time leisure. However, I show in Manski (2012) that basic 
revealed preference analysis does not yield any further conclusions.

3.2. Discrete Choice Analysis

The illustration just given applies Samuelson’s original version of re-
vealed preference analysis, which aims to predict the choice behavior 
of an individual. Modern economic policy analysis mainly applies ideas 
that took shape in work of Daniel McFadden (1974). He developed a 
form of revealed preference analysis that seeks to predict the distribu-
tion of choices made by the members of a population with heteroge-
neous preferences. His framework has four essential features. I will 
explain and then give an illustration.

Random Utility Model Repre sen ta tion of Behavior

McFadden supposed that a researcher observes the decisions made by a 
study population, each member of which faces a discrete choice problem. 
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A discrete choice problem is simply one in which the decision maker 
chooses among a fi nite set of alternatives. For example, persons might 
choose among three options for time allocation—full- time, half- time, 
or no work. Discrete choice analysis aims to predict the behavior of 
populations who face such choice problems.

We begin with the standard economic assumption that each person 
makes the best choice among the available alternatives; that is, he maxi-
mizes utility. A random utility model expresses the idea that the fraction of 
persons who choose a par tic u lar alternative equals the fraction of per-
sons who prefer this alternative to all others. The fraction of persons 
who choose a par tic u lar alternative is called its choice probability.

In psychology, random utility models date back to Thurstone (1927) 
as a way of conceptualizing semi- rational behavior. The psychologi-
cal interpretation, exposited in Luce and Suppes (1965), assumes that 
each decision maker carries a distribution of utility functions in his 
head and selects one at random whenever a decision must be made. 
McFadden reinterpreted the randomness as arising from variation in 
utility functions across the population rather than variation within an 
individual.

Attribute Repre sen ta tion of Alternatives and Decision Makers

Discrete choice analysis aims to predict behavior in counterfactual set-
tings where new alternatives become available, existing ones become 
unavailable, or new decision makers arise. This is achieved by describ-
ing alternatives and persons as bundles of attributes. With knowledge 
of these attributes and the form of a person’s utility function, a re-
searcher can determine the utility of any alternative to any decision 
maker and hence can predict the decision maker’s choice behavior. For 
example, a transportation researcher can predict how commuters with 
specifi ed income and job attributes would choose among travel modes 
with specifi ed travel- time and travel- cost attributes.

Description of alternatives and decision makers as bundles of at-
tributes marked a sharp departure from prevailing economic practice. 
In classical consumer theory, commodities are qualitatively distinct 
and so are consumers. There is no way to predict the demand for a 
new commodity. Nor is there any way to predict the behavior of new 
consumers.
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Analysis with Incomplete Attribute Data

It is not realistic to think that an empirical researcher will have complete 
data on the attributes of persons and the alternatives available to them. 
Nor is it realistic to think that the researcher fully knows the form of 
the utility functions that express preferences. Random utility models 
do not ignore the possible effects of unobserved attributes on behavior. 
They formally treat the unobserved attributes of decision makers as vari-
ables whose unknown values may vary across the study population. 
They treat the unobserved attributes of alternatives as variables whose 
unknown values may vary across alternatives.

Practicality

Discrete choice analysis aims to be a practical prediction method. Mc-
Fadden judged that, with the computational technology available at the 
time of his work, analysis would be computationally tractable only if 
choice probabilities have a simple form. With this in mind, he searched 
for a con ve nient distributional assumption to impose on the unob-
served attributes. He found one that yielded the highly tractable condi-

tional logit model, which has been used in numerous empirical studies. 
This model associates a certain utility index with each alternative and 
predicts that, among persons with common observed attributes, the 
fraction who choose a specifi ed alternative is the utility index of this 
alternative divided by the sum of the indices of all alternatives in the 
choice set.

College Choice in America

I shall use a highly simplifi ed version of my own early analysis of 
college- going behavior, performed with David Wise, to illustrate appli-
cation of the conditional logit model. Manski and Wise (1983, chaps. 6, 
7) used data from a survey of American youth in the high school class 
of 1972 to estimate a random utility model of college enrollment. We 
used the estimated model to predict the enrollment impacts of the Pell 
Grant program, the major federal college scholarship program.

The starting point for our analysis was to assume that the patterns 
of college enrollment and labor force participation observed among the 
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survey respondents are the consequence of decisions made by these 
students, by colleges, and by employers. Colleges and employers make 
admissions decisions and job offers that determine the options avail-
able to each high school se nior upon graduation. Each se nior selects 
among the available options.

What do the available survey data reveal about the decision pro-
cesses generating postsecondary activities? If we assume that a student 
chooses the most preferred alternative from the available options, ob-
servations of chosen activities partially reveal student preferences. For 
simplicity, assume that after high school graduation a student has two 
alternatives: college enrollment and work. (The model actually esti-
mated posed multiple schooling and work alternatives.) If we observe 
that a person chose to go to college, we can infer that the utility of col-
lege enrollment exceeds that of working. If the person chose to work, 
then the opposite in e qual ity holds. The survey data provide a large set 
of these inequalities, one for each respondent.

The preference inequalities implied by observation of actual activ-
ity choices do not provide enough information to allow one to predict 
how a student not in the sample would select between college and 
work, nor how a student in the sample would have behaved if condi-
tions had differed. To extrapolate behavior, we must combine the data 
with assumptions restricting the form of preferences.

For example, we might assume that the utility of college enroll-
ment depends in a par tic u lar way on a student’s ability and parents’ 
income, on the quality and net tuition of her best college option, and 
on unobserved attributes of the student and her best college option. 
Similarly, the utility of working might depend on the wage and unob-
served attributes of the best work option.

Predicting the Enrollment Effects of Student Aid Policy

Manski and Wise (1983) estimated a model that is considerably more 
complex than the one described above, but not qualitatively different. 
The estimated model was used to study the impact on freshman col-
lege enrollments of the Basic Educational Opportunity Grant program, 
later renamed the Pell Grant program. This federal scholarship pro-
gram was initiated in 1973, so members of the high school class of 
1972  were not eligible at the time of their initial postsecondary school-
ing decisions.
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In the context of our model, the Pell Grant program infl uences 
behavior by changing the college net tuition that students face. Given 
knowledge of the program eligibility criteria and award formula, we 
can estimate the net tuition of college to any given student in the pres-
ence of the program. This done, we can predict how students would 
behave in the presence and absence of the program. We can then ag-
gregate these predictions to generate predictions of aggregate freshman 
college enrollments in the United States.

Table 3.1 presents our fi ndings concerning the version of the pro-
gram in effect in 1979. The predictions indicate that the Pell Grant pro-
gram was responsible for a substantial increase (59 percent) in the col-
lege enrollment rate of low- income students, a moderate increase (12 
percent) in middle- income enrollments, and a minor increase (3 per-
cent) in the rate for upper- income students.

Overall, we predicted that 1,603,000 of the 3,300,000 persons who 
 were high school se niors in 1979 would enroll in full- time postsecond-
ary education in 1979– 1980. In contrast, only 1,324,000 would have 
enrolled had the Pell Grant program not been in operation. The table 
indicates that the enrollment increases induced by the existence of the 
program  were totally concentrated at two- year colleges and vocational- 
technical schools. Enrollments at four- year schools  were essentially 
unaffected.

Table 3.1  Predicted enrollments in 1979, with and without the 
Pell Grant program (thousands of students)

All schools
Four- year 

college
Two- year 

college
Voc- tech 
school

Income 
group

with 
Pell

without 
Pell

with 
Pell

without 
Pell

with 
Pell

without 
Pell

with 
Pell

without 
Pell

Lower 590 370 128 137 349 210 113 23
Middle 398 354 162 164 202 168 34 22
Upper 615 600 377 378 210 198 28 24
Total 1603 1324 668 679 761 576 174 69

Lower income = below $16,900. Upper income = above $21,700.
Source: Manski and Wise (1983), table 7.4.
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Power and Price of the Analysis

Federal scholarship programs with varying eligibility criteria and award 
formulae have been proposed, but only a few programs have actually 
been implemented. Revealed preference analysis of college enrollments 
makes it possible to predict the enrollment outcomes of a wide variety 
of proposed and actual programs. This ability to extrapolate is very 
powerful.

The price of extrapolation is the set of assumptions imposed. The 
assumption of rational choice alone has very little predictive power. 
Revealed preference analysis yields strong conclusions only when 
strong assumptions are placed on preferences and when the researcher 
assumes that he can suitably describe the choices made by and alterna-
tives available to decision makers.

The Manski- Wise analysis of college choice illustrates the kinds 
of assumptions that have typically been imposed in empirical studies. 
When I performed this research in the early 1980s, I felt comfortable 
reporting the point predictions of table 3.1. Observe that the predictions 
made in the table  were expressed with certitude. I now view them as 
instances of wishful extrapolation.

Discrete Choice Analysis Today

Since the 1970s, discrete choice analysis has retained the basic aspects 
of McFadden’s original work— the random utility model, the attribute 
description of alternatives and decision makers, and the resulting choice 
probabilities. However, the par tic u lar distributional assumptions of the 
conditional logit model have been subjected to close examination, and 
models making many alternative assumptions have been studied and 
applied.

The objective of a considerable body of econometric research has 
been to make assumptions that are less rigid than those of the condi-
tional logit model and yet strong enough to yield point predictions of 
choice probabilities in new settings. There is an inherent tension be-
tween these aims. I describe various streams of the literature in Manski 
(2007a, chap. 13). I have recently begun to study weaker assumptions 
that do not yield point predictions but may yield informative interval 
predictions (see Manski 2007b, 2012).
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3.3. Predicting Behavior under Uncertainty

Our discussion of revealed preference analysis has thus far supposed 
that decision makers have complete knowledge of their choice environ-
ments. However, just as researchers may have diffi culty predicting pol-
icy outcomes, ordinary people may have diffi culty predicting the out-
comes of their choices. For example, persons deciding labor supply may 
not know how much they will earn for paid work. Youth choosing 
among colleges may not know how well they will perform should they 
enroll in different programs.

When studying behavior under uncertainty, economists have as-
sumed that persons predict the outcomes of making alternative choices 
and use these predictions to make decisions. It has been particularly 
common to assume that persons have rational expectations. This use of 
the term “rational” means that persons correctly perceive their choice 
environments and make the best outcome predictions possible given 
the information available to them. It should not be confused with the 
term “rational choice,” which means that a person orders alternatives 
in terms of preference and chooses one that is ranked highest among 
those that are feasible.

Operationally, economists assume that persons assess the probabil-
ity that a given action will yield each of various possible outcomes. Go-
ing further, they assume that persons use their probabilistic beliefs to 
form the expected value of the utility of taking each feasible action and 
that persons choose actions that maximize expected utility. When the 
probabilities that persons attach to outcomes are simply viewed as per-
sonal beliefs, they are called subjective probabilities. When subjective 
probabilities are assumed to be objectively correct, they are called ratio-
nal expectations. We previously discussed the extreme form of rational 
expectations in Section 2.7 under the heading perfect foresight. Perfect 
foresight means that persons predict outcomes with certitude and that 
their predictions are correct.

The assumptions that persons have rational expectations and max-
imize expected utility help economists predict behavior, but at a poten-
tially high cost in credibility. I will give two illustrations  here that call 
into question the assumption of rational expectations. The next section 
will discuss the assumption that persons maximize expected utility 
and the assumption of rational choice more broadly.
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How Do Youth Infer the Returns to Schooling?

Consider youth making schooling decisions. Economists suppose that 
youth predict their personal returns to schooling and that youth use 
these predictions to choose between schooling and other options. Econ-
omists use the term returns to schooling to describe comparisons of the 
life outcomes generated by allocating time to schooling relative to those 
generated by an alternative use of time, such as working. Empirical stud-
ies of schooling decisions regularly assume that youth form rational 
expectations for the returns to schooling.

The credibility of rational expectations in this context is highly 
suspect. Labor economists have performed a multitude of empirical 
studies of the returns to schooling, usually comparing the labor market 
earnings that follow schooling and other uses of time. Reading this large 
literature reveals that researchers vary greatly in their assumptions and 
fi ndings. Youth confront the same inferential problems as do labor econ-
omists studying the returns to schooling. If economists have not been 
able to reach consensus on the returns to schooling, is it plausible that 
youth have rational expectations? I think not.

I would particularly stress that youth and labor economists alike 
must contend with the unobservability of counterfactual outcomes. 
Much as economists attempt to infer the returns to schooling from data 
on schooling choices and outcomes, youth may attempt to learn through 
observation of the outcomes experienced by family, friends, and others 
who have made their own past schooling decisions. However, youth can-
not observe the outcomes that these people would have experienced 
had they made other decisions. The possibilities for inference, and the 
implications for decision making, depend fundamentally on the assump-
tions that youth maintain about these counterfactual outcomes. See 
Manski (1993) for further discussion.

How Do Potential Criminals Perceive Sanctions Regimes?

Stimulated by the work of Gary Becker (1968), economists have assumed 
that persons contemplating criminal activity make rational choices that 
maximize expected utility. They have, moreover, assumed that persons 
have rational expectations regarding the outcomes of crime commis-
sion. Non- economists may well question the assumption of rational 
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criminal choice. Even orthodox economists should question the as-
sumption of rational expectations.

A standard economic model supposes that persons place utilities 
on successful commission of a crime and on failure. Failure may bring 
arrest, conviction, and sentencing following conviction. Economists as-
sume that persons place subjective probabilities on the spectrum of 
possible outcomes and commit crimes if doing so yields higher ex-
pected utility than not doing so. It has been common to assume that 
persons have rational expectations, correctly perceiving the probability 
of a successful criminal outcome and the probability of being sanc-
tioned in various ways through arrest, conviction, and sentencing.

The realism of rational- expectations assumptions may be particu-
larly questionable in studies of the deterrent effect of the death penalty. 
Suppose for the sake of discussion that persons do weigh the expected 
benefi ts and costs of murder. Even accepting this premise, researchers 
know essentially nothing about how persons form beliefs regarding 
their chances of arrest, conviction, receipt of a death sentence, and ex-
ecution of the sentence. The conventional research practice has been to 
obtain historical data on murders and executions, use them to form 
frequency rates of execution, and assume that potential murderers use 
these frequencies as subjective probabilities. This practice has been 
criticized severely in the National Research Council report of the Com-
mittee on Deterrence and the Death Penalty (2012).

Mea sur ing Expectations

In the above illustrations and elsewhere, it is diffi cult to see why as-
sumptions of rational expectations should have much credibility. To 
better cope with the diffi culty of revealed preference analysis of behav-
ior under uncertainty, one might anticipate that economists would in-
terview persons and ask them to state the expectations they actually 
hold. However, economists  were long deeply skeptical of subjective 
statements, often asserting that one should believe only what people do, 
not what they say. As a result, the profession for many years enforced 
something of a prohibition on the collection of expectations data.

This prohibition began to break down in the early 1990s. Since 
then, economists engaged in survey research have increasingly asked 
respondents to report probabilistic expectations of signifi cant personal 
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events. Expectations have been elicited for macroeconomic events (e.g., 
stock market returns), for risks that a person faces (e.g., job loss, crime 
victimization, mortality), for future income (e.g., the earnings returns 
to schooling, Social Security benefi ts), and for choices that persons make 
(e.g., durable purchases and voting choices). The review article of Man-
ski (2004a) describes the emergence of this fi eld of empirical research 
and summarizes a range of applications. Hurd (2009) and Delavande, 
Giné, and McKenzie (2011) subsequently review additional parts of the 
now large literature.

Pill, Patch, or Shot?

Delavande (2008) nicely demonstrates the use of research mea sur ing 
expectations in discrete choice analysis. Delavande studied women’s 
choice of contraception methods in an article titled “Pill, Patch, or Shot?” 
She assumed that women base their decisions on their beliefs regarding 
method- related outcomes, including pregnancy and contraction of a 
sexually transmitted disease (STD).

Rather than make assumptions about expectations, Delavande 
surveyed women and asked them to state their beliefs about the 
chance of becoming pregnant or contracting an STD if they  were to 
use alternative contraceptive methods. She then combined the mea-
sured expectations with data on contraceptive behavior to estimate a 
conditional logit model of choice of contraceptive method. The avail-
ability of expectations data made it possible for her to identify prefer-
ences more persuasively than if she had made unfounded assump-
tions about expectations. Finally, she used the mea sured expectations 
and the estimated choice model to predict contraceptive use in new 
settings where the prices of contraceptives may change or new meth-
ods may become available.

3.4. Perspectives on Rational Choice

I have not yet questioned the basic assumption of rational choice that 
economists regularly maintain when studying behavior. This standard 
assumption has long been controversial outside the community of ortho-
dox economists. Psychologists, as well some researchers who call them-
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selves behavioral economists, have stressed that humans are organisms 
with limited perceptual and cognitive powers. This being so, they assert 
that humans can at most approximate the type of behavior assumed in 
economic models. Perspectives have differed on the nature and quality 
of the approximation.

This concluding section comments on the history of thought. I fo-
cus more on the arguments that have been made and the kinds of re-
search performed than on the specifi c fi ndings reported. To or ga nize 
the discussion, I fi nd it useful to begin in the middle of the twentieth 
century and move forward from there. The material in this section draws 
substantially on Manski (2007a, chap. 15).

As- If Rationality

Orthodox economists have long asserted that economic models of max-
imizing behavior are successful “as if” approximations, even if not lit-
eral descriptions of decision pro cesses. This assertion was made partic-
ularly strongly by Milton Friedman and Leonard Savage in Friedman 
and Savage (1948). They defended not just the basic idea of rational 
choice but the much more specifi c assumptions that persons maximize 
expected utility and have rational expectations. One passage in their ar-
ticle, which uses an expert pool player as a meta phor, is so forceful and 
has been so controversial that I think it useful to quote it in full (p. 298):

The hypothesis does not assert that individuals explicitly or consciously 
calculate and compare expected utilities. Indeed, it is not at all clear 
what such an assertion would mean or how it could be tested. The hy-
pothesis asserts rather that, in making a par tic u lar class of decisions, 
individuals behave as if they calculated and compared expected utility 
and as if they knew the odds. The validity of this assertion does not de-
pend on whether individuals know the precise odds, much less on 
whether they say that they calculate and compare expected utilities or 
think that they do, or whether it appears to others that they do, or 
whether psychologists can uncover any evidence that they do, but 
solely on whether it yields suffi ciently accurate predictions about the 
class of decisions with which the hypothesis deals. Stated differently, 
the test by results is the only possible method of determining whether 
the as if statement is or is not a suffi ciently good approximation to real-
ity for the purpose at hand.
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A simple example may help to clarify the point at issue. Consider the 
problem of predicting, before each shot, the direction of travel of a bil-
liard ball hit by an expert billiard player. It would be possible to con-
struct one or more mathematical formulas that would give the direc-
tions of travel that would score points and, among these, would indicate 
the one (or more) that would leave the balls in the best positions. The 
formulas might, of course, be extremely complicated, since they would 
necessarily take account of the location of the balls in relation to one 
another and to the cushions and of the complicated phenomena intro-
duced by “en glish.” Nonetheless, it seems not at all unreasonable that 
excellent predictions would be yielded by the hypothesis that the bil-
liard player made his shots as if he knew the formulas, could estimate 
accurately by eye the angles,  etc., describing the location of the balls, 
could make lightning calculations from the formulas, and could then 
make the ball travel in the direction indicated by the formulas. It would 
in no way disprove or contradict the hypothesis, or weaken our confi -
dence in it, if it should turn out that the billiard player had never studied 
any branch of mathematics and was utterly incapable of making the 
necessary calculations: unless he was capable in some way of reaching 
approximately the same result as that obtained from the formulas, he 
would not in fact be likely to be an expert billiard player.

The same considerations are relevant to our utility hypothesis. What-
ever the psychological mechanism whereby individuals make choices, 
these choices appear to display some consistency, which can apparently 
be described by our utility hypothesis. This hypothesis enables predic-
tions to be made about phenomena on which there is not yet reliable 
evidence. The hypothesis cannot be declared invalid for a par tic u lar 
class of behavior until a prediction about that class proves false. No 
other test of its validity is decisive.

The last paragraph of this passage is admirable for its emphasis on 
prediction of choice behavior in counterfactual settings. However, I 
fi nd it much less agreeable when Friedman and Savage propose that 
their “utility hypothesis” (that is, expected utility maximization and 
rational expectations) should be used to predict behavior until observa-
tion of behavior is able to refute the hypothesis. Many models of be-
havior may be consistent with available choice data. The assumption of 
rational expectations is often suspect.

Why then do Friedman and Savage put forward one hypothesis, to 
the exclusion of all others? The reader may recall Friedman’s own an-
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swer to this question, which I quoted in Chapter 1 and repeat  here 
(Friedman 1953, 10):

The choice among alternative hypotheses equally consistent with the 
available evidence must to some extent be arbitrary, though there is gen-
eral agreement that relevant considerations are suggested by the criteria 
“simplicity” and “fruitfulness,” themselves notions that defy completely 
objective specifi cation.

I found this answer unsatisfactory earlier and reiterate  here. I see no 
reason why a scientist should choose to make predictions under a sin-
gle hypothesis, dismissing others that are plausible and consistent with 
the available evidence. Doing so gives an impression of predictive power 
that one does not really have.

Bounded Rationality

Although many economists have found as- if rationality a compelling ra-
tionale for the assumptions they maintain, other researchers have, with 
equal fervor, dismissed the notion out of hand. Simon (1955, 101) put it 
this way in the article that spawned the modern literature in behavioral 
economics:

Because of the psychological limits of the organism (particularly with 
respect to computational and predictive ability), actual human 
rationality- striving can at best be an extremely crude and simplifi ed 
approximation to the kind of global rationality that is implied, for ex-
ample, by game- theoretical models.

This notion has come to be called bounded rationality. Simon put forward 
this mission for research on behavior (p. 99):

Broadly stated, the task is to replace the global rationality of economic 
man with a kind of rational behavior that is compatible with the access 
to information and the computational capacities that are actually pos-
sessed by organisms, including man, in the kinds of environments in 
which such organisms exist.

He went on to suggest that humans suffi ce with a coarse delineation be-
tween satisfactory and unsatisfactory outcomes, an idea that has come to 
be called satisfi cing.
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A striking aspect of Simon’s article is that it neither reports nor 
cites empirical evidence on actual human decision pro cesses, save for a 
footnote briefl y describing a personal observation. Instead, Simon re-
lies on his own interpretation of “common experience (p. 100):

Lacking the kinds of empirical knowledge of the decisional pro cesses 
that will be required for a defi nitive theory, the hard facts of the actual 
world can, at the present stage, enter the theory only in a relatively 
unsystematic and unrigorous way. But none of us is completely inno-
cent of acquaintance with the gross characteristics of human choice, or 
of the broad features of the environment in which this choice takes 
place. I shall feel free to call on this common experience as a source of 
the hypotheses needed for the theory about the nature of man and his 
world.

Thus, although the articles of Simon and Friedman- Savage put forward 
sharply contrasting hypotheses about human behavior, both articles 
 were essentially speculative.

Biases and Heuristics

In the absence of empirical evidence, researchers with worldviews as di-
vergent as Simon and Friedman- Savage might argue forever without any 
prospect for convergence. After a slow beginning in the 1950s and 1960s, 
a substantial body of empirical research has accumulated since the 1970s. 
The dominant mode of research has been that of experimental psychol-
ogy, which has been adopted as well by experimental economics.

Research on choice behavior in experimental psychology usually 
means the design and per for mance of experiments that give subjects 
specifi ed information and require them to choose among specifi ed ac-
tions. The subjects typically are a con ve nience sample of persons, often 
students at some college, rather than a random sample drawn from a 
population of policy interest. The proximate objective of the research 
usually is to test or demonstrate hypotheses about human perception, 
cognition, and decision pro cesses. Prediction of choice behavior in new 
settings hardly ever forms part of the explicit agenda, although it may 
be an implicit reason for performing a study.

The research program of Daniel Kahneman and Amos Tversky has 
been particularly infl uential, both within and beyond the discipline of 
psychology. Tversky and Kahneman (1974) reported experiments on 
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subjective assessments of probability before and after the provision of 
sample data. They observed some systematic inconsistencies with the 
theoretically correct use of Bayes Theorem, a basic principle of proba-
bility theory, to integrate new data with prior beliefs. They called these 
inconsistencies biases. The authors concluded that persons tend to use 
certain heuristics to pro cess sample data rather than perform the algebra 
needed to apply Bayes Theorem. They wrote (p. 1124): “In general, these 
heuristics are quite useful, but sometimes they lead to severe and sys-
tematic errors.” This statement is much in the spirit of Simon’s bounded 
rationality.

Kahneman and Tversky (1979) reported experiments on decision 
making that showed some systematic inconsistencies with the predic-
tions of expected utility theory. They interpreted the observed choice 
behavior as demonstrating that persons evaluate actions in terms of 
gains and losses relative to a predetermined reference point, rather 
than in terms of absolute outcomes as in expected utility theory. They 
also interpreted observed behavior as demonstrating that persons eval-
uate gains and losses asymmetrically. They went on to embody these 
and other behavioral features in a model that they called prospect theory. 
As presented in the 1979 article, prospect theory assumes that decision 
makers solve well- defi ned maximization problems cast in terms of 
gains and losses. Thus, it is not a  wholesale rejection of economic 
thinking but rather a revision to expected utility theory to render what 
the authors believed to be a more accurate description of behavior.

Tversky and Kahneman (1981, 1986) reported further experiments 
on decision making that explore how choice behavior depends on the 
framing of the decision problem— that is, on the language that the re-
searcher uses to describe the outcomes resulting from alternative ac-
tions. These experiments had striking results. I quote  here the state-
ment and interpretation of the fi rst experiment reported in the former 
article, which has drawn par tic u lar attention (Tversky and Kahneman, 
1981, 453). In what follows, Problem 1 and Problem 2 are two alterna-
tive framings of the decision problem. The sample sizes and fractions of 
subjects making each choice are in brackets.

Problem 1 [N = 152]:
Imagine that the U.S. is preparing for the outbreak of an unusual 

Asian disease, which is expected to kill 600 people. Two alternative 
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programs to combat the disease have been proposed. Assume that the 
exact scientifi c estimate of the consequences of the programs are as 
follows:

If Program A is adopted, 200 people will be saved. [72 percent]
If Program B is adopted, there is 1⁄3 probability that 600 people will 

be saved, and 2⁄3 probability that no people will be saved. [28 percent]
Which of the two programs would you favor?
The majority choice in this problem is risk averse: the prospect of 

certainly saving 200 lives is more attractive than a risky prospect of 
equal expected value, that is, a one- in- three chance of saving 600 
lives.

A second group of respondents was given the cover story of problem 
1 with a different formulation of the alternative programs, as follows:

Problem 2 [N = 155]:
If Program C is adopted 400 people will die. [22 percent]
If Program D is adopted there is 1⁄3 probability that nobody will 

die, and 2⁄3 probability that 600 people will die. [78 percent]
Which of the two programs would you favor?
The majority choice in problem 2 is risk taking: the certain 

death of 400 people is less acceptable than the two- in- three 
chance that 600 will die. The preferences in problems 1 and 2 
illustrate a common pattern: choices involving gains are often 
risk averse and choices involving losses are often risk taking. 
However, it is easy to see that the two problems are effectively 
identical. The only difference between them is that the out-
comes are described in problem 1 by the number of lives saved 
and in problem 2 by the number of lives lost.

Tversky and Kahneman drew strong inferences from this and sim-
ilar fi ndings in other framing experiments. They concluded not only 
that expected utility theory is unrealistic but that human behavior is 
inconsistent with the basic invariance tenet of rational choice, this being 
that “different repre sen ta tions of the same choice problem should yield 
the same preferences” (Tversky and Kahneman, 1986, S253). Dismiss-
ing the basic economic idea that persons have stable preferences, they 
ultimately declared that “the normative and the descriptive analyses of 
choice should be viewed as separate enterprises” (p. S275). This state-
ment abandoned the Simon view of human behavior as a boundedly 
rational approximation to a rational ideal. It suggested that psychology 
should go its own way as a descriptive science of human behavior, no 
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longer concerned with the way that economists conceptualize and 
study choice behavior.

Widespread Irrationality or Occasional Cognitive Illusions?

The specifi c experimental fi ndings reported by Kahneman and Tversky 
during the course of their research program are not in question. The 
experiments described above have been replicated often, with broadly 
similar results. However, ac cep tance of the fi ndings does not imply that 
one should accept the inferences that Kahneman and Tversky drew 
from them. Their conclusions that the experiments reveal general fea-
tures of human behavior are huge extrapolations.

Consider the Asian- disease framing experiment cited above. In the 
passage describing the experiment, Tversky and Kahneman gave their 
prospect- theory interpretation of the fi ndings; that is, persons are risk 
averse when considering gains and risk taking when considering losses. 
They did not entertain other interpretations that are consistent with 
the fi ndings. One such is that the subject pool contains many persons 
who are risk neutral; that is, persons who evaluate a choice alternative 
by its expected outcome.

All of the treatment programs posed in the experiment yield the 
same expected outcome, namely that 200 people will live and 400 will 
die. Thus, a risk- neutral person is indifferent among the programs. If 
the choice behavior of such a person is affected by the framing of Prob-
lems 1 and 2, this is not evidence for prospect theory and does not im-
ply failure of the invariance tenet of rationality.

While some psychologists have joined Kahneman and Tversky in 
extrapolating from par tic u lar laboratory experiments to general hu-
man behavior, others have not. Review articles by Shanteau (1989), 
Stanovich and West (2000), and Kühberger (2002) describe the varia-
tion in perspective across psychologists. Lopes (1991) deconstructs 
the rhetoric that Kahneman and Tversky used in reporting their re-
search.

An important reason why it is diffi cult to assess the external valid-
ity of the Kahneman- Tversky experiments is that these experiments 
refl ected a purposeful search for choice tasks in which errors in judg-
ment and decision making are prominent. Kahneman and Tversky 
(1982, 123) argued that purposeful search for errors is a useful method-
ological approach:
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Much of the recent literature on judgment and inductive reasoning has 
been concerned with errors, biases and fallacies in a variety of mental 
tasks. . . .  The emphasis on the study of errors is characteristic of re-
search in human judgment, but is not unique to this domain: we use 
illusions to understand the principles of normal perception and we 
learn about memory by studying forgetting.

They later elaborated (p. 124):

There are three related reasons for the focus on systematic errors and 
inferential biases in the study of reasoning. First, they expose some of 
our intellectual limitations and suggest ways of improving the quality 
of our thinking. Second, errors and biases often reveal the psychologi-
cal pro cesses and the heuristic procedures that govern judgment and 
inference. Third, mistakes and fallacies help the mapping of human 
intuitions by indicating which principles of statistics or logic are non- 
intuitive or counter- intuitive.

This methodological approach may have scientifi c merit. How-
ever, the Kahneman- Tversky emphasis on the study of errors and bi-
ases creates a severe inferential problem for a reader of their published 
research. One learns the fi ndings of the experiments that they report, 
which invariably show that errors and biases are commonplace. How-
ever, one learns nothing about the fi ndings that would occur in experi-
ments that they either do not report or did not perform.

Consider again the Asian- disease framing experiment. How would 
subjects behave if the stated numbers of deaths and lives saved  were 
changed, so that a risk- neutral person would not be indifferent between 
treatment programs (A, B, C, D)? Would the strong framing effect per-
sist, or would it diminish as the welfare consequence of the decision be-
comes larger?

One could, of course, perform and report experiments that answer 
these questions. The Kahneman and Tversky articles on framing did 
not indicate whether such experiments  were performed and, if so, what 
the fi ndings  were. Thus, one cannot know whether the published fi nd-
ings demonstrate that humans are prone to widespread irrationality or 
only occasional cognitive illusions.

The Common Thread Is Certitude

To wrap up, an enormous scientifi c distance separates the Friedman- 
Savage contention that as- if rationality well approximates human be-
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havior from the Kahneman- Tversky contention that persons lack stable 
preferences. The common thread in the rhetoric of both sets of authors 
is expression of certitude in their opposing perspectives. Dueling certi-
tudes continues today to characterize much discussion of human be-
havior, which often simplistically debates whether humans are or are 
not rational. The more nuanced perspective of Simon draws some at-
tention, but less than I think it warrants.
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PART I explained the im mense diffi culty of predicting policy outcomes. 
I observed that the point predictions produced by analysts are achieved 
by imposing strong assumptions that rarely have foundation. Analysis 
with more credible assumptions typically yields interval rather than 
point predictions.

Part II considers how policy making may reasonably cope with this 
diffi culty. Chapter 4 and part of Chapter 5 use elementary ideas of deci-
sion theory to study policy choice by a planner— an actual or idealized 
solitary decision maker who acts on behalf of society. Part of Chapter 5 
and Chapter 6 will discuss policy choice when a group with heteroge-
neous objectives and beliefs collectively make decisions.

Why study a planner, when policy in democracies emerges from 
the interaction of many persons and institutions? Policy choice in an 
uncertain world is subtle even when a society agrees on what it wants 
and what it believes. I want to drive home the point that, even in such a 
cohesive society, there is no optimal decision, at most various reasonable 
ones. A planner personifi es a cohesive society that forthrightly acknowl-
edges and copes with uncertainty.

This chapter studies a relatively simple setting in which a planner 
makes an isolated decision with predetermined partial knowledge of 
policy outcomes. Thus, there is no opportunity to obtain new data that 
might reduce the extent of uncertainty. Chapter 5 will consider se-
quential choice settings, which bring opportunities for learning.

4

Planning with Partial Knowledge
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4.1. Treating X-Pox

I begin with a simple illustration drawn from Manski (2007a, chap. 11). 
The illustration describes a dire but hopefully hypothetical scenario.

Suppose that a new disease called x-pox is sweeping a commu-
nity. It is impossible to avoid infection. If untreated, infected persons 
always die. Thus, the entire population will die in the absence of effec-
tive treatment.

Medical researchers propose two treatments, say A and B. The re-
searchers know that one treatment is effective, but they do not know 
which one. They know that administering both treatments in combina-
tion is fatal. Thus, a person will survive if and only if she is administered 
the effective treatment alone. There is no time to experiment to learn 
which treatment is effective. Everyone must be treated right away.

A public health agency must decide how to treat the community. 
The agency wants to maximize the survival rate of the population. It 
can select one treatment and administer it to everyone. Then the entire 
population will either live or die. Or it can give one treatment to some 
fraction of the community and the other treatment to the remaining 
fraction. Then the survival rate will be one of the two chosen fractions. 
If half the population receives each treatment, the survival rate is cer-
tain to be 50 percent.

What should the agency do? It could give everyone the same treat-
ment and hope to make the right choice, recognizing the possibility 
that the outcome may be calamitous. Or it could give half the popula-
tion each treatment, ensuring that half the community lives and half 
dies. One can reasonably argue for either alternative. Indeed, the prin-
ciples of decision theory developed in the next several sections can be 
used to motivate either course of action.

4.2. Elements of Decision Theory

Decision theory aims to prescribe how a rational decision maker should 
behave or, less ambitiously, contemplates how one might reasonably 
behave. I will use elementary principles of decision theory to exam-
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ine how a planner might choose policy. This chapter introduces the 
principles and illustrates their application. Chapter 5 develops further 
applications.

Suppose that a decision maker— perhaps a fi rm, an individual, or a 
planner— must choose an action from a set of feasible alternatives. Each 
action will yield an outcome of some sort. The decision maker places 
values on outcomes, commonly called utility in research on private de-
cisions and welfare in studies of planning. I will use the latter term  here.

If the decision maker knows the welfare that each action will 
yield, he should choose one that yields the highest welfare. How might 
he reasonably behave if he does not know the outcomes that will oc-
cur? Decision theory addresses this question.

States of Nature

To formalize the idea of partial knowledge, suppose that outcomes are 
determined by the chosen action and by some feature of the environ-
ment. Decision theorists call the relevant feature of the environment 
the state of nature. Going further, they suppose that the decision maker is 
able to list all the states of nature that he believes could possibly occur. 
This list, called the state space, formally expresses partial knowledge. For 
example, the state space in the x-pox illustration contained two states of 
nature. Treatment A was effective in one state and B was effective in the 
other.

Prediction with certitude occurs if the state space contains just one 
element. Then the decision maker knows for sure the outcome of each 
action. Interval prediction of policy outcomes occurs if the state space 
contains multiple elements. The larger the state space, the less the deci-
sion maker knows about the consequences of each action.

The fundamental diffi culty of decision making is clear even in a 
simple setting with two feasible actions and two states of nature. Sup-
pose that one action yields higher welfare in one state of nature, but 
the other action yields higher welfare in the other state. Then the deci-
sion maker does not know which action is better.

Decision theory does not explain how a decision maker forms the 
state space. Presumably, he uses available data and assumptions to deter-
mine the environments that he thinks might possibly occur. What ever 
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the state space may be, it is meant to expresses the knowledge that the 
decision maker fi nds credible to assert. It does not express incredible 
certitude.

Recall Rumsfeld’s distinction between “known unknowns” and 
“unknown unknowns” cited at the beginning of this book. Decision 
theory formalizes uncertainty as the former rather than the latter. When 
we say that a decision maker lists all possible states of nature and deter-
mines the welfare that would result when any action is combined with 
any state, we are saying that he faces known unknowns. If there  were 
unknown unknowns, he would not be able to list all possible states.

Rumsfeld declared “it is the latter category that tend to be the dif-
fi cult ones” for policy choice. He was right to call attention to the spe-
cial diffi culty posed by unknown unknowns. However, it is sanguine 
to downplay the known unknowns. They are diffi cult enough.

The Welfare Function

Next let us formalize the welfare that results from choosing an action. 
If a decision maker chooses an action labeled C, and a state of nature 
labeled s occurs, the result is a welfare value labeled W(C, s). To sum-
marize, action C and state of nature s yield welfare W(C, s). Whereas 
the state space expresses the knowledge that a decision maker pos-
sesses, the welfare function expresses his preferences. The higher the 
welfare value, the better off is the decision maker. Decision theory is 
silent on the nature of the welfare function. Preferences are what ever 
they may be.

The fi eld of welfare economics, which applies decision theory to 
policy choice, manifests two perspectives on the welfare function. In 
some studies, the planner is considered to be a decision maker who uses 
his own preferences to make decisions. The planner may be called a dicta-

tor or paternalistic.

In other studies, the planner personifi es a cohesive society. When 
this perspective is used, economists introspect on what such a society 
might want to achieve and formalize social preferences as a welfare 
function. A prominent tradition has been to suppose that social pref-
erences take the form of a utilitarian welfare function, which aggregates 
the private preferences of members of the population. A common ex-
pression of utilitarianism supposes that the welfare produced by a 
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policy is a weighted average of the individual utilities generated by the 
policy.

In principle, researchers interpreting the planner as a dictator 
should consult this decision maker to learn his social preferences. Those 
operating in the utilitarian tradition should consult the members of the 
population to learn their private preferences. In practice, researchers per-
forming planning studies typically do neither. Rather, they make as-
sumptions about the social preferences of a dictator or the private pref-
erences of population members. They then study policy choice using 
the welfare function that they themselves invent.

Citizens concerned with policy choice need to be aware that the 
policy choices recommended in planning studies depend fundamentally 
on the welfare functions that researchers use. I wrote at the beginning 
of Chapter 2 that, in an ideal world, persons who are not expert in re-
search methodology would be able to trust the conclusions of policy 
analysis, without concern about the pro cess used to produce them. I cau-
tioned, however, that consumers of policy analysis cannot safely trust 
the experts and, hence, need to comprehend at least the main features of 
research methodology.

I was writing then about the predictions of policy outcomes, par-
ticularly the tendency of analysts to assert certitude. The same caution 
applies to interpretation of the fi ndings of planning studies. When an 
analyst concludes that some policy choice is optimal, this conclusion 
necessarily depends on the welfare function used. I will use income tax 
policy to illustrate.

Welfare Functions in Studies of Optimal Income Taxation

A familiar exercise in normative public economics poses a utilitarian 
social welfare function and ranks income tax policies by the welfare 
they achieve. The starting point is the presumption that individuals 
value their own income and leisure, as well as government production 
of public goods. Examples of public goods range from national defense 
and local policing to infrastructure for transportation, communica-
tions, and economic activity. The policy choice problem is to set an in-
come tax schedule and to decide how to use the resulting tax revenue. 
One possible use of tax revenue is to redistribute income across per-
sons. Another is to produce public goods. An optimal policy chooses 
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the tax schedule and use of tax revenues to maximize utilitarian social 
welfare. The optimal policy necessarily depends on individual prefer-
ences for income, leisure, and public goods. It also depends on how the 
planner aggregates the preferences of the population.

The Mirrlees Study

I will describe the welfare function used by James Mirrlees in his pio-
neering study of optimal income taxation (Mirrlees 1971). Mirrlees ad-
opted the utilitarian perspective, writing (p. 176): “welfare is separable 
in terms of the different individuals of the economy, and symmetric— -
i.e. it can be expressed as the sum of the utilities of individuals when 
the individual utility function (the same for all) is suitably chosen.” 
Beyond its expression of utilitarianism, this sentence calls attention to 
another important assumption of the Mirrlees planning study. That is, 
he supposed that all members of the population share the same private 
preferences.

Mirrlees restricted the function of government to redistribution of 
income from some members of the population to others. Redistribution 
has long been a concern of utilitarian welfare economics. However, 
public economics also stresses the governmental function of production 
of public goods. The Mirrlees model supposed that utility is a function 
of private income and leisure alone. There are no public goods and, 
hence, no need for the government to have tax revenue to produce them.

Mirrlees used the textbook model of labor supply described in Sec-
tion 3.1 to predict the tax revenue produced by a policy and to evaluate 
the welfare achieved by use of tax revenue to redistribute income. To 
perform his analysis, Mirrlees had to specify the utility function that 
he assumed to be common to all members of the population. He was a 
theorist, not an empirical analyst who might seek to learn the nature of 
private preferences from analysis of labor supply data. For reasons of 
analytical tractability rather than empirical realism, he assumed that 
the utility function had certain properties. He then derived the optimal 
tax policy.

In calling attention to the par tic u lar form of welfare function that 
Mirrlees used, I do not intend to criticize his work, which I admire. 
When opening up a new area of study, a researcher should have some 
license to make simplifying assumptions for the sake of analytical trac-
tability. Mirrlees was careful to make his assumptions explicit, and he 
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did not assert incredible certitude. Indeed, the concluding section of his 
article begins as follows (p. 207):

The examples discussed confi rm, as one would expect, that the shape 
of the optimum earned- income tax schedule is rather sensitive to the 
distribution of skills within the population, and to the income- leisure 
preferences postulated. Neither is easy to estimate for real economies. 
The simple consumption- leisure utility function is a heroic abstraction 
from a much more complicated situation, so that it is quite hard to guess 
what a satisfactory method of estimating it would be.

Thus, Mirrlees took care to point out that conclusions about optimal 
tax policy are sensitive to the assumptions made.

4.3. Decision Criteria

Elimination of Dominated Actions

How might a decision maker with partial knowledge choose an action? 
Decision theory gives a simple partial answer, but no complete answer.

Contemplating some action D, a decision maker might fi nd that 
there exists another feasible action, say C, that yields at least as high 
welfare in every state of nature and higher welfare in some states. Then 
action D is said to be dominated by C.

Decision theory prescribes that one should not choose a dominated 
action. This is common sense. Uncertainty is inconsequential when 
evaluating a dominated action. Even though one does not know the 
true state of nature, one knows that an alternative to a dominated ac-
tion surely performs at least as well and may perform better.

Dominance is a simple idea, but a subtle one. A common miscon-
ception is that an action is undominated only if it is optimal in some 
state of nature. In fact, an action may be undominated even if it is sub-
optimal in every possible state.

The x-pox scenario illustrates this well. Consider the policy in which 
the planner gives half the population each treatment. There is no state 
of nature in which this policy is optimal. Treatment A is better in one 
state and B is better in the other. Yet giving half the population each 
treatment is undominated. There exists no alternative that yields higher 
welfare in both states of nature.
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Weighting States and the Expected Welfare Criterion

The rationale for elimination of dominated actions is self- evident. In 
contrast, choice among undominated actions is fundamentally prob-
lematic. Suppose that C and D are two undominated actions, with C 
yielding higher welfare in some states of nature and D in others. Then 
the normative question “How should the decision maker choose be-
tween C and D?” has no unambiguously correct answer.

In the absence of one correct way to choose among undominated 
actions, decision theorists have proposed various decision criteria and 
studied their properties. Many decision theorists recommend that one 
weight the possible states of nature and evaluate an action by the re-
sulting weighted average welfare. This is called the expected utility or ex-

pected welfare of an action. The recommendation is to choose an action 
that yields the largest expected welfare. Chapter 3 discussed maximiza-
tion of expected utility as a behavioral assumption used by economists 
to interpret actual decision making.  Here we consider it as a normative 
prescription for decision making.

A central issue is how to weight the possible states of nature. Deci-
sion theorists suggest that the weight assigned to a state should express 
the strength of the decision maker’s belief that this state will occur. The 
weight is the subjective probability that the decision maker places on the 
state. The body of research studying the behavior of someone who 
weights states of nature in this way and chooses an action yielding the 
largest expected welfare is often called Bayesian decision theory. This name 
honors the eighteenth- century British mathematician Thomas Bayes, 
previously mentioned in Chapter 3 in connection with Bayes Theorem.

The selected weights affect decision making. At the extreme, a de-
cision maker might concentrate all weight on a single state of nature. 
This is tantamount to expression of certitude. When all weight is placed 
on one state, an action maximizes expected welfare if it is optimal in 
this state, disregarding all others.

Criteria for Decision Making under Ambiguity

Weighting states of nature and maximization of expected welfare is 
reasonable when a decision maker has a credible basis for placing a sub-
jective probability distribution on unknown features of the decision 
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environment. However, a decision maker may feel that he lacks a basis 
for weighting states according to strength of belief. A subjective distri-
bution is a form of knowledge, and a decision maker may not feel able 
to assert one.

In these circumstances, the decision maker is said to face a prob-
lem of choice under ambiguity. Use of the term ambiguity to describe the 
absence of a subjective distribution originated in Ellsberg (1961). The 
concept was discussed as early as Keynes (1921) and Knight (1921). 
Some authors refer to ambiguity as Knightian uncertainty.

Maximin

How might a decision maker reasonably behave in a setting of ambigu-
ity? One possibility is to evaluate an action by the worst welfare that it 
may yield and choose an action that yields the least- bad worst welfare. 
Someone who chooses in this manner is said to apply the maximin cri-
terion, this being an abbreviation for “maximization of minimum” 
welfare.

Minimax Regret

The maximin criterion offers a conservative approach to choice under 
ambiguity, considering only the worst outcome that an action may 
yield. Other criteria that do not require weighting states of nature con-
sider both best and worst outcomes. A prominent one is the minimax- 
regret criterion.

The Oxford En glish Dictionary gives several defi nitions for the word 
regret. The decision- theoretic concept of regret is closest to this defi ni-
tion: “Sorrow or distress at a loss or deprivation.” In decision theory, 
the regret of an action in a par tic u lar state of nature is the loss in wel-
fare that would occur if one  were to choose this action rather than the 
one that is best in this state of nature. Suppose, for example, that action 
C maximizes welfare in state s, but one  were to choose action D instead. 
Then the regret from choosing D in this state is the welfare difference 
W(C, s) − W(D, s).

A decision maker who knows the true state of nature can choose 
the action that is best in this state. Then his regret equals zero. Thus, 
maximizing welfare is the same as minimizing regret.

The actual decision problem requires choice of an action without 
knowing the true state. In this context, the decision maker can evaluate 
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an action by the maximum regret that it may yield across all possible 
states of nature. He can then choose an action that minimizes the value 
of maximum regret. Someone who chooses in this manner is said to 
use the mimimax- regret criterion, this being an abbreviation for “mini-
mization of maximum” regret.

Using Different Criteria to Treat X-Pox

It is revealing to juxtapose the three decision criteria— expected wel-
fare, maximin, and minimax regret— in par tic u lar decision settings. 
Consider the x-pox scenario. The feasible actions are treatment alloca-
tions, assigning a fraction of the population to each treatment. The 
fraction assigned to treatment A can take any value from zero to one, 
the remainder being assigned to B. There are two states of nature, say s 
and t. In state s, treatment A is effective and B is not. In state t, B is ef-
fective and A is not.

Let welfare be mea sured by the survival rate of the population. If 
the planner assigns a fraction d of the population to treatment B and 
the remaining 1 − d to treatment A, the survival rate is d in state t and is 
1 − d in state s.

With this knowledge and welfare function, all treatment allocations 
are undominated. Compare any two fractions c and d, with c larger than 
d. Assigning fraction c of the population to treatment B outperforms as-
signing d in state t, but it underperforms d in state s.

Now consider a planner who applies each of the three decision cri-
teria. Appendix A shows that a planner who places subjective probabil-
ities on the two states of nature and evaluates a treatment allocation by 
its expected welfare would assign everyone to the treatment with the 
higher subjective probability of being effective. In contrast, the maxi-
min and the minimax- regret criteria both prescribe that the planner 
should assign half the population to each treatment. Ex post, a planner 
who maximizes the expected survival rate fi nds that either everyone 
lives or everyone dies. One who maximizes the minimum survival 
rate or minimizes maximum regret achieves a survival rate of 1⁄2 with 
certitude.

Although the maximin and minimax- regret criteria deliver the 
same treatment allocation in this illustration, the two criteria are not 
the same in general. They more typically yield different choices. To see 
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this, let us amend the description of the x-pox problem by adding a third 
state of nature, say u, in which neither treatment is effective. It can be 
shown that adding this third state does not affect the choices made by a 
planner who maximizes expected welfare or minimizes maximum re-
gret. However, all treatment allocations now solve the maximin prob-
lem. The reason is that there now exists a possible state of nature in 
which everyone dies, regardless of treatment.

4.4. Search Profi ling with Partial Knowledge of Deterrence

The x-pox scenario is pedagogically useful but intentionally simplistic. 
I summarize  here a more realistic study of planning with partial knowl-
edge, considering an aspect of law enforcement that has been the sub-
ject of considerable debate (Manski 2006). This is the choice of a profi l-

ing policy wherein decisions to search for evidence of crime may vary 
with observable attributes of the persons at risk of being searched.

Policies that make search rates vary with personal attributes are 
variously defended as essential to effective law enforcement and de-
nounced as unfair to classes of persons subjected to relatively high 
search rates. Variation of search rates by race has been particularly con-
troversial; see, for example, Knowles, Persico, and Todd (2001), Persico 
(2002), and Dominitz (2003). Whereas much research on profi ling has 
sought to defi ne and detect racial discrimination, I studied how a plan-
ner with a utilitarian welfare function might reasonably choose a pro-
fi ling policy.

To begin, I posed a planning problem whose objective is to mini-
mize the social cost of crime and search. (Maximizing welfare is equiv-
alent to minimizing social cost.) I supposed that search is costly per se, 
and search that reveals a crime entails costs for punishment of offend-
ers. Search is benefi cial to the extent that it deters or prevents crime. 
Deterrence is expressed through the offense function, which describes how 
the offense rate of persons with given attributes varies with the search 
rate applied to these persons. Prevention occurs when search prevents 
an offense from causing social harm.

I fi rst derived the optimal profi ling policy when the planner knows 
the offense function of each attribute group. An interesting fi nding was 
that it may be optimal to search a less crime- prone group and not to 
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search a more crime- prone group if members of the former group can 
be deterred and those in the latter group cannot.

I then examined the planning problem when the planner has only 
partial knowledge of the offense function and hence is unable to deter-
mine what policy is optimal. Prediction of deterrence is diffi cult. With 
this in mind, I focused on an informational setting that may sometimes 
be realistic.

I supposed that the planner observes the offense rates of a study 
population whose attribute- specifi c search rates have previously been 
chosen. He fi nds it credible to assume that the study population and the 
population of interest have the same offense function. He also fi nds it 
credible to assume that search deters crime. That is, in each attribute 
group, the offense rate decreases as the search rate increases. However, 
I supposed that the planner does not know the magnitude of the deter-
rent effect of search, which may differ by group.

In this setting, I fi rst showed how the planner can eliminate domi-
nated search rates— that is, search rates that are inferior what ever the 
actual offense function may be. Broadly speaking, low (high) search 
rates are dominated when the cost of search is low (high). The techni-
cal analysis makes this precise. I then showed how the planner can use 
the maximin or minimax- regret criterion to choose an undominated 
search rate. The two criteria yield different policies.

Although detection of discrimination was not my direct concern, 
the analysis has implications for that inferential problem. The models 
studied in Knowles, Persico, and Todd (2001) and in Persico (2002) imply 
that, in the absence of discrimination, optimal profi ling must equalize 
the offense rates of persons with different attributes, provided that such 
persons are searched at all. The model in Manski (2006) differs from 
theirs, and it does not produce their conclusion.

Perhaps the most important difference is in the welfare function 
assumed for the agency that makes profi ling policy. Persico and his col-
laborators assumed that police on the street aim to maximize the suc-
cess rate of search in detecting crime minus the cost of performing 
searches. I assumed that a planner wants to minimize a social cost func-
tion with three components: (a) the harm caused by completed offenses, 
(b) the cost of punishing offenders who are apprehended, and (c) the 
cost of performing searches. Whereas the Persico et al. welfare function 
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does not value deterrence, the one I used does. This difference in wel-
fare functions turns out to be highly consequential for policy choice.

4.5. Vaccination with Partial Knowledge of Effectiveness

I describe  here another study of planning with partial knowledge whose 
subject matter is distant from police search but whose formal structure 
is similar. Manski (2010) studied choice of vaccination policy by a plan-
ner who has partial knowledge of the effectiveness of the vaccine in 
preventing illness. I fi rst provide some background and then summarize 
the analysis.

Background

The problem of choosing a vaccination policy for a population suscep-
tible to infectious disease has drawn considerable attention from epide-
miologists, and some from economists as well. A common research ex-
ercise uses an epidemiological model to forecast the illness outcomes 
that would occur with alternative policies. The researcher then speci-
fi es a welfare function and determines the optimal policy under the 
assumption that the epidemiological model is accurate.

To give one among many recent examples, Patel, Longini, and Hal-
loran (2005) considered the optimal targeting of a limited supply of in-
fl uenza vaccine to minimize the number of illnesses or deaths in a popu-
lation. The discussion section of the article summarized a key fi nding 
(p. 210):

We have shown that the optimal vaccine distributions are highly effec-
tive, especially when compared to random mass vaccination. Imple-
mentation of the optimal vaccine distribution for Asian- like pandemic 
infl uenza was found to be 84% more effective than random vaccina-
tion when there was only enough vaccine for 30% of the entire vacci-
nation and the objective was to minimize illness. This optimal vaccina-
tion strategy involved concentrating vaccine in children, with the 
leftover vaccine going to middle aged adults. In this situation, given a 
population of 280 million people, we would be able to prevent 31 mil-
lion illnesses following the optimal vaccination strategy rather than 
random mass vaccination.
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Observe that the authors expressed their fi nding with certitude. 
Vaccination researchers have largely not studied planning with partial 
knowledge. They occasionally acknowledge uncertainty by performing 
sensitivity analyses in which they determine optimal policy under al-
ternative assumptions. However, sensitivity analysis does not provide a 
prescription for choice with partial knowledge.

Internal and External Effectiveness

There are two reasons why a health planner may have only partial 
knowledge of the effect of vaccination on illness. He may only partially 
know the internal effectiveness of vaccination in generating an immune 
response that prevents a vaccinated person from becoming ill or in-
fectious. And he may only partially know the external effectiveness of 
vaccination in preventing transmission of disease to members of the 
population who are unvaccinated or unsuccessfully vaccinated. Inter-
nal effectiveness is the only concern if response to vaccination is indi-
vidualistic. External effectiveness mea sures the extent to which vacci-
nation yields social interactions.

Learning about external effectiveness is much more diffi cult than 
learning about internal effectiveness. A standard RCT can reveal the in-
ternal effectiveness of vaccination. One may randomly draw a treatment 
group from the population, vaccinate them, and observe the fraction 
who experience an immune reaction following vaccination. An RCT 
does not reveal the external effect of vaccination on the unvaccinated. 
Suppose that a trial vaccinates some fraction of the population, say 20 
percent. Then observation of the subsequent illness rate only reveals the 
external effectiveness of vaccinating 20 percent of the population. The 
illness outcomes with all other vaccination rates are counterfactual.

If persons interact only within local areas, one might learn about 
external effectiveness by performing multiple in de pen dent trials in dif-
ferent locales, varying the vaccination rate across trials. However, this 
is not feasible if persons interact globally. Then the population com-
prises a single reference group, so it is impossible to perform multiple 
trials.

Lacking evidence from RCTs, vaccination researchers have in-
vested heavily in the development of mathematical models of disease 
transmission. Some models embody impressive efforts to formally de-
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scribe how individual behavior, social interactions, and biological pro-
cesses may combine to spread disease within a population. However, 
authors typically provide little information that would enable one to 
assess the accuracy of their behavioral, social, and biological assump-
tions. Hence, I think it prudent to view their predictions of policy out-
comes more as computational experiments than as accurate forecasts.

The Planning Problem

I posed a planning problem in which a planner must choose the vacci-
nation rate for a large population of observationally identical persons. 
Having the members of the population be observationally identical 
does not presume that persons respond identically to treatment. It only 
means that the planner does not observe personal attributes that would 
enable him to vary treatment systematically across the population.

I supposed that the planner wants to maximize a welfare function 
with two components. One mea sures the social harm caused by illness, 
and the other mea sures the social cost of vaccinating persons. I took 
the social harm of illness to be proportional to the fraction of the popu-
lation who become ill and the cost of vaccination to be proportional to 
the fraction of the population who are vaccinated. This welfare func-
tion expresses the core tension of vaccination policy: a higher vaccina-
tion rate yields the benefi t of a lower rate of illness but incurs a larger 
cost of vaccinating persons.

Similar welfare functions have been assumed in some past re-
search on optimal vaccination, such as Brito, Sheshinski, and Intriliga-
tor (1991). However, it has been more common to assume that the ob-
jective is to keep the transmission rate of disease below the threshold at 
which an epidemic occurs. See, for example, Ball and Lynne (2002) or 
Hill and Longini (2003). The latter authors ask (p. 86): “What minimal 
fraction of each age group should be vaccinated to eliminate the possi-
bility of an infl uenza epidemic in the  whole population?”

The objective of preventing onset of an epidemic may differ from 
maximization of social welfare. In epidemiology, an epidemic is formally 
defi ned to occur when the infected fraction of the population increases 
with time. In contrast, the welfare function posed in my work abstracts 
from the time path of illness and considers the prevalence of illness in 
the population.
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Partial Knowledge of External Effectiveness

The optimal vaccination rate depends on the internal and external ef-
fectiveness of vaccination. I supposed that the planner completely 
knows internal effectiveness, perhaps from per for mance of an RCT. He 
uses empirical evidence and assumptions to draw partial conclusions 
about external effectiveness.

The evidence derives from observation of the vaccination and ill-
ness rates of a study population. I supposed that the planner fi nds it 
credible to assume that external effectiveness is the same in the study 
population and the treatment population. He also fi nds it credible to 
assume that the illness rate of unvaccinated persons decreases as the 
vaccination rate increases. I supposed that the planner has no other 
knowledge. In par tic u lar, he knows nothing about the degree to which 
infection decreases as the vaccination rate rises.

This informational setting is analogous to the one I described in 
the last section, when considering choice of a rate of police search when 
the planner has partial knowledge of the deterrent effect of search. The 
assumptions that search deters crime and that vaccination prevents 
transmission of disease are two examples of monotone treatment response, 
an often credible and useful assumption asserting that the prevalence 
of a bad outcome falls monotonically as the magnitude of a benefi cial 
treatment rises (Manski 1997b).

Choosing a Vaccination Rate

It might be thought that the monotonicity assumption is too weak to 
yield interesting implications for treatment choice. However, it has con-
siderable power in the vaccination setting, as it did with police search. 
It implies that small (large) vaccination rates are dominated when the 
cost of vaccinating persons is suffi ciently small (large) relative to the 
harm due to illness.

With dominated vaccination rates eliminated from consideration, 
the planner must still choose among the undominated rates. I derived 
the maximin and minimax- regret rates. The planner might choose to 
vaccinate no one, the entire population, or some fraction of the popula-
tion. The specifi c fi ndings depend jointly on the data obtained from the 
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study population, the relative costs of illness and vaccination, and the 
decision criterion used.

The fi ndings of this study may be used to form vaccination policy 
when a public health agency has the authority to mandate treatment, 
observes a study population, and is reluctant to assume more about 
external effectiveness than its monotonicity in the vaccination rate. Of 
course the fi ndings are not universally applicable. They necessarily 
depend on my specifi cation of the feasible policy choices, the welfare 
function, and the knowledge of treatment response possessed by the 
planner. What is universally applicable is the general approach: specify 
the planning problem, eliminate dominated policies, and then use some 
decision criterion to choose an undominated policy.

4.6. Rational and Reasonable Decision Making

I wrote near the beginning of this chapter that decision theory prescribes 
how a rational decision maker should behave or, less ambitiously, con-
templates how a decision maker might reasonably behave. There has 
long been a tension between these perspectives on the mission of deci-
sion theory. This tension has practical and intellectual importance. I will 
discuss it at some length to conclude the chapter.

One perspective asserts that decision theory should prescribe par tic-
u lar procedures to choose among undominated actions. Adherence to 
these procedures is said to constitute rational decision making. The other 
perspective studies and compares various decision criteria without assert-
ing that one is preeminent. As shorthand, I will say that the two perspec-
tives respectively concern rational and reasonable decision making.

I expressed the reasonableness perspective when I wrote that there 
is no unambiguously correct way to choose among undominated ac-
tions. I examined three prominent decision criteria, but I did not rec-
ommend a par tic u lar one. My aims  were more modest, to show that 
choice among decision criteria is consequential and to illustrate how 
the decision made may depend on the criterion used. The x-pox example 
demonstrated this dramatically.

The reasonableness perspective was expressed by Abraham Wald, 
a pioneer of statistical decision theory who studied the maximin 
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 criterion in depth. Wald did not contend that this criterion is optimal, 
only that it is reasonable. Semantically, Wald viewed the decision 
maker as wanting to minimize a loss function rather than maximize a 
welfare function. Hence, he used the term minimax rather than maxi-
min. Early in his seminal book Statistical Decision Functions, Wald wrote 
(1950, 18): “a minimax solution seems, in general, to be a reasonable 
solution of the decision problem.”

Perhaps the most infl uential proponent of the rationality perspec-
tive has been Leonard Savage, who also made landmark contributions 
to decision theory in the mid- twentieth century. In 1951, Savage argued 
strongly against the minimax criterion. Reviewing Wald (1950), he wrote 
(Savage 1951, 63): “Application of the minimax rule . . .  is indeed ultra- 
pessimistic; no serious justifi cation for it has ever been suggested.”

Savage went on to propose the minimax- regret criterion, suggest-
ing that it offers a more sensible approach to decision making. The 
minimax and minimax- regret criteria differ in how they mea sure loss. 
The former mea sures loss in absolute terms. The latter mea sures it rela-
tive to the best outcome achievable in a given state of nature. As a con-
sequence, minimax regret is not “ultra- pessimistic.”

Three years later, in his own seminal book Foundations of Statistics, 
Savage (1954) argued for the preeminence of the expected welfare cri-
terion, asserting not only that a decision maker might use this criterion 
but that he should do so. He famously proved that adherence to certain 
consistency axioms on choice behavior is mathematically equivalent to 
placing a subjective probability distribution on the possible states of 
nature and maximizing expected welfare. He declared that adherence 
to his axioms constitutes rational behavior. He concluded that a deci-
sion maker should place a subjective distribution on his state space and 
should maximize expected welfare.

The Savage argument has been highly infl uential among applied 
economists, yet it was immediately controversial among decision theo-
rists. A large and contentious literature has developed, expressing nu-
merous perspectives. This book is not the right venue to summarize 
and review the literature. However, I will explain why I personally do 
not accept the Savage argument and do not think that the expected 
welfare criterion warrants a preeminent position among decision crite-
ria. I begin by discussing the nature of Savage’s argument for his con-
sistency axioms.
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The Savage Argument for Consistency

Savage worked in the branch of decision theory known as axiomatic de-

cision theory. The staple formalism of axiomatic decision theory is a 
repre sen ta tion theorem that considers a collection of hypothetical choice 
scenarios and proposes axioms mandating consistency of behavior 
across scenarios. Such a theorem proves that adherence to the axioms 
is necessary and suffi cient for behavior across scenarios to be represent-
able as application of a par tic u lar decision criterion.

Consistency axioms are assertions that a person who would make 
par tic u lar choices in specifi ed choice scenarios should, for the sake of 
consistency, make certain related choices in other scenarios. Perhaps the 
best known consistency axiom, and one of the easiest to contemplate, is 
transitivity.

Transitivity: Let C, D, and E be three actions. Consider three choice sce-
narios. In one setting, a decision maker must choose between C and D. 
In the second, he must choose between D and E. In the third, he must 
choose between C and E. Choice behavior is said to be transitive if a 
person who would choose C over D, and D over E, would also choose C 
over E.

Transitivity is simple to understand when action C dominates D and ac-
tion D dominates E. The defi nition of dominance implies that C then 
dominates E. It follows logically that E should not be chosen over C.

The normative appeal of transitivity is more murky when the three 
actions are all undominated. Then logic does not dictate that someone 
who chooses C over D, and D over E, should choose C over E.

Nevertheless, Savage asserted that adherence to transitivity and 
several additional consistency axioms constitutes rational decision 
making with partial knowledge. In doing so, he recognized that logic 
per se does not require adherence to the axioms (p. 7):

I am about to build up a highly idealized theory of the behavior of a 
“rational” person with respect to decisions. In doing so I will, of course, 
have to ask you to agree with me that such and such maxims of behav-
ior are “rational.” In so far as “rational” means logical, there is no live 
question; and, if I ask your leave there at all, it is only as a matter of 
form. But our person is going to have to make up his mind in situations 
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in which criteria beyond the ordinary ones of logic will be necessary. 
So, when certain maxims are presented for your consideration, you 
must ask yourself whether you try to behave in accordance with them, 
or, to put it differently, how you would react if you noticed yourself vio-
lating them.

Concerning the axiom of transitivity, he wrote this, referring to three 
actions as f, g, and h (p. 21):

When it is explicitly brought to my attention that I have shown a pref-
erence for f as compared with g, for g as compared with h, and for h as 
compared with f, I feel uncomfortable in much the same way that I do 
when it is brought to my attention that some of my beliefs are logically 
contradictory. Whenever I examine such a triple of preferences on my 
own part, I fi nd that it is not at all diffi cult to reverse one of them. In 
fact, I fi nd that on contemplating the three alleged preferences side by 
side that at least one among them is not a preference at all, at any rate 
not any more.

In the fi rst passage, Savage calls on his reader to introspect and to agree 
with him that his axioms have normative appeal as characteristics of 
rationality. In the second, he states that his own introspection reveals 
to him the desirability of transitivity.

Nothing in these passages argues that adhering to the Savage axi-
oms produces substantively good decisions. Savage viewed consistency 
as a virtue per se. He wrote (p. 20): “It does not seem appropriate  here to 
attempt an analysis of why and in what contexts we wish to be consis-
tent; it is suffi cient to allude to the fact that we often do wish to be so.”

Axiomatic Rationality and Actualist Rationality

One may critique the Savage axioms from within axiomatic decision 
theory or from the outside. Internal critiques agree with Savage and 
with axiomatic decision theory more broadly that consistency of be-
havior across hypothetical choice scenarios is a virtue. The critique 
centers on the specifi c axioms proposed as having normative appeal. 
Appraisal of normative appeal in axiomatic decision theory rests on 
introspection, so there should be no expectation that consensus will 
emerge. Indeed, decision theorists exhibit considerable difference in 
opinion. A reader with suffi cient mathematical background and inter-
est in the continuing debate within axiomatic decision theory may 
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want to read the monograph Rational Decisions of Binmore (2009), 
which cata logs and assesses a wide spectrum of consistency axioms.

External critiques take issue with the idea that adherence to consis-
tency axioms is virtuous. In Manski (2011d), I argue that a person facing 
an actual decision problem is not concerned with the consistency of his 
behavior across hypothetical choice scenarios. He only wants to make a 
reasonable choice in the setting that he actually faces. Hence, normative 
decision theory should focus on what I call actualist rationality.

Actualist Rationality: Prescriptions for decision making should promote 
welfare maximization in the choice problem the agent actually faces.

The word actualist is seldom used in modern En glish, but an old defi ni-
tion captures the idea well.

Actualist: One who deals with or considers actually existing facts and 
conditions, rather than fancies or theories. (Webster’s Revised Unabridged 

Dictionary, 1913 edition)

Actualist rationality differs from the rationality of axiomatic decision 
theory. In the language of philosophical ethics, actualist rationality is 
consequentialist— one values a prescription for decision making for its wel-
fare consequences. The rationality of axiomatic theory is deontological— 
one values consistency of behavior across choice scenarios as a virtue 
per se.

From the perspective of actualist rationality, one need not join 
Savage in introspection regarding the normative appeal of his or other 
axioms. One rather rejects existing axiomatic decision theory as irrele-
vant to assessment of reasonable behavior with partial knowledge. Axi-
omatic theory would become relevant if researchers  were to show that 
adherence to certain axioms promotes good decision making in prac-
tice. However, this has not been the objective of axiomatic theory to 
date.

Axiomatic and Actualist Perspectives on Subjective Probability

The difference between axiomatic and actualistic thinking is illustrated 
well by contrasting their conceptualizations of subjective probability 
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distributions. The Savage consistency axioms make no reference to sub-
jective probabilities. They arise only when Savage shows that adher-
ence to the axioms is mathematically equivalent to placing a subjective 
probability distribution on the possible states of nature and maximiz-
ing expected welfare.

From the actualist perspective, subjective probability is not a 
mathematical construct that is implicit in choice behavior. It is rather 
a psychological construct that persons use to make decisions. Arguing 
for the psychological realism of subjective probabilities, Tversky and 
Kahneman (1974, 1130) made plain the difference between the two 
perspectives:

It should perhaps be noted that, while subjective probabilities can 
sometimes be inferred from preferences among bets, they are normally 
not formed in this fashion. A person bets on team A rather than on 
team B because he believes that team A is more likely to win; he does 
not infer this belief from his betting preferences. Thus, in reality, sub-
jective probabilities determine preferences among bets and are not de-
rived from them, as in the axiomatic theory of rational decision.

The statistical decision theorist James Berger has also contrasted 
the two perspectives (Berger 1985, 121), cautioning that “a Bayesian 
analysis may be ‘rational’ in the weak axiomatic sense, yet be terrible 
in a practical sense if an inappropriate prior distribution is used.” Berg-
er’s comment expresses the actualist perspective that what matters is 
the per for mance of a decision criterion in practice. His use of the word 
“prior” refers to the subjective distribution that one holds before ob-
serving some relevant empirical evidence.

Ellsberg on Ambiguity

Whereas the above passages presume that a decision maker places a 
subjective distribution on the possible states of nature, Daniel Ellsberg 
questioned this presumption. Ellsberg is widely known to the American 
public for his dissemination in 1971 of the Pentagon Papers. He is famous 
within decision theory for a seminal article (Ellsberg 1961) where he 
observed that thoughtful persons sometimes exhibit behavioral patterns 
that violate the Savage axioms in ways implying that they do not hold 
subjective distributions. Considering this behavior, he concluded his 
article (p. 669):
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Are they foolish? It is not the object of this paper to judge that. I have 
been concerned rather to advance the testable propositions: (1) certain 
information states can be meaningfully identifi ed as highly ambiguous; 
(2) in these states, many reasonable people tend to violate the Savage 
axioms with respect to certain choices; (3) their behavior is deliberate 
and not readily reversed upon refl ection; (4) certain patterns of “violat-
ing” behavior can be distinguished and described in terms of a speci-
fi ed decision rule.

If these propositions should prove valid, the question of the optimality 
of this behavior would gain more interest. The mere fact that it confl icts 
with certain axioms of choice that at fi rst glance appear reasonable does 
not seem to me to foreclose this question; empirical research, and even 
preliminary speculation, about the nature of actual or “successful” 
decision- making under uncertainty is still too young to give us confi -
dence that these axioms are not abstracting away from vital consider-
ations. It would seem incautious to rule peremptorily that the people in 
question should not allow their perception of ambiguity, their unease 
with their best estimates of probability, to infl uence their decision: or to 
assert that the manner in which they respond to it is against their long- 
run interest and that they would be in some sense better off if they 
should go against their deep- felt preferences. If their rationale for their 
decision behavior is not uniquely compelling. . . .  , neither, it seems to 
me, are the counterarguments. Indeed, it seems out of the question sum-
marily to judge their behavior as irrational: I am included among them.

In any case, it follows from the propositions above that for their be-
havior in the situations in question, the Bayesian or Savage approach 
gives wrong predictions and, by their lights, bad advice. They act in 
confl ict with the axioms deliberately, without apology, because it seems 
to them the sensible way to behave. Are they clearly mistaken?

As with Berger, Ellsberg’s language expresses the actualist per-
spective that what matters is the per for mance of a decision criterion in 
practice. He writes that if behavior confl icts with the Savage axioms, 
we should not conclude that decision makers are irrational. We should 
instead investigate the per for mance of the decision criteria they use to 
cope with ambiguity. He explicitly raises concern with “the nature of 
actual or ‘successful’ decision- making under uncertainty.”

The Quest for Rationality and the Search for Certitude

I have stated previously that, as I see the matter, there is no unambigu-
ously correct way to choose among undominated actions. Hence, I view 
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as misguided the quest by Savage and other axiomatic decision theo-
rists to prescribe some unique pro cess of rational decision making with 
partial knowledge. We must face up to the nonexistence of optimal 
decision criteria and suffi ce with reasonable ones.

The quest for rationality has much in common with the search for 
certitude discussed in the fi rst part of this book. Analysts often predict 
outcomes with certitude, even though the certitude is not credible. 
Similarly, decision theorists sometimes declare that they know the best 
way to make decisions, even though optimality is unattainable. I wrote 
in the Introduction that I hope to move future policy analysis away 
from incredible certitude and toward honest portrayal of partial knowl-
edge. I similarly hope to move policy making toward honest recogni-
tion that multiple decision criteria may be reasonable.



q

THIS chapter applies the framework for planning with partial knowl-
edge introduced in Chapter 4 to the problem of allocating a population 
to two treatments. I also consider collective decision pro cesses, where a 
group of policy makers jointly choose treatments. In both settings, I 
propose diversifi ed treatment choice as a strategy to cope with uncer-
tainty and reduce it over time. I originally developed this idea in Man-
ski (2007a, 2009).

Financial diversifi cation has long been a familiar recommendation 
for portfolio allocation, where an investor allocates wealth across a set 
of investments. A portfolio is said to be diversifi ed if the investor allo-
cates positive fractions of wealth to different investments, rather than 
all to one investment. An investor with full knowledge of the returns 
to alternative investments would not diversify. He would be better off 
investing all his wealth in the investment with the highest return. The 
rationale for fi nancial diversifi cation arises purely from incompleteness 
of knowledge. Broadly speaking, diversifi cation enables someone who 
is uncertain about the returns to investments to balance different po-
tential errors.

I will argue that diversifi cation may also be appealing when a soci-
ety must treat a population of persons and does not know the best 
treatment. I gave an initial example in Chapter 4 when the minimax- 
regret criterion was applied to the problem of treating x-pox. We found 
that a planner using this decision criterion would randomly assign half 
the population to each treatment. An individual could not diversify her 
own treatment. Each person received one treatment and either lived or 

5

Diversifi ed Treatment Choice
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died. Yet the community could diversify by having positive fractions of 
the population receive each treatment. Thus, private diversifi cation of 
treatment for x-pox was impossible, but communal diversifi cation was 
possible.

Sequential treatment of new cohorts of persons strengthens the 
appeal of diversifi cation. The reason is that society may now benefi t 
from learning, with observation of the outcomes experienced by earlier 
cohorts informing treatment choice for later cohorts. Diversifi cation is 
advantageous for learning because it randomly assigns persons to the 
two treatments and thus yields the advantages for policy analysis of 
classical randomized experiments. In a stable environment where treat-
ment response does not vary over time, diversifi cation copes with un-
certainty in the short run and reduces it in the long run.

Of course diversifi cation is not always feasible. Humanity faces col-
lective threats ranging from strategic nuclear war to systemic fi nancial 
crisis to global warming to pandemics. As long as we inhabit just one 
integrated world, these risks are undiversifi able. Nevertheless, many 
risks are diversifi able. These are our present concern.

I fi rst consider settings in which a planner treats a single cohort of 
persons. I then suppose that the planner sequentially treats a succession 
of cohorts of persons who have the same distribution of treatment re-
sponse. Finally, the chapter considers collective decision pro cesses.

For simplicity, I focus mainly on settings in which one treatment is 
a status quo and the other is an innovation. For example, the status quo 
may be a standard medical practice using existing technology, while 
the innovation may use new technology. It often is reasonable to sup-
pose that response to a status quo treatment is known from experience. 
Then the only informational problem is partial knowledge of response 
to the innovation, which has not yet been used in practice.

Diversifi cation and Profi ling

Before we proceed, I should explain how treatment diversifi cation dif-
fers from profi ling. Diversifi cation calls for randomly differential treat-
ment of persons. Profi ling, discussed in Chapter 4 in the context of 
police search, calls for systematically differential treatment of persons 
who differ in observable attributes thought to be associated with treat-
ment response. For example, prescribed medical treatments may vary 



 Diversifi ed Treatment Choice 141

with patient age and health status. Public assistance to unemployed 
workers may vary with worker experience and skills. Sentencing of of-
fenders may vary with prior convictions.

Profi ling may be good policy when a planner knows something 
about how treatment response varies across groups of persons. If he 
knows that a par tic u lar treatment tends to work better for members of 
one group and a different treatment for those in another group, then he 
may want to systematically vary treatments across the two groups.

Diversifi cation may be appealing when a planner does not know 
how treatment response varies across persons. Then he cannot system-
atically differentiate treatment. Yet he may fi nd it benefi cial to ran-
domly vary treatment in order to cope with uncertainty and learn.

5.1. Allocating a Population to Two Treatments

When considering choice among undominated actions in Chapter 4, I 
distinguished situations in which a decision maker does and does not feel 
able to place subjective probabilities on the states of nature he thinks 
feasible. The expected welfare criterion has commonly been prescribed 
for decision making in the former situation. The maximin and minimax- 
regret criteria have been proposed for the latter situation.

The x-pox illustration showed that the decision criterion is con-
sequential. Supposing that welfare is mea sured by the survival rate of 
the community, we found that a planner maximizing expected wel-
fare does not diversify treatment. One using the maximin criterion 
diversifi es with a 50– 50 allocation in the example with two states 
of nature but not in the case with three states of nature. A planner 
using the minimax- regret criterion chooses a 50– 50 allocation in 
both cases.

I show  here how treatment choice depends on the decision criterion 
when a planner must assign each member of a population to one of two 
feasible treatments. As earlier, the two treatments are labeled A and B. As 
in the x-pox illustration, the feasible actions are treatment allocations, 
assigning a fraction of the population to each treatment. That is, for any 
allocation d between zero and one, the planner can assign fraction d of 
the population to treatment B and the remaining 1 − d to A. As in the il-
lustration, treatment response is individualistic.
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The present analysis is simple enough that I can give a mostly self- 
contained exposition, using only elementary notation and algebra. 
(Readers who are averse to any algebra can read this section lightly and 
then proceed to Section 5.2.) Yet it generalizes the x-pox illustration in 
two important respects. First, the outcome of treatment may be a mag-
nitude rather than a dichotomy such as survival versus death. Second, 
treatment response may vary across the population. For example, the 
outcome of interest for medical treatment may be the number of years 
that a patient survives. Persons who receive a given treatment may sur-
vive different lengths of time.

Treatment choice depends on the welfare function. In the x-pox 
illustration, welfare was mea sured by the survival rate of the population. 
Thus, the planner added up the 0– 1 survival outcomes of each member 
of the population and divided by population size. A natural generaliza-
tion of this idea is to let welfare be mea sured by the mean outcome of 
treatment. Thus, I will suppose that the planner adds up the outcomes 
of the population and divides by population size.

As in the x-pox illustration, the expected welfare, maximin, and 
minimax- regret criteria have distinct diversifi cation properties. A plan-
ner maximizing expected welfare does not diversify treatment. One 
using the maximin criterion diversifi es when the state space has certain 
properties but more typically does not diversify. A planner using the 
minimax- regret criterion always diversifi es, the specifi c allocation de-
pending on the mean treatment outcomes that he thinks feasible. Thus, 
the decision criterion that a planner uses is highly consequential for 
treatment choice.

The Welfare Function

To initiate the analysis, let W(d, s) denote the welfare that results if the 
planner randomly assigns fraction d of the population to treatment B 
and state of nature s occurs. For example, if the outcome of interest for 
medical treatment is life span, W(d, s) is the mean life span of the popu-
lation of patients when fraction d of them receive treatment B and frac-
tion 1 − d receive A.

We can write W(d, s) as a weighted average of the mean outcomes 
that would occur if everyone  were to receive one of the two treatments. 
W(0, s) is the mean outcome that would occur if everyone  were to re-
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ceive treatment A and W(1, s) is the mean outcome if everyone  were to 
receive B. The mean outcome when fraction d of the population receive 
treatment B is d times W(1, s) plus (1 − d) times W(0, s). Thus,

W(d, s) = (1 − d) × W(0, s) + d × W(1, s).

The planner wants to choose an allocation that maximizes this 
welfare function. The diffi culty is that he does not know the true state 
of nature. All treatment allocations are undominated if there exists a 
state of nature s in which treatment A outperforms B, and another state 
t in which B outperforms A. To see this, compare any two fractions c 
and d, with c larger than d. Assigning fraction c of the population to 
treatment B outperforms assigning d in state t, but it underperforms d 
in state s.

A Status Quo Treatment and an Innovation

Having specifi ed the welfare function, we can study treatment choice. 
To simplify the analysis, I henceforth let A be a status quo treatment 
and B an innovation. I suppose that the planner observes past response 
to A and fi nds it credible to assume that future response will remain 
the same. Thus, the planner knows the mean outcome that would oc-
cur if everyone  were to receive treatment A, and he has partial knowl-
edge only about response to B. I give the main results  here and elabo-
rate in Appendix B. Appendix C describes how the analysis extends to 
settings with partial knowledge of the outcomes of both treatments.

Let W0 denote the known mean outcome that would occur if every-
one  were to receive the status quo treatment. Thus, the planner knows 
that W(0, s) = W0 in every feasible state of nature. Then the welfare func-
tion takes the form

W(d, s) = (1 − d) × W0 + d × W(1, s).

Let L(1) and H(1) denote the lowest and highest values that W(1, s) takes 
across all feasible states. If L(1) < W0 < H(1), the planner does not know 
which treatment is best. Assigning everyone to the innovation may 
yield lower or higher welfare than assigning everyone to the status quo.

We are now ready to determine the treatment allocation chosen by 
a planner who uses the expected welfare, maximin, or minimax- regret 
criterion. I do so and then give two illustrations.
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Expected Welfare

A planner using the expected welfare criterion places a subjective prob-
ability distribution on the states of nature that he thinks feasible. He 
uses this distribution to predict the welfare that would result if every-
one  were assigned to the innovation, weighting states of nature by their 
subjective probabilities. It can be shown that if he places high probabil-
ity on states in which the innovation is more effective than the status 
quo, he assigns everyone to the innovation. Contrariwise, if he places 
low subjective probability on these states, he assigns everyone to the 
status quo.

Maximin

A planner using the maximin criterion evaluates the welfare from as-
signing everyone to the innovation by its lowest possible value, this 
being L(1). If L(1) is less than W0, he assigns everyone to the status quo. 
Thus, the maximin criterion operationalizes a strong form of status quo 

deference, assigning the entire population to it unless the planner is cer-
tain that the innovation is better.

Minimax Regret

The maximin criterion is grossly asymmetric in its attitude toward 
treatment errors. It entirely avoids type B errors (choosing the innova-
tion when the status quo is better), but it entirely ignores type A errors 
(choosing the status quo when the innovation is better). There is no 
intrinsic reason why one should view the two types of error asymmet-
rically. Suppose instead that the planner gives equal weight to type A 
and type B errors and, consequently, wants to balance their potential 
welfare effects. The minimax- regret criterion formalizes this idea.

The regret of a treatment allocation is the loss in welfare resulting 
from choice of this allocation rather than the best allocation. A planner 
would like to choose the best allocation, in which case regret would be 
zero. However, the planner does not know the best allocation. As dis-
cussed in Chapter 4, the minimax- regret criterion selects an allocation 
that minimizes the maximum regret that could potentially materialize.

I show in Appendix B that when L(1) < W0 < H(1), a planner using 
the minimax- regret criterion randomly assigns to the innovation this 
fraction of the population:
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Observe that the fraction assigned to the innovation depends on the 
position of W0 relative to L(1) and H(1). Given values for L(1) and H(1), 
the fraction receiving the innovation rises from zero to one as W0 falls 
from H(1) to L(1). This variation is sensible. As W0 falls, the maximum 
welfare loss from type A errors increases and that from type B errors 
decreases. Balancing the potential welfare effects of the two types of 
error requires that d increase.

Choosing Sentences for Convicted Juvenile Offenders

To illustrate planning with the expected welfare, maximin, and minimax- 
regret criteria, I will again use the Manski and Nagin study of judicial 
sentencing of convicted offenders. Let the planner be the state of Utah, 
and let the population under treatment be males under age sixteen who 
are convicted of an offense. Let treatment A be the status quo, this being 
judicial discretion to sentence an offender to residential confi nement or 
to order a sentence that does not involve confi nement. (This differs from 
Chapter 2, where treatment A was mandatory non- confi nement.) As in 
Chapter 2, let treatment B be an innovation mandating confi nement 
for all convicted offenders. Let welfare be mea sured by the fraction of 
offenders who refrain from committing a crime in the two- year period 
following sentencing.

Analyzing data on outcomes under the status quo, Manski and 
Nagin fi nd that W0 = 0.39. In the absence of knowledge of how judges 
choose sentences or how offenders respond to their sentences, the data 
reveal only that the fraction of offenders who would remain crime- free 
under the innovation is at least 0.03 but no greater than 0.92. Thus, 
L(1) = 0.03, and H(1) = 0.92.

Consider treatment choice with this partial knowledge. If the state 
of Utah maximizes expected welfare, it fully adopts the innovation of 
mandatory confi nement if its subjective probability distribution on the 
state space makes the expected welfare of mandatory confi nement ex-
ceed 0.39. It leaves the status quo of judicial discretion in place if the 
expected welfare of the innovation is less than 0.39.

If Utah uses the maximin criterion, it leaves the status quo in place 
because L(1) = 0.03 and W0 = 0.39. If the state uses the minimax- regret 
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criterion, it assigns a randomly chosen fraction (0.92 − 0.39)/
(0.92 − 0.03) = 0.60 of offenders to mandatory confi nement, leaving ju-
dicial discretion in place for the remaining fraction 0.40.

Allocation of Wealth to a Safe and Risky Investment

A second illustration concerns fi nancial rather than public planning. A 
familiar problem in fi nancial planning is allocation of wealth between 
two investments, one safe and the other risky. The investor wants to 
maximize the rate of return on his portfolio. He knows the return to the 
safe investment, but he has only partial knowledge of the return to 
the risky one. He thinks that the risky investment may yield either a 
lower or a higher return than the safe one.

This decision problem has the same structure as treatment choice. 
The investor is a planner. Dollars of wealth are the population members. 
The safe and risky investments are treatments A and B respectively. A 
portfolio is a treatment allocation. The rate of return on a portfolio is 
welfare.

An investor using the expected welfare criterion computes the sub-
jective expected return on the risky investment. He allocates all wealth 
to this investment if its expected return exceeds the known return on 
the safe investment. He allocates all wealth to the safe investment if the 
expected return on the risky investment is smaller than the known re-
turn on the safe investment.

An investor using the maximin criterion allocates all wealth to the 
safe investment. One using the minimax- regret criterion chooses a diver-
sifi ed portfolio, the fraction of wealth allocated to the risky investment 
being

H W
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In this application, W0 is the known rate of return on the safe invest-
ment. The quantities L(1) and H(1) are the lowest and highest rates of 
return on the risky investment that the investor thinks possible.

Risk- Averse Planning

The fi ndings described above depend on the premise that welfare is 
mea sured by the mean outcome of treatment. Thus, each unit change 
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in the mean outcome yields the same change in welfare. In some set-
tings, one may feel that each additional unit increase in the mean out-
come adds less to welfare. This idea is familiar in analysis of fi nancial 
planning. Researchers often suppose that reducing the return on a port-
folio by 1 percent subtracts more from an investor’s welfare than rais-
ing the return by 1 percent adds to welfare. Similarly, in the x-pox illus-
tration, one may feel that reducing the survival rate of the population 
by 1 percent subtracts more from welfare than raising the survival 
rate by 1 percent adds to welfare.

How does revising the welfare function in this way affect treatment 
choice? The answer depends on the decision criterion. In expected util-
ity theory, an investor who wants to maximize his portfolio return is 
said to be risk neutral. One who values a dollar lost more than a dollar 
earned is said to be risk averse. A classical result is that a risk- neutral 
investor will invest all of his wealth in the investment with the higher 
expected return, but a risk- averse investor may choose a diversifi ed 
portfolio. Similarly, a risk- neutral planner will assign all members of 
the population to the treatment with the higher expected welfare, but 
a risk- averse planner may diversify treatment.

Example: Consider the x-pox scenario. Suppose that a planner places 
subjective probability p(s) on the state of nature in which treatment A is 
effective, and p(t) on the state in which B is effective, the probabilities 
summing to one. Let welfare be mea sured by the logarithm of the popu-
lation survival rate— this welfare function values a life lost more than 
a life saved. Then the expected welfare criterion yields a treatment allo-
cation that mirrors the planner’s subjective probabilities. It can be 
shown that he assigns fraction p(s) of the population to treatment A 
and fraction p(t) to B.

The terms “risk neutral” and “risk averse” are specifi c to expected utility 
theory. However, the idea that each additional unit increase in mean 
outcome adds less to welfare is meaningful more generally. Hence, we 
can ask how an investor or planner who feels this way would behave 
when using the maximin or minimax- regret criterion.

I show in Manski (2009) that the minimax- regret portfolio choice 
or treatment allocation typically changes, but it remains diversifi ed. In 
contrast, the maximin treatment allocation does not change. If L(0) < W0, 
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an investor using the maximin criterion always invests fully in the 
safe asset, and a planner always allocates everyone to the status quo 
treatment.

5.2. Diversifi cation and Equal Treatment of Equals

Proposing that an investor may want to choose a diversifi ed portfolio is 
uncontroversial. It is similarly uncontroversial to suggest that a fi rm 
diversify when making production decisions. For example, it is com-
mon to recommend that a farmer diversify when planting crops. In this 
setting, the treatments are alternative crops, the population comprises 
a set of plots of land, and the farmer may be uncertain about crop yields 
or prices.

I have, however, found it controversial to propose diversifi cation of 
treatments to humans. Presenting the idea in seminars and lectures, I 
have frequently received comments that, in the absence of knowledge 
of treatment response that justifi es profi ling, all persons should receive 
the same treatment. The concern is that treatment diversifi cation vio-
lates the ethical principle calling for “equal treatment of equals.”

Section 5.1 did not address this ethical concern. When specifying 
the welfare function used by the planner, I maintained the traditional 
consequentialist assumption of public economics. That is, policy choices 
matter only for the outcomes they yield. Equal treatment of equals is a 
deontological consideration. That is, it supposes that actions have intrin-
sic value, apart from their consequences. I will address the concern 
with equal treatment  here.

Ex Ante and Ex Post Equal Treatment

Diversifi cation is consistent with the equal- treatment principle in the ex 

ante sense that all members of the population have the same probability 
of receiving a par tic u lar treatment. It violates the principle in the ex post 
sense that different persons ultimately receive different treatments. 
Thus, equal treatment holds ex ante but not ex post.

The x-pox scenario dramatically illustrates the difference between 
the ex ante and ex post senses of equal treatment. Administering treat-
ment A to the entire population provides equal treatment in both 
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senses. Moreover, it equalizes realized outcomes, as the entire popula-
tion either survives or dies. Administering each treatment to half the 
population treats everyone equally ex ante, each person having a 50 
percent chance of receiving each treatment. However, it does not treat 
people equally ex post. Nor does it equalize outcomes, as half the popu-
lation lives and half dies.

Demo cratic societies ordinarily adhere to the ex post sense of equal 
treatment. Americans who have the same income, deductions, and ex-
emptions are required to pay the same federal income tax. The Equal 
Protection clause in the Fourteenth Amendment to the U.S. Constitu-
tion is held to mean that all persons in a jurisdiction are subject to the 
same laws, not that all persons have the same chance of being subject 
to different laws.

Nevertheless, some important policies adhere to the ex ante sense 
of equal treatment but explicitly violate the ex post sense. American 
examples include random tax audits, drug testing and airport screening, 
random calls for jury ser vice, and the Green Card and Vietnam draft lot-
teries. These policies have not been prompted by the desire to cope with 
uncertainty that motivates treatment diversifi cation. Yet they do indi-
cate some willingness of society to accept policies that provide ex ante 
equal but ex post unequal treatment.

Demo cratic societies come closer to treatment diversifi cation as 
suggested  here when they permit per for mance of randomized experi-
ments. Randomized experiments are undertaken explicitly to learn 
about treatment response. Combining ex ante equal treatment with ex 
post unequal treatment is precisely what makes randomized experi-
ments informative. Modern medical ethics permits randomization only 
under conditions of clinical equipoise— that is, when partial knowledge 
of treatment response prevents a determination that one treatment is 
superior to another.

The current practice of randomized experiments differs from 
treatment diversifi cation mainly in that democracies do not ordinarily 
compel participation in experiments. Concern with compulsion has 
been particularly strong in medical trials, which advertise for volun-
teers and go to lengths to obtain informed consent from experimental 
subjects.
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Combining Consequentialism and Deontological Ethics

Suppose that a society is concerned with the ex post sense of equal treat-
ment but also wants to consider policies that diversify treatment. How 
might it proceed?

Phi los o phers often take the position that deontological consider-
ations should supersede consequentialist ones. This suggests a lexico-
graphic decision pro cess in which one fi rst restricts attention to actions 
deemed deontologically acceptable and only then considers the conse-
quences of these actions. If one considers ex post unequal treatment to 
be unacceptable, diversifi cation of treatment is off the table.

In contrast, economists almost universally think it permissible to 
make trade- offs, weighing the pros and cons of an action. Working 
from this perspective, I have suggested amending the welfare function 
of Section 5.1 by adding a term that expresses societal concern with ex 
post equal treatment (Manski 2009).

The idea is to let the welfare function have this form:

W(d, s) = (1 − d) × W(0, s) + d × W(1, s) − E(d),

where E expresses the social cost of deviating from equal treatment— 
that is, E(0) and E(1) equal zero but E(d) is positive when d does not 
equal zero or one. Thus, one subtracts something from welfare when 
the allocation diversifi es treatments. I considered the special case where 
E(d) equals some positive constant for all diversifi ed allocations and 
showed that concern with ex post equal treatment does not affect the 
minimax- regret allocation if the positive constant is not too large. 
However, the planner chooses to assign everyone to the same treatment 
if the magnitude of the constant exceeds a threshold.

A planner using such a welfare function trades off consequentialist 
and deontological considerations. He chooses a deontologically inferior 
allocation if it yields suffi ciently superior outcomes.

5.3. Adaptive Diversifi cation

I have so far supposed that the planner makes a onetime decision on 
treatment allocation. Now suppose that the planner sequentially treats 
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a succession of cohorts. Sequential planning makes it possible to benefi t 
from empirical learning, with observation of the outcomes experienced 
by earlier cohorts informing treatment choice for later cohorts.

The consequentialist argument for treatment diversifi cation 
strengthens if a planner treats a sequence of cohorts of persons who have 
the same distribution of treatment response. Diversifi cation generates 
randomized experiments yielding outcome data on both treatments. As 
time passes, the planner can revise his treatment allocation, treating suc-
cessive cohorts differently as data accumulates. I call this idea adaptive 

diversifi cation.

Adaptive Minimax Regret

The adaptive minimax- regret (AMR) criterion offers a simple way to im-
plement adaptive diversifi cation. The planner applies to each cohort the 
minimax- regret criterion using the knowledge of treatment response 
available at the time of treatment. The result is a diversifi ed allocation 
whenever the available knowledge does not suffi ce to determine which 
treatment is better. The criterion is adaptive because knowledge of treat-
ment response accumulates over time, so successive cohorts may receive 
different allocations. Eventually, the planner may learn which treatment 
is better. From this point on, he assigns new cohorts entirely to the better 
treatment.

The AMR criterion treats each cohort as well as possible, in the 
minimax- regret sense, given the available knowledge. It does not ask 
the members of one cohort to sacrifi ce their own welfare for the sake of 
learning. Nevertheless, use of the criterion enables learning that bene-
fi ts future cohorts.

Implementation in Centralized Health Care Systems

If concern with ex post equal treatment does not preclude treatment 
diversifi cation, the AMR criterion can be implemented in centralized 
health care systems where government agencies directly assign treat-
ments. Examples include the National Health Ser vice in the United 
Kingdom and the Military Health System in the United States.

To illustrate how this might work in practice, let A be a status quo 
treatment for a life- threatening disease and let B be an innovation. Let 
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the outcome of interest be the number of years that a person survives in 
a four- year horizon following treatment. Let welfare be mea sured by the 
mean number of years of survival.

Table 5.1 shows the AMR treatment allocation each year in a sce-
nario where the fraction of persons receiving the status quo treatment 
who survive one through four years are (0.8, 0.7, 0.6, 0.6) respectively, 
implying a mean of 2.7 years. The corresponding fractions under the 
innovation are (0.9, 0.8, 0.7, 0.7) years, implying a mean of 3.1 years. 
The planner knows from experience that the mean number of years of 
survival under the status quo treatment is 2.7 years. However, he has 
no initial knowledge of the effectiveness of the innovation— the mean 
number of years of survival could be anything from 0 to 4 years. Then 
the initial AMR treatment allocation assigns the fraction (4 − 2.7)/
(4 − 0) = 0.325 of all persons to the innovation.

A year later, the planner observes that 0.9 of the persons receiving 
the innovation survive the fi rst year after treatment. Then he can con-
clude that the mean number of years of survival under the innovation 
is at least 0.9 and at most 3.6 years. Hence, the updated AMR allocation 
to the innovation is (3.6 − 2.7)/(3.6 − 0.9) = 0.333. The planner learns 
more from observing outcomes in years two through four, and further 
updates the AMR allocation to 0.375, 0.571, and 1 respectively.

The specifi c sequence of AMR allocations shown in the table re-
sults from the specifi c sequence of realized outcomes under the two 
treatments. The broad message illustrated by the table is that, as infor-
mation accumulates, the AMR criterion eventually allocates the entire 
population to the better treatment.

Table 5.1 AMR choice of treatment

Cohort n 
or year k

Fraction of cohort 0 
surviving kth year after 

treatment Bound on 
W(1), 

cohort n

AMR 
allocation, 
cohort n

Mean years 
of survival, 

cohort nStatus quo Innovation

0 [0, 4] 0.325 2.83
1 0.8 0.9 [0.9, 3.6] 0.333 2.83
2 0.7 0.8 [1.7, 3.3] 0.375 2.85
3 0.6 0.7 [2.4, 3.1] 0.571 2.93
4 0.6 0.7 [3.1, 3.1] 1 3.10
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The AMR Criterion and the Practice of Randomized Clinical Trials

The illustration of table 5.1 exemplifi es a host of settings in which a 
health planner must choose between a well- understood status quo treat-
ment and an innovation whose properties are only partially known. 
When facing situations of this kind, it has been common to perform 
RCTs to learn about the innovation. The fractional allocations produced 
by the AMR criterion yield randomized experiments, so it is natural to 
ask how application of the AMR criterion differs from the current prac-
tice of RCTs. There are several major differences. I describe three  here, 
continuing the discussion of FDA drug approval begun in Chapter 1.

Fraction of the Population Receiving the Innovation

The AMR criterion can in principle yield any fractional treatment alloca-
tion. In contrast, the group receiving the innovation in current RCTs is 
typically a very small fraction of the relevant population. In trials con-
ducted to obtain FDA approval of new drugs, the sample receiving the 
innovation typically comprises two to three thousand persons, whereas 
the relevant patient population may contain hundreds of thousands or 
millions of persons. Thus, the fraction of the population receiving the in-
novation is generally less than 0.01 and often less than 0.001.

Group Subject to Randomization

Under the AMR criterion, the persons receiving the innovation are 
randomly drawn from the full patient population. In contrast, present 
clinical trials randomly draw subjects from pools of persons who vol-
unteer to participate. Hence, a trial at most reveals the distribution of 
treatment response within the subpopulation of volunteers, not within 
the full patient population.

Mea sure ment of Outcomes

Under the AMR criterion, one observes the health outcomes of real in-
terest as they unfold over time, and one uses these data to inform subse-
quent treatment decisions. In contrast, the trials performed to obtain 
FDA approval of new drugs typically have durations of only two to three 
years.

Attempting to learn from trials of short duration, medical research-
ers often mea sure surrogate outcomes rather than outcomes of real in-
terest. Medical researchers have cautioned that extrapolation from 
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surrogate outcomes to outcomes of interest can be diffi cult (see Flem-
ing and Demets 1996 and Psaty et al. 1999). Nevertheless, the practice 
persists.

5.4. Diversifi cation across Time or Space

Sections 5.1 through 5.3 contemplated a planner having full power to 
assign treatments. This section and the next concern planners with 
more- limited powers.  Here I consider ones who cannot differentially 
treat individual members of the population but who can assign or infl u-
ence the treatments of groups who are separated in time or space. Such 
planners have some ability to adaptively diversify treatment.

Diversifi cation by Cohort

Suppose that a planner cannot diversify treatment within the cohort of 
persons who must be treated in the same month, year, or another speci-
fi ed period. The reason may be a legal requirement for ex post equal 
treatment of equals. Or it may be a technical constraint on the adminis-
tration of treatments. Such a planner may perhaps fi nd it feasible to di-
versify across cohorts separated in time.

For example, the health planner considered in table 5.1 might 
 assign everyone in the cohort of year 0 to treatment A, all members of 
cohort 1 to treatment B, all of cohort 3 to A, and so on. Continuing in 
this manner, the planner could sequentially achieve various long- run 
treatment allocations. In the fi ve- year context of table 5.1, the planner 
could make the total fraction of persons assigned to treatment B take 
any of these values: 0, 0.2, 0.4, 0.6, 0.8, or 1.

Diversifi cation by cohort is not as fl exible as diversifi cation within 
cohorts. However, if treatment response does not vary over time, it 
eventually achieves the same benefi ts. It enables a planner to cope with 
ambiguity and to learn about treatment response.

Laboratories of Democracy

The Constitution of the United States gives the federal government lim-
ited power to set policy, reserving much discretion to the states. How-
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ever, American federalism does not preclude a rough approximation to 
adaptive diversifi cation.

The American Progressive movement has long appreciated that 
federalism enables the states to experiment with new policy ideas. A 
century ago, Theodore Roo se velt (1912), wrote this about Senator Robert 
La Follette:

Thanks to the movement for genuinely demo cratic pop u lar govern-
ment which Senator La Follette led to overwhelming victory in Wis-
consin, that state has become literally a laboratory for wise experimen-
tal legislation aiming to secure the social and po liti cal betterment of 
the people as a  whole.

Twenty years later, Supreme Court justice Louis Brandeis, in his dissent 
to the 1932 case New York State Ice Co. v. Liebmann (285 U.S. 311), added 
what has become a famous remark on this theme:

It is one of the happy incidents of the federal system that a single coura-
geous State may, if its citizens choose, serve as a laboratory; and try 
novel social and economic experiments without risk to the rest of the 
country.

It has since become common to refer to the states as the laboratories of 

democracy.

The Roo se velt and Brandeis statements clearly appreciate that policy 
variation across states can enable learning about treatment response. 
Such variation is broadly similar to diversifi cation by cohorts, the cohorts 
 here being separated by space rather than time. A caveat is that policy 
variation across states ordinarily is not the result of purposeful random-
ization. Extrapolation of fi ndings from one state to another requires one 
to assume that states with different policies have similar distributions of 
treatment response. The credibility of this assumption may vary with the 
context.

While federalism empowers the states to choose their own policies 
in certain domains, it does not require that the federal government 
remain passive as this occurs. The federal government can provide in-
centives to the states to encourage them to enact desirable portfolios of 
policies. Thus, the federal government can encourage adaptive diversifi -
cation across states, modifying the incentives as knowledge of treatment 
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response accumulates. The federal government played such an active 
role in welfare policy in the late 1980s, when it encouraged states to in-
stitute and evaluate variations on the then- existing program of Aid to 
Families with Dependent Children (see Greenberg and Wiseman 1992 
and Fishman and Weinberg 1992).

5.5. Adaptive Partial Drug Approval

Apart from the Military Health System and some other entities serving 
specifi c subpopulations, the largely decentralized American health care 
system does not give planners the power to directly assign medical 
treatments. Nevertheless, there are ways to partially implement the 
broad theme of adaptive diversifi cation.

I will use the regulatory pro cess of drug approval to suggest some 
of what might be accomplished. In Chapter 1, I observed that the Food 
and Drug Administration makes considerable use of conventional certi-
tudes when it attempts to extrapolate from clinical- trial data to predict 
the effectiveness and safety of new drugs in practice. A pro cess of adap-

tive partial drug approval could improve on current FDA practice.

The Present Approval Pro cess

Although the FDA was created over a century ago in the Pure Food and 
Drug Act of 1906, the present drug approval pro cess is a more recent 
invention. Until 1938, the agency was unable to disapprove the sale of 
purported medicines. It only was able to outlaw labeling and other ad-
vertising that made unsupported claims of safety and effectiveness. The 
Food, Drug, and Cosmetics Act (FDCA) of 1938 gave the FDA power to 
prohibit the sale of unsafe drugs, but without a requirement to assess 
effectiveness. The 1962 Amendments to the FDCA established the mod-
ern pro cess, which requires pharmaceutical fi rms to demonstrate that 
new drugs are safe and effective through a series of RCTs.

The present pro cess begins with laboratory and animal testing of 
new compounds. Those that seem promising then go through three 
phases of RCTs, in which the new drug is compared with an accepted 
treatment or placebo. Phase 1 trials, which typically take a year and are 
performed with twenty to eighty healthy volunteers, aim to determine 
the basic pharmacological action of the drug and the safety of different 
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doses. Phase 2 trials, which usually take two years and are performed 
with several hundred volunteers who are ill with a specifi c disease, give 
preliminary evidence on the effectiveness and short- term side effects of 
the drug. Phase 3 trials, which usually take three years and are per-
formed with several hundred to several thousand volunteers ill with 
the disease, give further evidence on effectiveness and side effects. Fol-
lowing completion of Phase 3, the fi rm fi les a New Drug Application. The 
FDA then either approves or disapproves the drug after reviewing the 
fi ndings of the trials.

FDA evaluation of New Drug Applications occurs with partial 
knowledge of treatment response. As a consequence, drug approval 
decisions are susceptible to two types of errors. A type B error occurs 
when a new drug that is actually inferior to a status quo is approved 
because it appears superior when evaluated using the available infor-
mation. A type A error occurs when a new drug that is actually superior 
to the status quo is disapproved because it appears inferior when evalu-
ated using the available information. Some type B errors eventually are 
corrected after approval through the FDA’s post- market surveillance 
program, which analyzes data on the outcomes experienced when the 
drug is used in clinical practice. Type A errors often are permanent, 
because after a drug is disapproved, use of the drug ceases and no fur-
ther data on treatment response are produced.

The length of the FDA pro cess has long been debated. Pharma-
ceutical fi rms and patient advocates wanting fast access to new drugs 
argue for shortening the pro cess. Health researchers and patient advo-
cates concerned that approval decisions are made with inadequate knowl-
edge of treatment response argue that trials of longer duration should 
be performed on subjects who more closely resemble patient popula-
tions. The columnist Anne Applebaum aptly described the periodic ebb 
and fl ow of these arguments as “The Drug Approval Pendulum” (Ap-
plebaum 2005).

Attention has focused on the length of the approval pro cess because 
the permitted use of a new drug has a sharp discontinuity at the date of 
the FDA approval decision. Beforehand, a typically tiny fraction of the 
patient population receives the new drug in clinical trials. Afterward, 
use of the drug is unconstrained if approval is granted and zero if ap-
proval is not granted. Thus, the date of the approval decision is a central 
feature of the pro cess.
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Binary versus Partial Approval

The FDA practice of framing approval as a binary (yes/no) decision 
between full approval and complete disapproval needlessly constrains 
the set of policy options. Our discussion of adaptive diversifi cation 
suggests that it may be benefi cial to empower the FDA to institute an 
adaptive partial approval pro cess, where the extent of the permitted 
use of a new drug would vary as evidence accumulates. The stronger the 
evidence on outcomes of interest, the more that use of a new drug would 
be permitted.

To see why adaptive partial approval can improve on the present 
pro cess, consider the sharp discontinuity in drug availability pre- and 
post- approval. A new drug is essentially unavailable to the patient pop-
ulation before the approval decision, being obtainable only through 
participation in a clinical trial and even then only when randomly 
assigned to a subject. From a social welfare perspective, it is not evident 
that uncertainty about the relative merits of the status quo and an in-
novation should result in a societal decision to treat almost the entire 
patient population with the status quo. To motivate this decision, one 
might appeal to the maximin criterion, under which one performs a 
worst- case analysis of the new drug and act as if the truth is this worst 
case. Or one might argue that society should place much more weight 
on type B errors than on type A errors. However, there is no inherent 
reason why society should act so conservatively or weigh the two types 
of error asymmetrically.

Suppose that society gives equal weight to type A and type B er-
rors and consequently wants to balance their potential welfare effects. 
The minimax- regret criterion operationalizes this approach to treat-
ment choice. Applying this criterion to choice between a status quo 
treatment and an innovation shows that it is best to diversify treatment 
by having a positive fraction of patients receive each treatment. The 
fraction receiving the new drug is chosen to balance its upside potential 
against its downside risk.

If the FDA had the power to assign treatments directly, it could 
implement the AMR criterion as described in Section 5.3. The initial 
allocation of patients to the status quo and the new drug would refl ect 
the initial knowledge available about the effectiveness of the innova-
tion. As evidence from trials accumulates, the FDA would revise the 
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allocation accordingly. Eventually, the FDA would learn which treat-
ment is best. At this point a binary approval decision would be made.

Adaptive Partial Licensing

The FDA does not have the power to mandate treatment. It can only 
place an upper bound on use of a drug by approving its production and 
marketing. In this legal setting, I suggest empowering the FDA to grant 
limited- term sales licenses while clinical trials are under way. A license 
would permit a fi rm seeking approval of a new drug to sell no more 
than a specifi ed quantity over a specifi ed period.

The duration of a license would depend on the schedule for report-
ing new fi ndings in the trials. For example, if the fi rm reports updated 
outcome data to the FDA annually, then the licensing decision could be 
updated annually as well. On each iteration of the decision, the maxi-
mum quantity of drug that the fi rm is permitted to sell would be set by 
the FDA with the assistance of an expert advisory board, similar to 
those now used in drug approval. The task of the advisory board would 
be to assess the upside potential and downside risk of the new drug, 
given the information available at the time.

Under the new regime, clinical trials would usually be longer than 
at present, sometimes considerably longer. The reason is to mea sure 
health outcomes of real interest, thus reducing the present de pen den cy 
of drug evaluation on surrogate outcomes. When the outcomes of inter-
est have been observed, the FDA would make a binary approval deci-
sion. If the drug is deemed safe and effective, the fi rm would be permit-
ted to sell it with no quantity restriction. Further use would be prohibited 
otherwise.

As in the current environment, the FDA would retain the right to 
rescind its approval should new evidence warrant. Post- market surveil-
lance would be necessary, because lengthening clinical trials to mea sure 
outcomes of interest may not suffi ce to determine with certainty whether 
the innovation is superior to the status quo. As with present trials, the 
lengthened trials would only reveal treatment response for volunteer 
subjects who comply with treatment and do not drop out of the trial. 
Moreover, unless the FDA changes its norms on blinding treatment as-
signment, the trials would not reveal treatment response in real clinical 
settings where patients and physicians know the assigned treatments.
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The approval pro cess suggested  here would not achieve all of the 
benefi ts of adaptive diversifi cation, which calls for randomly allocating 
the entire patient population between the status quo treatment and the 
innovation. The new pro cess would yield observational data on treat-
ment response in the full patient population. These data would sub-
stantially add to the clinical trial data now available, but they would 
not be as informative as data produced by randomizing treatment of 
the entire patient population.

5.6. Collective Decision Pro cesses

To motivate the study of planning with partial knowledge, I wrote at 
the beginning of Chapter 4 that policy choice in an uncertain world is 
subtle even when a society agrees on what it wants and what it be-
lieves. I observed that even such a cohesive society cannot make opti-
mal policy decisions, at most reasonable ones. Our subsequent exami-
nation of various planning problems has demonstrated this generality. 
It has also provided several instances where the study of planning has 
practical application. While public agencies in democracies may not have 
absolute power to assign treatments, they do have constrained power to 
assign or infl uence treatments.

This section moves away from the idealization of a solitary plan-
ner and considers settings where a group collectively makes treatment 
decisions. The members of the decision group might be the citizens of 
a demo cratic society, an elected legislature, or an oligarchy. What ever 
the group may be, the core new problem is heterogeneity in policy 
preferences.

A homogeneous decision group— one whose members share the 
same objective for society, have the same belief about policy outcomes, 
and use the same decision criterion to cope with uncertainty— would 
achieve consensus in policy choice. Collective decision making would 
be tantamount to choice by a solitary planner who represents the group. 
However, a famous impossibility theorem of Kenneth Arrow (1951) showed 
that if the members of the decision group have arbitrarily heterogeneous 
policy preferences, there exists no voting system or other non- dictatorial 
collective decision pro cess that emulates a planner.



 Diversifi ed Treatment Choice 161

Condorcet’s Paradox: Social choice theorists as early as the eighteenth- 
century French polymath Marquis de Condorcet have used majority- 
rule voting to illustrate the potential incoherence of collective decision 
pro cesses. Suppose that there are three policy alternatives, labeled (C, D, 
E), and three members of the decision group, each with a different rank-
ing of the policies. Suppose that one person ranks the policies from 
most preferred to least preferred in the order (C > D > E), another in the 
order (D > E > C), and the third in the order (E > C > D). Let the policies 
be compared pairwise. Then a majority of persons (two out of three) 
vote for C over D, a majority vote for D over E, and a majority vote for E 
over C. This result, called Condorcet’s paradox, shows that majority- rule 
voting does not yield a clear social preference ordering if the decision 
group is suffi ciently heterogeneous. Thus, majority rule cannot answer 
the question: Which policy is socially most preferred?

Arrow’s impossibility theorem is sometimes interpreted as implying that 
it is hopeless to seek coherence in collective decision making. However, 
social choice theorists have subsequently sought to escape this nihilistic 
conclusion. They have observed that Arrow’s theorem, like all deduc-
tion, rests on certain assumptions. In par tic u lar, it considers a decision 
group with arbitrarily heterogeneous policy preferences, not one whose 
members have some degree of commonality. Restricting the scope of het-
erogeneity can mitigate the negativity of Arrow’s conclusion. I pursue 
this idea below, in the context of treatment allocation.

Majority- Rule Voting with Single- Peaked Preferences

Consider a decision pro cess in which a group containing an odd number 
of members uses majority- rule voting to choose treatments for a popu-
lation. The stipulation that the group has an odd number of members 
eliminates the possibility of tie votes. Institutions for collective decision 
making commonly frame treatment choice as a binary decision between 
two singleton allocations— assign everyone in the population to treat-
ment A or everyone to B. However, legislatures and other decision groups 
may in principle be able to choose fractional treatment allocations.

Assume that each member of the group has single- peaked prefer-
ences. That is, each decision maker ranks some treatment allocation 
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most highly and ranks other allocations by their ordinal proximity to 
the most preferred one. Then the median- voter theorem of Black (1948) 
shows that majority- rule voting yields the treatment allocation that 
would be chosen by a planner whose most preferred allocation is the 
median of the most preferred allocations of all voters. For short, this is 
called the preference of the median voter.

Black did not study treatment allocation per se. He considered an 
abstract class of problems in which alternative policies are ordered from 
smallest to largest, or from left to right. Treatment allocation is in this 
class, but it has not been a specifi c subject of study by social choice 
theorists. Researchers have typically applied the median- voter theorem 
to policies ordered from most liberal to most conservative.

To understand Black’s result, suppose that decision makers are asked 
to vote pairwise on all alternative treatment allocations, say d and e, 
assigning a fraction d or e of the population to treatment B and the 
remainder to A. In each case majority rule is used to determine the win-
ner. For example, they are asked to vote on allocation d = 0 versus e = 1, 
on d = 0 versus e = 1 ⁄2, on d = 1 ⁄2 versus e = 3 ⁄4, and so on. If preferences 
are single- peaked, the preferred allocation of the median voter will win 
all of the elections in which it appears, receiving a majority of the votes 
when compared pairwise against all alternatives. The reason is that, no 
matter what the alternative, at least half of the voters fi nd that the al-
location of the median voter is closer to their most preferred allocation 
than is the alternative.

The median- voter theorem does not contradict Arrow’s impossibil-
ity theorem because single- peakedness restricts the class of permissible 
policy preferences. Persons with single- peaked preferences may vary 
arbitrarily in the location of their most preferred allocation. Some may 
most prefer that everyone receive treatment A, others may most prefer 
allocating everyone to B, and still others may most prefer allocating a 
positive fraction of the population to each treatment. However, single- 
peakedness does not allow certain policy preferences. In par tic u lar, it 
disallows preferences that enable majority- rule voting to produce no 
determinate ordering of policies.

The Credibility of Single- Peaked Preferences

Is it reasonable to suppose that a citizenry, legislature, or other decision 
group actually has single- peaked preferences for treatment allocations? 



 Diversifi ed Treatment Choice 163

I have no empirical evidence on the matter, but the analysis earlier in 
this chapter is suggestive.

Consider choice between a status quo treatment and an innova-
tion, discussed in Section 5.1. Suppose that the objective is to maximize 
the mean outcome of treatment. Then the expected welfare, maximin, 
and minimax- regret criteria all manifest single- peaked preferences. 
Expected welfare is maximized by assigning everyone to one treatment 
or the other, and it decreases as the allocation moves away from the 
peak. Minimum welfare is maximized by assigning everyone to the 
status quo, and it decreases as more persons are assigned to the innova-
tion. Maximum regret is minimized at some fractional allocation, and 
it increases with distance from the most preferred allocation.

On the other hand, a deontological preference for ex post equal 
treatment of equals implies that preferences are not single- peaked. As 
discussed in Section 5.2, a person who cares about ex post equal treat-
ment would rather assign everyone to the same treatment than assign 
almost everyone to one treatment and the remainder to the other. This 
violates single- peakedness.

Leaving aside preference for ex post equal treatment, suppose that 
all voters have single- peaked preferences. Then the median- voter theo-
rem implies that majority- rule voting will assign the entire population 
to one treatment only if a majority of voters most prefer this allocation. 
The result will be diversifi cation otherwise.

Suppose, for example, that 45 percent of the voters most prefer the 
status quo, 40 percent most prefer the innovation, and 15 percent most 
prefer some fractional allocation. Then the median voter prefers a frac-
tional allocation. Majority rule yields diversifi cation  here even though 
relatively few voters most prefer a fractional allocation. This outcome 
may seem counterintuitive, but it has an attractive interpretation. In the 
example, voters are deeply split on their most preferred policy. With 
single- peaked preferences, a fractional allocation is a compromise that 
draws the most support when compared pairwise with any alternative.

Strategic Interactions

I have thus far assumed that decision makers vote their true policy pref-
erences. This assumption is realistic when decision makers have no 
opportunity to infl uence one another, as in large electorates voting in 
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isolation by secret ballot. However, it may not be realistic when there 
are opportunities for strategic interaction, as in legislatures and other 
settings where a relatively small electorate votes by open ballot.

In legislative and similar settings, decision makers may think it 
strategically advantageous not to vote in accord with their policy pref-
erences. They may also think it advantageous to express incredible 
certitude, seeking to infl uence their colleagues’ beliefs and those of the 
public. Seeking to avoid dueling certitudes, they may embrace conven-
tional certitudes such as CBO scoring.

I can do no more than conjecture on how strategic interactions 
may affect legislative treatment choice. I see potential for two opposing 
forces. First, strategic expression of incredible certitude may inhibit di-
versifi cation. A legislator who expresses certitude about policy outcomes 
should, to be consistent with his expressed beliefs, vote to assign every-
one to one treatment.

Consider choice between a status quo treatment and an innova-
tion. If a legislature votes to assign everyone to the status quo, it will 
obtain no empirical evidence on response to the innovation. This is fi ne 
if the legislature is correct in thinking that the status quo yields better 
outcomes than the innovation, but not if it acts based on incredible cer-
titude. Misplaced certitude that the status quo is best can prevent soci-
ety from ever learning the truth.

The opposing force is that strategic voting may promote fractional 
treatment allocation as a means for compromise among legislators with 
heterogeneous policy preferences. When the only options under con-
sideration are to assign everyone to the same treatment, legislative ac-
tion yields clear winners and losers. Broadening the feasible policies to 
include fractional allocations opens scope for partial achievement of 
legislative objectives— half a loaf is better than none. Fractional alloca-
tions that emerge in this manner are not intended to cope with uncer-
tainty and hence are intellectually distinct from diversifi cation. Never-
theless, they may achieve the benefi ts of diversifi cation.

Learning and Heterogeneity of Policy Preferences

Now consider a multi- period allocation problem. As with a planner, a 
group using a voting system to make decisions may learn about treat-
ment response from experience. This does not imply, however, that het-
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erogeneity of policy preferences lessens over time. Learning promotes 
consensus when policy disagreements stem from differing beliefs, but it 
may increase polarization when disagreements stem from differing wel-
fare functions. Consideration of two polar scenarios makes the point.

Suppose fi rst that the members of the decision group share the 
same welfare function and use the same decision criterion but have dif-
ferent beliefs about policy outcomes. Then they may have different 
policy preferences, refl ecting their heterogeneity of beliefs. However, 
learning about treatment response should make their beliefs converge, 
eventually yielding consensus on policy preferences.

Contrariwise, suppose that the group members share the same be-
liefs and decision criterion but evaluate outcomes with different welfare 
functions. Then learning generally will not yield consensus. Indeed, a 
consensus in the absence of knowledge may be replaced by stark dis-
agreement when policy outcomes become known.

A striking example of this phenomenon is the Rawls (1971) appli-
cation of the Harsanyi (1953) concept of a veil of ignorance. Rawls conjec-
tured that if the members of a self- centered society  were required to 
jointly choose a distribution of income under a veil of ignorance— that 
is, without knowing their relative positions in the distribution— they 
would all prefer an equal distribution of income. On the other hand, if 
they  were required to jointly choose an income distribution while know-
ing their relative positions in it, they would sharply disagree. Each 
person’s policy preferences would depend on his placement in the dis-
tribution. In par tic u lar, each would most prefer equal division of soci-
etal income to himself and the persons ranked above him in the distri-
bution, leaving nothing for all those ranked below him.

The Rawls scenario cautions that a society with better knowledge 
of policy outcomes would not necessarily become a more cohesive so-
ciety. However, it would be illogical to draw the contrary conclusion 
that knowledge is dangerous. The appropriate lesson is that the source 
of heterogeneity in policy preferences matters. Learning promotes con-
sensus when policy disagreements stem from differing beliefs, but it 
may increase polarization when disagreements stem from confl icting 
objectives.
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Bilateral Negotiations

When studying majority- rule voting, I considered a decision group with 
an odd number of members. This avoided having to ask how a policy is 
chosen in the event of a tie vote. Ties are a minor concern when study-
ing voting by large groups with an even number of members, as they 
occur rarely in large electorates. However, they are the essence of the 
problem in bilateral negotiations, when the decision group contains two 
members. Then the only possible voting outcomes are consensus or a tie. 
Hence, majority- rule voting is not a useful decision pro cess in bilateral 
negotiations.

Pareto Optimal Allocations

Game theory shows that prediction of the outcomes of bilateral negoti-
ations is diffi cult in principle, and empirical researchers have found it 
challenging in practice. However, the concept of partial optimality yields 
partial predictions that may sometimes be credible and informative.

A collective decision pro cess is said to be Pareto optimal (honoring 
the early Italian economist Vilfredo Pareto) if it respects consensus. 
That is, when the entire decision group agrees that policy C is preferable 
to D, the pro cess chooses C over D. A policy is Pareto optimal if there 
exists no other policy that is preferred by all members of the group. 
Thus, Pareto optimality of a policy is a type of dominance. When study-
ing a solitary planner, decision theory regards a policy as undominated 
if there exists no other policy that performs better in every state of 
nature. A Pareto optimal policy is undominated in the different sense 
that no other policy is preferred by every member of a decision group.

Social choice theorists and empirical researchers sometimes pre-
sume that, however a group makes joint decisions, it will choose a policy 
that is Pareto optimal. They reason that, what ever the group may do, 
the members will not choose a policy that makes them all worse off. 
This reasoning is not innocuous— the prisoner’s dilemma is a well- known 
class of two- player game in which standard game theory predicts a 
Pareto inferior outcome. Nevertheless, theorists and empirical research-
ers often think it credible to assume that Pareto optimality will prevail 
in bilateral negotiations.

With this background, consider a bilateral negotiation on treatment 
allocation and suppose that the allocation preferences of both parties 
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are single- peaked. Then the Pareto optimal allocations are those that lie 
in the interval connecting their most preferred allocations. For example, 
suppose that one party most prefers to allocate 30 percent of the popula-
tion to treatment B and the other most prefers to allocate 40 percent to 
B. Now consider the allocations 20 percent, 35 percent, and 50 percent. 
Both parties prefer 30 percent over 20 percent, and both prefer 40 per-
cent over 50 percent. On the other hand, there exists no alternative to 
35 percent that both prefer. Hence, 35 percent is a Pareto optimal alloca-
tion, but 20 and 50 percent are not Pareto optimal.

Incentive- Compatible Pro cesses

In Manski (2009), I proposed a decision pro cess that encourages choice 
of a Pareto optimal allocation if both decision makers have single- peaked 
preferences. The context was choice between a status quo treatment and 
an innovation. The pro cess fi rst calls on each of the two parties to an-
nounce his most preferred allocation. It then uses either of two rules to 
choose the allocation.

One rule, expressing status quo deference, selects the announced 
allocation that assigns more persons to the status quo treatment. The 
other, expressing innovation deference, selects the announced allocation 
that assigns more persons to the innovation. I showed that both rules are 
incentive compatible. That is, both encourage each decision maker, consid-
ering his own policy preferences, to announce his most preferred alloca-
tion truthfully, regardless of what the other party announces.

While status quo deference and innovation deference both yield 
Pareto optimal and incentive- compatible decision pro cesses, they may 
differ in their implications for learning. If both decision makers most 
prefer fractional allocations, then both pro cesses yield a fractional alloca-
tion and hence enable learning about policy outcomes under the innova-
tion. However, if some decision maker most prefers to assign everyone to 
the status quo, then only innovation deference enables learning. With 
status quo deference, no one is assigned to the innovation, and hence 
there is no opportunity for learning.

Teacher Evaluation in New York City

To illustrate bilateral negotiation, consider choice between a status quo 
policy for teacher evaluation and an innovation. The two decision mak-
ers are a school district and a teachers’  union. The status quo is the 
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traditional system basing evaluation on scrutiny of teacher preparation 
and observation of classroom lesson delivery. The innovation bases 
teacher evaluation on student per for mance in standardized tests. The 
contract between the school district and the  union requires that any 
departure from the status quo be approved by both decision makers.

An instance of this teacher evaluation problem was described in an 
article in the New York Times (Medina 2008):

New York City has embarked on an ambitious experiment, yet to be an-
nounced, in which some 2,500 teachers are being mea sured on how 
much their students improve on annual standardized tests. . . .  While 
offi cials say it is too early to determine how they will use the data, which 
is already being collected, they say it could eventually be used to help 
make decisions on teacher tenure or as a signifi cant element in per for-
mance evaluations and bonuses. . . .  Randi Weingarten, the  union presi-
dent, said she had grave reservations about the project, and would fi ght if 
the city tried to use the information for tenure or formal evaluations or 
even publicized it. She and the city disagree over whether such moves 
would be allowed under the contract.

Thus, New York City acted unilaterally to collect data that could poten-
tially be used to evaluate teachers. The contemplated change from the 
status quo differs from a fractional allocation as defi ned in this book 
because the participating schools  were not randomly drawn from the 
set of New York City schools. This difference aside, the allocation that 
the city had in mind was fractional, with about 10 percent of teachers 
assigned to the innovation.

New York City appeared to see itself as a solitary planner with uni-
lateral power to implement the innovation. However, the teachers’ 
 union asserted that any departure from the status quo policy required 
their agreement. The Times reporter wrote that an attempted unilateral 
decision by the city “would undoubtedly open up a legal battle with the 
teacher’s  union.”

Suppose that implementation of a new policy requires agreement 
by the city and the  union. As originally framed, the negotiation consid-
ered only two allocations, assigning all teachers to the status quo or 
assigning 10 percent to the innovation. My analysis suggests having the 
city and the  union each announce its preferred allocation, followed by 
selection of the smaller of the announced allocations.
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The fact that the city contemplated a fractional allocation suggests 
that it viewed itself as facing a problem of treatment choice under am-
biguity. The  union’s perception was not apparent, because it had no way 
to voice its preference except to state its opposition to unilateral deci-
sion making by the city.

The  union may have been certain that the status quo is better than 
the innovation. If so, incentive- compatible decision making with status 
quo deference would retain the status quo. However, the  union and the 
city may have been suffi ciently in sync that they both would prefer to di-
versify and learn. The incentive- compatible pro cess would enable them to 
do so, through a negotiated implementation of adaptive diversifi cation.

5.7. Laissez- Faire

To conclude this chapter I consider laissez- faire treatment choice as an 
alternative to planning. A long- standing concern of public economics 
has been to characterize the circumstances in which laissez- faire, self- 
selection of treatments by the treated, yields higher welfare than plan-
ning. Arguments for laissez- faire sometimes combine consequentialist 
welfare economics with a deontological preference for private decision 
making. I will approach the matter purely from the consequentialist 
perspective.

Laissez- faire is not sensible when public and private objectives di-
verge sharply. We would not want to have convicted offenders choose 
their own sentences or  house holds choose their own income tax sched-
ules. It may be appealing when public and private objectives are rea-
sonably congruent. The prima facie argument for laissez- faire seems 
strongest when treatment response is individualistic and the social ob-
jective is to maximize utilitarian welfare. Then the relative merits of 
planning and laissez- faire depend on the relative effectiveness of society 
and private persons in achieving their common objectives.

A standard economic argument for laissez- faire combines two 
 assumptions. First, it supposes that individuals know more about their 
treatment response than planners do. Hence, individuals are more able 
than planners to profi le when making decisions. Second, it assumes 
that individuals have rational expectations. In combination, these 
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 assumptions imply that individuals make better treatment choices 
than a planner can.

However, economists typically make these assumptions without 
offering evidence of their realism. Do individuals actually know more 
about their treatment response than do planners? For example, do pa-
tients know more about their response to medical treatment than do 
physicians? In medical and other settings, it may be more reasonable to 
think that individuals and planners have overlapping but non- nested 
knowledge of treatment response.

Do individuals have rational expectations? That is, do they know 
the distribution of treatment response among persons who share their 
observable attributes? I stressed in Chapter 3 that individuals, like plan-
ners, confront diffi cult inferential problems as they seek to learn about 
treatment response. Hence, individuals and planners alike choose treat-
ments with partial knowledge. If individuals are encumbered by psy-
chological or cognitive limitations, their beliefs may be even more 
distant from rational expectations.

The bottom line is that one should be skeptical of broad assertions 
that individuals are better informed than planners and hence make 
better decisions. Of course, skepticism of such assertions does not imply 
that planning is more effective than laissez- faire. Their relative merits 
depend on the particulars of the choice problem. In a world replete with 
uncertainty, I am skeptical that it will ever be possible to draw general 
conclusions about the relative merits of planning and laissez- faire.

Social Learning from Private Experiences

While general conclusions may be infeasible, researchers can make prog-
ress studying par tic u lar classes of treatment- choice problems. To illus-
trate, I describe my theoretical study of laissez- faire choice between a 
status quo treatment and an innovation by a sequence of cohorts of per-
sons who have partial knowledge of treatment response (Manski 2004b, 
2005b).

Social scientists have long wanted to understand how individuals 
learn about and choose innovations. A common scenario envisions an 
initial condition in which only a status quo treatment is available. Per-
sons know response to this treatment from experience. At some point, 
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an innovation yielding unknown outcomes becomes available. From 
then on, successive cohorts of persons choose between the status quo 
treatment and the innovation, with later cohorts observing the experi-
ences of earlier ones and learning from them. I called this dynamic 
pro cess social learning from private experiences.

It has often been conjectured, and sometimes observed, that the 
fraction of decision makers choosing an innovation increases with time 
in the manner of an S-shaped curve— fi rst rising slowly, then rapidly, 
and fi nally converging to some limit value (e.g., Griliches 1957). How-
ever, this is not the only possible dynamic for adoption of an innova-
tion. The fraction of persons choosing the innovation could begin high 
and then decrease with time, or the time path could be non- monotone. 
My analysis showed that laissez- faire learning can generate potentially 
complex time paths for the adoption of innovations.

I supposed that individuals must choose their treatments at spe-
cifi c times and cannot revise their choices once made. Thus, they can-
not undertake learning- by- doing and cannot otherwise wait for empiri-
cal evidence to accumulate before making decisions. This simplifying 
assumption implies that each person faces a single choice problem with 
predetermined information. Thus, dynamics emerge purely out of the 
pro cess of social learning across successive cohorts. Individuals do not 
themselves face dynamic choice problems.

I assumed that successive cohorts have the same distribution of 
treatment response and are aware of this fact. This is the same invari-
ance assumption that I made in Section 5.3 when considering adaptive 
diversifi cation. It implies that empirical evidence accumulates over time, 
each successive cohort being able to draw inferences from a longer his-
tory of past experiences. I further assumed that persons have no prior 
knowledge of response to the innovation, nor about the decision pro-
cesses of earlier cohorts. They only observe the treatments chosen by 
earlier cohorts and the outcomes that they experienced.

My basic fi nding on learning was that accumulation of empirical 
evidence over time successively narrows the set of feasible states of 
nature— that is, the set of possible distributions for outcomes under the 
innovation. Thus, learning is a pro cess of sequential reduction in ambi-
guity. A question of considerable interest is to characterize the terminal 

information state. In par tic u lar, does learning eventually yield complete 
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knowledge of response to the innovation? The answer turns out to be 
generically negative. That is, laissez- faire learning typically stops short 
of certitude.

My basic fi nding on treatment choice was that social learning en-
ables successive cohorts to shrink the set of undominated actions and, 
in this sense, improves their decision making. I did not take a stand on 
how individuals choose among undominated actions. Instead, I ana-
lyzed the dynamics of learning and treatment choice supposing that 
they use several alternative decision criteria.

I found that the manner in which persons choose among undomi-
nated actions can substantially affect the pro cess of social learning. If 
they act pessimistically, using the maximin criterion, the adoption rate 
of the innovation increases with time and converges gradually to a steady 
state that is below the optimal rate of adoption. If they act optimistically, 
choosing the action that maximizes the best possible rather than worst 
possible outcome, the adoption rate begins high and then falls quickly to 
a steady state that is above the optimal rate of adoption.

Laissez- Faire Learning and Adaptive Diversifi cation

In the setting of Manski (2004b, 2005b), planning generically yields 
higher utilitarian welfare than does laissez- faire treatment choice. The 
reason is that the planner can adaptively diversify treatment, generating 
randomized experiments that eventually yield complete knowledge of 
response to the innovation. In contrast, individuals making their own 
treatment choices must draw inferences from observational study of the 
choices made and outcomes realized by previous cohorts. Not knowing 
the decision pro cesses of earlier cohorts, they can only partially learn 
response to the innovation.

The broad lesson, in the language of public economics, is that learn-
ing is a public good. A planner has the power to undertake randomized 
experiments that maximize learning and that eventually enable optimal 
treatment choice. Individuals do not take into account the implications 
of their treatment choices for the knowledge possessed by future cohorts. 
Hence, laissez- faire yields less learning.
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AN IMPORTANT objective of policy analysis should be to provide infor-
mation useful in making policy decisions. Part I of this book described 
the practice of policy analysis and the inferential problems that re-
searchers confront. I argued that credible analysis typically yields in-
terval rather than point predictions of policy outcomes. Part II exam-
ined how a planner or a decision group might reasonably choose policy 
with partial knowledge. This short closing chapter presents some ideas 
that tie the two parts of the book together.

Institutional Separation of Analysis and Decisions

Modern demo cratic societies have created an institutional separation 
between policy analysis and decisions, with professional analysts re-
porting fi ndings to representative governments. Separation of the tasks 
of analysis and decision making, the former aiming to inform the lat-
ter, appears advantageous from the perspective of division of labor. No 
one can be expert at everything. In principle, having researchers pro-
vide outcome predictions to lawmakers and civil servants enables these 
decision makers to focus on the challenging task of policy choice in an 
uncertain world, without having to perform their own research.

However, the current practice of policy analysis does not serve de-
cision makers well. The problem is that the consumers of policy analy-
sis cannot trust the producers. Chapter 1 cautioned that it does not suf-
fi ce to trust peer review to certify the logic or credibility of research. To 
mitigate the problem, I recommended that journalists reporting on 
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policy analysis should assess whether and how researchers express un-
certainty about their fi ndings, and should be deeply skeptical of studies 
that assert certitude. This caution and advice extend to all readers of 
policy analysis.

I observed in Chapter 2 that, in the absence of trust, consumers of 
policy analysis need to understand prediction methods well enough to 
be able to assess the credibility of reported fi ndings. Hence, I devoted 
Chapters 2 and 3 to exposition of the inferential diffi culties in predic-
tion of outcomes and the analytical approaches in common use. In the 
current environment, I think it prudent for lawmakers, civil servants, 
and citizens who participate in policy formation to obtain the basic un-
derstanding of policy analysis that I have endeavored to convey.

Everyone concerned with policy making should keep in mind sev-
eral dangers of policy analysis with incredible certitude. First, planning 
with incredible certitude seeks to maximize the social welfare that 
would prevail if untenable assumptions  were to hold rather than actual 
social welfare. Second, incredible certitude prevents recognition of the 
value of diversifi cation as a means to cope with uncertainty. Third, in-
credible certitude inhibits per for mance of new research aiming to learn 
about policy outcomes.

Doing Better

While I fi nd it important to encourage skepticism of certitude and 
awareness of inferential problems, I think it does not suffi ce. Consum-
ers of policy analysis still face the problem of interpreting the research 
fi ndings that they receive. In Chapter 1, I gave the example of congres-
sional staffer Scott Lilly, who told me that he found it prudent to view 
all policy analysis as advocacy and that he was able to learn from stud-
ies only to the extent that he was aware of the biases of the authors. It 
is good that Lilly is skeptical of reported fi ndings, but he still must con-
jecture the direction and magnitude of de- biasing that each fi nding 
warrants.

Several economists knowledgeable about CBO analysis have told 
me that they are aware that scores are just estimates. Well enough, but 
they still have to interpret reported scores. Should they take a CBO 
point prediction to be the midpoint of an unreported credible interval 
prediction? For example, should they think of the March 2010 forecast 
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of a $138 billion reduction in the defi cit following passage of major 
health care legislation as the midpoint of an interval prediction with 
width $10 billion, $100 billion, $1,000 billion, or what?

Rather than require the consumers of policy analysis to guess how 
to interpret point predictions, researchers could provide credible inter-
val predictions. I am aware that some think this idea to be naive, im-
practical, or worse. In Chapter 1, I quoted my econometrics colleague 
Jerry Hausman, who told me, “You  can’t give the client a bound. The 
client needs a point.” I reported the view of former CBO director Doug-
las Holtz- Eakin, who told me that Congress would be highly displeased 
if the CBO  were to provide interval scores. And I have repeatedly heard 
policy analysts assert that policy makers are either psychologically 
unwilling or cognitively unable to cope with uncertainty. The analysts 
who express this view tend to do so with certitude.

I do not know for sure that analysis offering credible interval pre-
dictions will lead to better policy decisions than the current practice of 
prediction with incredible certitude. To claim this would subject me to 
a charge of incredible certitude, which I certainly want to avoid. What 
I will suggest is application of the lessons of this book to policy analysis 
itself.

The current practice of point prediction constitutes a status quo 
treatment. Provision of credible interval predictions is an innovation. 
An outcome of interest is the quality of policy decisions. Society has 
meager knowledge of the relative merits of the status quo and the in-
novation. To cope with this uncertainty and to learn what type of pol-
icy analysis works best, society could use each in different settings and 
implement a strategy of adaptive diversifi cation.
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Section 4.3 described policy choice when different decision criteria are 
used to treat x-pox. This appendix gives the derivations when there are 
two states of nature. Treatment A is effective in state s and treatment B 
in state t.

Expected Welfare: The planner places subjective probabilities on the two 
states of nature and evaluates a treatment allocation by its expected 
welfare. Suppose that he places probability p on state t and 1 − p on state 
s. Then the expected welfare from assigning a fraction d of the popula-
tion to B and 1 − d to A is p×d + (1 − p)×(1 − d). If p is larger than 1⁄2, as-
signing everyone to treatment B maximizes expected welfare. If p is 
smaller than 1⁄2, assigning everyone to A maximizes expected welfare. If 
p equals 1⁄2, all treatment allocations yield the same expected welfare.

Maximin: The planner evaluates a treatment allocation by the mini-
mum welfare that it may yield. The welfare from assigning a fraction d 
of the population to treatment B and 1 − d to A is known to be either 
d or 1 − d. Hence, the minimum welfare from this allocation is the mini-
mum of d and 1 − d. The allocation that maximizes minimum welfare is 
d = 1⁄2. Thus, a planner using the maximin criterion assigns half of the 
population to each treatment.

Minimax Regret: In each state of nature, one can achieve full survival of 
the population by allocating everyone to the treatment that is effective 
in this state. Thus, the regret of a candidate treatment allocation equals 

Appendix A
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one minus the survival rate achieved by this allocation. Formally, the 
regret from assigning a fraction d of the population to treatment B and 
1 − d to A equals d in state s and 1 − d in state t. Hence, the maximum re-
gret of this allocation is the maximum of d and 1 − d. The allocation that 
minimizes maximum regret is d = 1 ⁄2. Thus, a planner using the minimax- 
regret criterion assigns half of the population to each treatment.



q

Section 5.1 gave the form of the minimax- regret allocation when treat-
ment A is a status quo and B is an innovation. I prove the result  here.

Consider a treatment allocation assigning a fraction d of the popu-
lation to treatment B and 1 − d to A. To determine the maximum regret 
of this allocation, partition the state space into two regions. One region 
lists the states of nature where treatment B is superior to A, and the 
other lists the states where A is superior to B.

In the fi rst region of the state space, type B errors cannot occur, 
but a type A error occurs when a person is assigned to the status quo. 
The regret of allocation d in a state s where treatment B is superior to A 
is the welfare W(1, s) that would occur if everyone  were assigned to the 
innovation minus the welfare achieved by allocation d. Thus, regret in 
the fi rst region is

W(1, s) − [(1 − d) × W0 + d × W(1, s)] = (1 − d) × [W(1, s) − W0].

The maximum regret of allocation d in this region occurs when W(1, s) 
equals its upper bound H(1). Hence, the maximum regret of d in this 
region is (1 − d)×[H(1) − W0]. Thus, maximum regret is the fraction of 
the population receiving treatment A multiplied by the maximum wel-
fare loss created by this treatment assignment.

In the second region, type A errors cannot occur, but a type B er-
ror occurs when a person is assigned to the innovation. The regret of 
allocation d in a state s where treatment A is superior to B is the welfare 
W0 that would occur if everyone  were assigned to the status quo minus 
the welfare achieved by d. Thus, regret in this region is

Appendix B
The Minimax- Regret Allocation to a Status Quo 

Treatment and an Innovation
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W0 − [(1 − d)×W0 + d×W(1, s)] = d×[W0 − W(1, s)].

The maximum regret of d in this region occurs when W(1, s) equals its 
lower bound L(1). Hence, the maximum regret of d in this region is 
d×[W0 − L(1)]. This is the fraction of the population receiving B multi-
plied by the maximum welfare loss created by this treatment 
assignment.

Combining these results shows that the overall maximum regret 
for allocation d is the maximum of the two quantities (1 − d)×[H(1) − W0] 
and d×[W0 − L(1)]. Now consider choice of d to minimize the maximum 
of the two quantities. The fi rst quantity decreases with d, while the sec-
ond increases with d. Hence, the minimum occurs when d equalizes the 
two quantities. Thus, the minimax- regret allocation solves the equation

(1 − d)×[H(1) − W0] = d×[W0 − L(1)].

The value of d that solves this equation is

=
−
−

(1)

(1) (1)
.0d

H W

H L

This allocation balances the maximum welfare losses from type A and 
B errors.
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Although I have used the evocative terms status quo and innovation to 
distinguish treatments A and B in this chapter, these treatments dif-
fered formally not in novelty but in the planner’s knowledge of treat-
ment response. The planner knew the welfare that would occur if ev-
eryone  were to receive A, but not the welfare that would occur if 
everyone  were to receive B. Suppose now that the planner has partial 
knowledge of response to both treatments. Then the analysis is not as 
simple, but important fi ndings can be proved. I will describe them 
briefl y. Manski (2009) presents the full analysis.

Expected Welfare

A risk- neutral planner assigns everyone to the treatment with the higher 
expected mean outcome. A risk- averse planner may assign everyone to 
one treatment or may diversify. The specifi c result depends on the inter-
play of the planner’s subjective probability distribution and welfare 
function.

Maximin

The maximin allocation depends on the structure of the state space. 
When considering allocation to a status quo treatment and an innova-
tion, we found that the maximin criterion assigned everyone to the 
status quo. When considering treatment of x-pox, we found that the 
maximin criterion allocated half the population to each treatment 
when s and t  were the only states of nature. However, all allocations 
maximized minimum welfare when a third state u was added in which 

Appendix C
Treatment Choice with Partial Knowledge of Response 

to Both Treatments



182 Appendix C

neither treatment works. These fi ndings show that the maximin crite-
rion may or may not yield a diversifi ed allocation, depending on the state 
space.

Recall that L(1) and H(1) denote the lowest and highest values that 
W(1, s) takes across all feasible states of nature. Let L(0) and H(0) simi-
larly denote the lowest and highest values that W(0, s) takes across all 
feasible states. It is easy to show that the maximin criterion does not 
diversify if there exists a state of nature such that welfare under treat-
ments A and B both attain their lower bounds. That is, suppose there 
exists a state s such that W(0, s) = L(0) and W(1, s) = L(1). Then mini-
mum welfare under any allocation d is (1 − d)×L(0) + d×L(1). Hence, the 
maximin allocation is d = 0 if L(0) exceeds L(1) and is d = 1 if L(1) ex-
ceeds L(0). All allocations solve the maximin problem if L(0) = L(1).

Minimax Regret

Manski (2007a, chap. 11) and Manski (2009) show that the minimax- 
regret criterion always yields a diversifi ed treatment allocation when 
there is partial knowledge of response to both treatments. The general 
allocation formula is too abstract to give  here, but it is simple in a broad 
class of problems.

Suppose that there exists a state of nature such that the welfare of 
assigning everyone to treatment A achieves its upper bound and of as-
signing everyone to B achieves its lower bound. That is, there exists a 
state s such that W(0, s) = H(0) and W(1, s) = L(1). Similarly, suppose that 
there exists a state t such that W(0, t) = L(0) and W(1, t) = H(1). The plan-
ner does not know which treatment is best if H(1) > L(0) and H(0) > L(1). 
Then the minimax- regret allocation turns out to be

d
H L

H L H L

(1) (0)

[ (1) (0)] [ (0) (1)]
.= −

− + −

When L(0) = H(0), this formula reduces to the one derived in our analy-
sis of allocation to a status quo treatment and innovation.

Treatment of x-pox provides a ready illustration with partial knowl-
edge of response to both treatments. In the x-pox scenario, there existed 
a state s such that W(0, s) = H(0) = 1, and W(1, s) = L(1) = 0. There existed a 
state t such that W(0, t) = L(0) = 0, and W(1, t) = H(1) = 1. The minimax- 
regret allocation was (1 − 0)/[(1 − 0) + (1 − 0)] = 1⁄2.
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