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Preface to the first edition

This book is intended to be a simple, clear and elementary introduc-
tion to modern views about the nature of science. When teaching 
philosophy of science, either to philosophy undergraduates or to 
scientists wishing to become familiar with recent theories about 
science, I have become increasingly aware that there is no suitable 
single book, or even a small number of books, that one can recom-
mend to the beginner. The only sources on the modern views that 
are available are the original ones. Many of these are too difficult 
for beginners, and in any case they are too numerous to be made 
easily available to a large number of students. This book will be no 
substitute for the original sources for anyone wishing to pursue the 
topic seriously, of course, but I hope it will provide a useful and eas-
ily accessible starting point that does not otherwise exist.

My intention of keeping the discussion simple proved to be rea-
sonably realistic for about two-thirds of the book. By the time I had 
reached that stage and had begun to criticise the modern views, I 
found, to my surprise, first, that I disagreed with those views more 
than I had thought and, second, that from my criticism a fairly coher-
ent alternative was emerging. That alternative is sketched in the latter 
chapters of the book. It would be pleasant for me to think that the 
second half of this book contains not only summaries of current 
views on the nature of science but also a summary of the next view.

My professional interest in history and philosophy of science 
began in London, in a climate that was dominated by the views 
of Professor Karl Popper. My debt to him, his writings, his lec-
tures and his seminars, and also to the late Professor Imre Lakatos, 
must be very evident from the contents of this book. The form of 
the first half of it owes much to Lakatos’s brilliant article on the 
methodology of research programs. A noteworthy feature of the 
Popperian school was the pressure it put on one to be clear about 
the problem one was interested in and to express one’s views on 
it in a simple and straightforward way. Although I owe much to 
the example of Popper and Lakatos in this respect, any ability that 
I have to express myself simply and clearly stems mostly from my 
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interaction with Professor Heinz Post, who was my supervisor at 
Chelsea College while I was working on my doctorial thesis in the 
Department of History and Philosophy of Science there. I cannot 
rid myself of an uneasy feeling that his copy of this book will be 
returned to me along with the demand that I rewrite the bits he 
does not understand. Of my colleagues in London to whom I owe 
a special debt, most of them students at the time, Noretta Koertge, 
now at Indiana University, helped me considerably.

I referred above to the Popperian school as a school, and yet it 
was not until I came to Sydney from London that I fully realised 
the extent to which I had been in a school. I found, to my sur-
prise, that there were philosophers influenced by Wittgenstein or 
Quine or Marx who thought that Popper was quite wrong on 
many issues, and some who even thought that his views were posi-
tively dangerous. I think I have learnt much from that experience. 
One of the things that I have learnt is that on a number of major 
issues Popper is indeed wrong, as is argued in the latter portions of 
this book. However, this does not alter the fact that the Popperian 
approach is infinitely better than the approach adopted in most 
philosophy departments that I have encountered.

I owe much to my friends in Sydney who have helped to 
waken me from my slumber. I do not wish to imply by this that I 
accept their views rather than Popperian ones. They know better 
than that. But since I have no time for obscurantist nonsense about 
the incommensurability of frameworks (here Popperians prick up 
their ears), the extent to which I have been forced to acknowledge 
and counter the views of my Sydney colleagues and adversaries has 
led me to understand the strengths of their views and the weak-
nesses of my own. I hope I will not upset anyone by singling out 
Jean Curthoys and Wal Suchting for special mention here.

Lucky and attentive readers will detect in this book the odd 
metaphor stolen from Vladimir Nabokov, and will realise that I 
owe him some ackowledgment (or apology).

I conclude with a warm ‘hello’ to those friends who don’t care 
about the book, who won’t read the book, and who had to put up 
with me while I wrote it.

Alan Chalmers
Sydney, 1976



Preface to the second edition

Judging by responses to the first edition of this book it would 
seem that the first eight chapters of it function quite well as ‘a sim-
ple, clear and elementary introduction to modern views about the 
nature of science’. It also seems to be fairly universally agreed that 
the last four chapters fail to do so. Consequently, in this revised 
and extended edition I have left chapters 1–8 virtually unchanged 
and have replaced the last four chapters by six entirely new ones. 
One of the problems with the latter part of the first edition was 
that it ceased to be simple and elementary. I have tried to keep my 
new chapters simple, although I fear I have not entirely succeeded 
when dealing with the difficult issues of the final two chapters. 
Although I have tried to keep the discussion simple, I hope I have 
not thereby become uncontroversial.

Another problem with the latter part of the first edition is 
lack of clarity. Although I remain convinced that most of what 
I was groping for there was on the right track, I certainly failed 
to express a coherent and well-argued position, as my critics have 
made clear. Not all of this can be blamed on Louis Althusser, 
whose views were very much in vogue at the time of writing, and 
whose influence can still be discerned to some extent in this new 
edition. I have learnt my lesson and in future will be very wary of 
being unduly influenced by the latest Paris fashions.

My friends Terry Blake and Denise Russell have convinced me 
that there is more of importance in the writings of Paul Feyerabend 
than I was previously prepared to admit. I have given him more 
attention in this new edition and have tried to separate the wheat 
from the chaff, the anti-methodism from the dadaism. I have also 
been obliged to separate the important sense from ‘obscurantist 
nonsense about the incommensurability of frameworks’.

The revision of this book owes much to the criticism of numer-
ous colleagues, reviewers and correspondents. I will not attempt 
to name them all, but acknowledge my debt and offer my thanks.

Since the revision of this book has resulted in a new ending, 
the original point of the cat on the cover has been lost. However, 
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the cat does seem to have a considerable following, despite her 
lack of whiskers, so we have retained her, and merely ask readers 
to reinterpret her grin.

Alan Chalmers
Sydney, 1981



Preface to the third edition

This edition represents a major reworking of the previous edi-
tion, in which very few of the original chapters have emerged 
unscathed and many have been replaced. There are also a number 
of new chapters. The changes were necessary for two reasons. 
First, the teaching of an introductory course in the philosophy 
of science that I have undertaken in the twenty years since first 
writing this book has taught me how to do the job better. Second, 
there have been important developments in the philosophy of sci-
ence in the last decade or two that need to be taken account of in 
any introductory text.

A currently influential school in the philosophy of science 
involves an attempt to erect an account of science on Bayes’ theo-
rem, a theorem in the probability calculus. A second trend, ‘the 
new experimentalism’, involves paying more attention than hith-
erto to the nature and role of experiment in science. Chapters 
12 and 13, respectively, contain a description and an appraisal of 
these schools of thought. Recent work, especially that of Nancy 
Cartwright, has brought to the fore questions about the nature of 
laws as they figure in science, so a chapter on this topic is included 
in this new edition, as is a chapter that aims to keep abreast of the 
debate between realist and anti-realist interpretations of science.

So while not pretending that I have arrived at the definitive 
answer to the question that forms the title of this book, I have 
endeavoured to keep abreast of the contemporary debate and to 
introduce the reader to it in a way that is not too technical. There 
are suggestions for further reading at the end of each chapter, 
which will be a useful and up-to-date starting point for those who 
wish to pursue these matters in greater depth.

I will not attempt to name all the colleagues and students from 
whom I have learnt how to improve this book. I learnt much at 
an international symposium held in Sydney in June 1997, ‘What Is 
This Thing Called Science? Twenty Years On’. I thank the spon-
sors of that symposium, The British Council, the University of 
Queensland Press, the Open University Press, Hackett Publishing 
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Company and Uitgeverij Boom, and those colleagues and old 
friends who attended and participated in the proceedings. The 
event did much to boost my morale and gave me the incentive to 
undertake the major task that was involved in rewriting the text. 
Much of the rewriting was done while I was a Research Fellow at 
the Dibner Institute for the History of Science and Technology, 
MIT, for which I express my appreciation. I could not have hoped 
for a more supportive environment, and one more conducive to 
some concentrated work. I thank Hasok Chang for his careful 
reading of the manuscript and his helpful comments.

I have lost track of what the cat is meant to be grinning about, 
but I seem to detect a note of continuing approval, which is 
reassuring.

Alan Chalmers
Cambridge, Mass., 1998



Preface to the fourth edition

Since this book first appeared in 1976 I have twice seen fit to write 
a new edition of it, removing passages, or even whole chapters, that 
I found unhelpful, wrong-headed or insufficiently clear, and adding 
new passages or chapters drawing on developments in the literature 
as well as on clarifications of my own thoughts. With such an end 
in view, I recently subjected the third edition to a critical reading. I 
did not find much with which I was dissatisfied as had been the case 
with my reappraisal of the first and second editions. I did, nevertheless, 
discern ways in which key themes in the book could be clarified and 
extended. The main source for this rethinking was the work that went 
into the writing of my book The Scientist’s Atom and the Philosopher’s 
Stone: How Science Succeeded and Philosophy Failed to Gain Knowledge of 
Atoms. The story of how scientific knowledge of atoms became pos-
sible proves to be a ready source of examples to illustrate and support 
my main points concerning the distinctive character of scientific as 
opposed to other kinds of knowledge. Accordingly, I have included 
a Postscript in this fourth edition that draws on this material to help 
clarify what this thing called science is.

My academic home for the first decade of the twenty-first cen-
tury was the Philosophy Department at Flinders University in 
Adelaide. I thank my colleagues there, especially Rodney Allen, 
George Couvalis and Greg O’Hair, for helping to make that period 
productive. Of the many academics that have provided me with 
help, support and constructive criticism, Ursula Klein, Deborah 
Mayo, Alan Musgrave and John Norton deserve special mention. 
From 2003 to 2005 my work was supported by a grant from the Aus-
tralian Research Council. I benefited from Research Fellowships at 
the University of Canterbury, New Zealand, and the University of 
Pittsburgh and from a semester in the Department of Philosophy at 
the University of Bristol. All of this support was very helpful and 
much appreciated. Sandra Grimes has been a constant and much 
appreciated and valued, if unduly acknowledged, support.

Alan Chalmers
Sydney, 2012





Introduction

Science is highly esteemed. Apparently it is a widely held belief 
that there is something special about science and its methods. The 
naming of some claim or line of reasoning or piece of research 
‘scientific’ is done in a way that is intended to imply some kind of 
merit or special kind of reliability. But what, if anything, is so spe-
cial about science? What is this ‘scientific method’ that allegedly 
leads to especially meritorious or reliable results? This book is an 
attempt to elucidate and answer questions of that kind.

There is an abundance of evidence from everyday life that sci-
ence is held in high regard, in spite of some disenchantment with 
science because of consequences for which some hold it responsible, 
such as hydrogen bombs and pollution. Advertisements frequently 
assert that a particular product has been scientifically shown to 
be whiter, more potent, more sexually appealing or in some way 
superior to rival products. This is intended to imply that the 
claims are particularly well founded and perhaps beyond dispute. 
A recent newspaper advertisement advocating Christian Science 
was headed ‘Science speaks and says the Christian Bible is prov-
edly true’ and went on to tell us that ‘even the scientists themselves 
believe it these days’. Here we have a direct appeal to the author-
ity of science and scientists. We might well ask what the basis for 
such authority is. The high regard for science is not restricted to 
everyday life and the popular media. It is evident in the scholarly 
and academic world too. Many areas of study are now described as 
sciences by their supporters, presumably in an effort to imply that 
the methods used are as firmly based and as potentially fruitful as 
in a traditional science such as physics or biology. Political science 
and social science are by now commonplace. Many Marxists are  
keen to insist that historical materialism is a science. In addition, 
Library Science, Administrative Science, Speech Science, Forest 
Science, Dairy Science, Meat and Animal Science and Mortuary 
Science have all made their appearance on university syllabuses.1 
The debate about the status of ‘creation science’ is still active. It is 
noteworthy in this context that participants on both sides of the 
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debate assume that there is some special category ‘science’. What 
they disagree about is whether creation science qualifies as a sci-
ence or not.

Many in the so-called social or human sciences subscribe to a 
line of argument that runs roughly as follows. ‘The undoubted suc-
cess of physics over the last three hundred years, it is assumed, is to 
be attributed to the application of a special method, “the scientific 
method”. Therefore, if the social and human sciences are to emulate 
the success of physics then that is to be achieved by first under-
standing and formulating this method and then applying it to the 
social and human sciences.’ Two fundamental questions are raised 
by this line of argument, namely, ‘what is this scientific method that 
is alleged to be the key to the success of physics?’ and ‘is it legitimate 
to transfer that method from physics and apply it elsewhere?’

All this highlights the fact that questions concerning the dis-
tinctiveness of scientific knowledge, as opposed to other kinds of 
knowledge, and the exact identification of the scientific method 
are seen as fundamentally important and consequential. As we 
shall see, however, answering these questions is by no means 
straightforward. A fair attempt to capture widespread intuitions 
about the answers to them is encapsulated, perhaps, in the idea 
that what is so special about science is that it is derived from the 
facts, rather than being based on personal opinion. This maybe 
captures the idea that, whereas personal opinions may differ over 
the relative merits of the novels of Charles Dickens and D. H. 
Lawrence, there is no room for such variation of opinions on the 
relative merits of Galileo’s and Einstein’s theories of relativity. It 
is the facts that are presumed to determine the superiority of Ein-
stein’s innovations over previous views on relativity, and anyone 
who fails to appreciate this is simply wrong.

As well shall see, the idea that the distinctive feature of scien-
tific knowledge is that it is derived from the facts of experience 
can only be sanctioned in a carefully and highly qualified form, if 
it is to be sanctioned at all. We will encounter reasons for doubting 
that facts acquired by observation and experiment are as straight-
forward and secure as has traditionally been assumed. We will also 
find that a strong case can be made for the claim that scientific 
knowledge can neither be conclusively proved nor conclusively 
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disproved by reference to the facts, even if the availability of those 
facts is assumed. Some of the arguments to support this skepticism 
are based on an analysis of the nature of observation and on the 
nature of logical reasoning and its capabilities. Others stem from 
a close look at the history of science and contemporary scientific 
practice. It has been a feature of modern developments in theories 
of science and scientific method that increasing attention has been 
paid to the history of science. One of the embarrassing results of 
this for many philosophers of science is that those episodes in the 
history of science that are commonly regarded as most characteris-
tic of major advances, whether they be the innovations of Galileo, 
Newton, Darwin or Einstein, do not match what standard philo-
sophical accounts of science say they should be like.

One reaction to the realisation that scientific theories cannot 
be conclusively proved or disproved and that the reconstructions 
of philosophers bear little resemblance to what actually goes on in 
science is to give up altogether the idea that science is a rational 
activity operating according to some special method. It is a reaction 
somewhat like this that led the philosopher Paul Feyerabend (1975) 
to write a book with the title Against Method: Outline of an Anarchistic 
Theory of Knowledge. According to the most extreme view that has 
been read into Feyerabend’s later writings, science has no special 
features that render it intrinsically superior to other kinds of knowl-
edge such as ancient myths or voodoo. A high regard for science is 
seen as a modern religion, playing a similar role to that played by 
Christianity in Europe in earlier eras. It is suggested that the choices 
between scientific theories boil down to choices determined by the 
subjective values and wishes of individuals.

Feyerabend’s skepticism about attempts to rationalise science 
is shared by more recent authors from a sociological or so-called 
postmodernist perspective.

This kind of response to the difficulties with traditional 
accounts of science and scientific method is resisted in this book. 
An attempt is made to accept what is valid in the challenges by 
Feyerabend and many others, but yet to give an account of science 
that captures its distinctive and special features in a way that can 
answer those challenges.



CHAPTER 1

Science as knowledge derived from 
the facts of experience

A widely held commonsense view of science

In the Introduction I ventured the suggestion that a popular concep-
tion of the distinctive feature of scientific knowledge is captured by 
the slogan ‘science is derived from the facts’. In the first four chapters 
of this book this view is subjected to a critical scrutiny. We will find 
that much of what is typically taken to be implied by the slogan cannot 
be defended. Nevertheless, we will find that the slogan is not entirely 
misguided and I will attempt to formulate a defensible version of it.

When it is claimed that science is special because it is based 
on the facts, the facts are presumed to be claims about the world 
that can be directly established by a careful, unprejudiced use of 
the senses. Science is to be based on what we can see, hear and 
touch rather than on personal opinions or speculative imaginings. 
If observation of the world is carried out in a careful, unprejudiced 
way then the facts established in this way will constitute a secure, 
objective basis for science. If, further, the reasoning that takes 
us from this factual basis to the laws and theories that constitute 
scientific knowledge is sound, then the resulting knowledge can 
itself be taken to be securely established and objective.

The above remarks are the bare bones of a familiar story that 
is reflected in a wide range of literature about science. ‘Science is 
a structure built upon facts’ writes J. J. Davies (1968, p. 8) in his 
book on the scientific method, a theme elaborated on by H. D. 
Anthony (1948, p. 145):

It was not so much the observations and experiments which Gali-
leo made that caused the break with tradition as his attitude to 



What is this thing called Science?2

them. For him, the facts based on them were taken as facts, and 
not related to some preconceived idea . . . The facts of observa-
tion might, or might not, fit into an acknowledged scheme of the 
universe, but the important thing, in Galileo’s opinion, was to 
accept the facts and build the theory to fit them.

Anthony here not only gives clear expression to the view that 
scientific knowledge is based on the facts established by observa-
tion and experiment, but also gives a historical twist to the idea, 
and he is by no means alone in this. An influential claim is that, 
as a matter of historical fact, modern science was born in the 
early seventeenth century when the strategy of taking the facts 
of observation seriously as the basis for science was first seriously 
adopted. It is held by those who embrace and exploit this story 
about the birth of science that, prior to the seventeenth century, 
the observable facts were not taken seriously as the foundation for 
knowledge. Rather, so the familiar story goes, knowledge was 
based largely on authority, especially the authority of the philoso-
pher Aristotle and the authority of the Bible. It was only when this 
authority was challenged by an appeal to experience, by pioneers 
of the new science such as Galileo, that modern science became 
possible. The following account of the oft-told story of Galileo 
and the Leaning Tower of Pisa, taken from Rowbotham (1918, 
pp. 27–9), nicely captured the idea.

Galileo’s first trial of strength with the university professors was 
connected with his researches into the laws of motion as illustrated 
by falling bodies. It was an accepted axiom of Aristotle that the 
speed of falling bodies was regulated by their respective weights: 
thus, a stone weighing two pounds would fall twice as quick as 
one weighing only a single pound and so on. No one seems to 
have questioned the correctness of this rule, until Galileo gave 
it his denial. He declared that weight had nothing to do with 
the matter, and that . . . two bodies of unequal weight . . . would 
reach the ground at the same moment. As Galileo’s statement 
was flouted by the body of professors, he determined to put it 
to a public test. So he invited the whole University to witness 
the experiment which he was about to perform from the leaning 
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tower. On the morning of the day fixed, Galileo, in the presence 
of the assesmbled University and townsfolk, mounted to the top 
of the tower, carrying with him two balls, one weighing one 
hundred pounds and the other weighing one pound. Balancing 
the balls carefully on the edge of the parapet, he rolled them over 
together; they were seen to fall evenly, and the next instant, with 
a loud clang, they struck the ground together. The old tradition 
was false, and modern science, in the person of the young discov-
erer, had vindicated her position.

Two schools of thought that involve attempts to formalise 
what I have called a common view of science, that scientific 
knowledge is derived from the fact, are the empiricists and the  
positivists. The British empiricists of the seventeenth and eight-
eenth centuries, notably John Locke, George Berkeley and 
David Hume, held that all knowledge should be derived from 
ideas implanted in the mind by way of sense perception. The 
positivists had a somewhat broader and less psychologically ori-
entated view of what facts amount to, but shared the view of the 
empiricists that knowledge should be derived from the facts of 
experience. The logical positivists, a school of philosophy that 
originated in Vienna in the 1920s, took up the positivism that 
had been introduced by Auguste Comte in the nineteenth cen-
tury and attempted to formalise it, paying close attention to the 
logical form of the relationship between scientific knowledge 
and the facts. Empiricism and positivism share the common view 
that scientific knowledge should in some way be derived from 
the facts arrived at by observation.

There are two other rather distinct issues involved in the claim 
that science is derived from the facts. One concerns the nature of 
these ‘facts’ and how scientists are meant to have access to them. 
The second concerns how the laws and theories that constitute 
our knowledge are derived from the facts once they have been 
obtained. We will investigate these two issues in turn, devoting 
this and the next two chapters to a discussion of the nature of 
the facts on which science is alleged to be based and chapter 4 to 
the question of how scientific knowledge might be thought to be 
derived from them.
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Three components of the stand on the facts assumed to be the 
basis of science in the common view can be distinguished. They 
are:
(a)	 Facts are directly given to careful, unprejudiced observers via 

the senses.
(b)	 Facts are prior to and independent of theory.
(c)	 Facts constitute a firm and reliable foundation for scientific 

knowledge.
As we shall see, each of these claims is faced with difficulties 

and, at best, can only be accepted in a highly qualified form.

Seeing is believing

Partly because the sense of sight is the sense most extensively used 
to observe the world, and partly for convenience, I will restrict my 
discussion of observation to the realm of seeing. In most cases, it 
will not be difficult to see how the argument presented could be 
re-cast so as to be applicable to the other senses. A simple account 
of seeing might run as follows. Humans see using their eyes. The 
most important components of the human eye are a lens and a 
retina, the latter acting as a screen on which images of objects 
external to the eye are formed by the lens. Rays of light from a 
viewed object pass from the object to the lens via the intervening 
medium. These rays are refracted by the material of the lens in 
such a way that they are brought to a focus on the retina, so form-
ing an image of the object. Thus far, the functioning of the eye is 
analogous to that of a camera. A big difference is in the way the 
final image is recorded. Optic nerves pass from the retina to the 
central cortex of the brain. These carry information concerning 
the light striking the various regions of the retina. It is the record-
ing of this information by the brain that constitutes the seeing of 
the object by the human observer. Of course, many details could 
be added to this simplified description, but the account offered 
captures the general idea.

Two points are strongly suggested by the foregoing account 
of observation through the sense of sight that are incorporated 
into the common or empiricist view of science. The first is that 
a human observer has more or less direct access to knowledge of 
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some facts about the world insofar as they are recorded by the 
brain in the act of seeing. The second is that two normal observers 
viewing the same object or scene from the same place will ‘see’ 
the same thing. An identical combination of light rays will strike 
the eyes of each observer, will be focused on their normal retinas 
by their normal eye lenses and give rise to similar images. Similar 
information will then travel to the brain of each observer via their 
normal optic nerves, resulting in the two observers seeing the 
same thing. In subsequent sections we will see why this kind of 
picture is seriously misleading.

Visual experiences not determined solely by the  
object viewed

In its starkest form, the common view has it that facts about the 
external world are directly given to us through the sense of sight. 
All we need to do is confront the world before us and record what 
is there to be seen. I can establish that there is a lamp on my desk 
or that my pencil is yellow simply by noting what is before my 
eyes. Such a view can be backed up by a story about how the eye 
works, as we have seen. If this was all there was to it, then what is 
seen would be determined by the nature of what is looked at, and 
observers would always have the same visual experiences when 
confronting the same scene. However, there is plenty of evidence 
to indicate that this is simply not the case. Two normal observ-
ers viewing the same object from the same place under the same 
physical circumstances do not necessarily have identical visual 
experiences, even though the images on their respective retinas 
may be virtually identical. There is an important sense in which 
two observers need not ‘see’ the same thing. As N. R. Hanson 
(1958) has put it, ‘there is more to seeing than meets the eyeball’. 
Some simple examples will illustrate the point.

Most of us, when first looking at Figure 1, see the drawing of a 
staircase with the upper surface of the stairs visible. But this is not 
the only way in which it can be seen. It can without difficulty be 
seen as a staircase with the under surface of the stairs visible. Fur-
ther, if one looks at the picture for some time, one generally finds 
that what one sees changes frequently, and involuntarily, from a 
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staircase viewed from above to one viewed from below and back 
again. And yet it seems reasonable to suppose that, since it remains 
the same object viewed by the observer, the retinal images do not 
change. Whether the picture is seen as a staircase viewed from 
above or one viewed from below seems to depend on something 
other than the image on the retina of the viewer. I suspect that no 
reader of this book has questioned my claim that Figure 1 depicts 
a staircase. However, the results of experiments on members 
of African tribes whose culture does not include the custom of 
depicting three-dimensional objects by two-dimensional perspec-
tive drawings, nor staircases for that matter, indicate that members 
of those tribes would not see Figure 1 as a staircase at all. Again, 
it seems to follow that the perceptual experiences that individu-
als have in the act of seeing are not uniquely determined by the 
images on their retinas. Hanson (1958, chapter 1) contains some 
more captivating examples that illustrate this point.

Another instance is provided by a children’s picture puzzle that 
involves finding the drawing of a human face among the foliage 
in the drawing of a tree. Here, what is seen, that is, the subjective 
impressions experienced by a person viewing the drawing, at first 
corresponds to a tree, with trunk, branches and leaves. But this 
changes once the human face has been detected. What was once 
seen as branches and leaves is now seen as a human face. Again, 
the same physical object is viewed before and after the solution 

Figure 1
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of the puzzle, and presumably the image on the observer’s retina 
does not change at the moment the puzzle is solved and the face 
found. If the picture is viewed at some later time, the face is read-
ily and quickly seen by an observer who has already solved the 
puzzle once. It would seem that there is a sense in which what an 
observer sees is affected by his or her past experience.

‘What’, it might well be suggested, ‘have these contrived 
examples got to do with science?’ In response, it is not difficult to 
produce examples from the practice of science that illustrate the 
same point, namely, that what observers see, the subjective experi-
ences that they undergo, when viewing an object or scene is not 
determined solely by the images on their retinas but depends also 
on the experience, knowledge and expectations of the observer. 
The point is implicit in the uncontroversial realisation that one has 
to learn to be a competent observer in science. Anyone who has 
been through the experience of having to learn to see through a 
microscope will need no convincing of this. When the beginner 
looks at a slide prepared by an instructor through a microscope it 
is rare that the appropriate cell structures can be discerned, even 
though the instructor has no difficulty discerning them when 
looking at the same slide through the same microscope. It is sig-
nificant to note, in this context, that microscopists found no great 
difficulty observing cells divide in suitably prepared circumstances 
once they were alert for what to look for, whereas prior to this 
discovery these cell divisions went unobserved, although we now 
know they must have been there to be observed in many of the 
samples examined through a microscope. Michael Polanyi (1973, 
p. 101) describes the changes in a medical student’s perceptual 
experience when he is taught to make a diagnosis by inspecting 
an X-ray picture.

Think of a medical student attending a course in the X-ray diag-
nosis of pulmonary diseases. He watches, in a darkened room, 
shadowy traces on a fluorescent screen placed against a patient’s 
chest, and hears the radiologist commenting to his assistants, in 
technical language, on the significant features of these shadows. 
At first, the student is completely puzzled. For he can see in the 
X-ray picture of a chest only the shadows of the heart and ribs, 
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with a few spidery blotches between them. The experts seem to 
be romancing about figments of their imagination; he can see 
nothing that they are talking about. Then, as he goes on listen-
ing for a few weeks, looking carefully at ever-new pictures of 
different cases, a tentative understanding will dawn on him; he 
will gradually forget about the ribs and begin to see the lungs. 
And eventually, if he perseveres intelligently, a rich panorama of 
significant details will be revealed to him; of physiological vari-
ations and pathological changes, of scars, of chronic infections 
and signs of acute disease. He has entered a new world. He still 
sees only a fraction of what the experts can see, but the pictures 
are definitely making sense now and so do most of the comments 
made on them.

The experienced and skilled observer does not have percep-
tual experiences identical to those of the untrained novice when 
the two confront the same situation. This clashes with a literal 
understanding of the claim that perceptions are given in a straight-
forward way via the senses.

A common response to the claim that I am making about 
observation, supported by the kinds of examples I have uti-
lised, is that observers viewing the same scene from the same 
place see the same thing but interpret what they see differently. 
I wish to dispute this. As far as perception is concerned, the 
only things with which an observer has direct and immediate 
contact are his or her experiences. These experiences are not 
uniquely given and unchanging but vary with the knowledge 
and expectations possessed by the observer. What is uniquely 
given by the physical situation, I am prepared to admit, is the 
image on the retina of an observer, but an observer does not 
have direct perceptual contact with that image. When defend-
ers of the common view assume that there is something unique 
given to us in perception that can be interpreted in various 
ways, they are assuming without argument, and in spite of 
much evidence to the contrary, that the images on our retinas 
uniquely determine out perceptual experiences. They are tak-
ing the camera analogy too far.

Having said all this, let me try to make clear what I do not 
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mean to be claiming in this section, lest I be taken to be arguing 
for more than I intend to be. First, I am certainly not claiming 
that the physical causes of the images on our retinas have noth-
ing to do with what we see. We cannot see just what we like. 
However, although the images on our retinas form part of the 
cause of what we see, another very important part of the cause 
is the inner state of our minds or brains, which will itself depend 
on our cultural upbringing, our knowledge and our expectations, 
and will not be determined solely by the physical properties of 
our eyes and the scene observed. Second, under a wide variety 
of circumstances, what we see in various situations remains fairly 
stable. The dependence of what we see on the state of our minds 
or brains is not so sensitive as to make communication, and sci-
ence, impossible. Third, in all the examples quoted here, there 
is a sense in which all observers see the same thing. I accept and 
presuppose throughout this book that a single, unique, physical 
world exists independently of observers. Hence, when a number 
of observers look at a picture, a piece of apparatus, a microscope 
slide or whatever, there is a sense in which they are confronted by, 
look at, and hence see, the same thing. But it does not follow from 
this that they have identical perceptual experiences. There is a 
very important sense in which they do not see the same thing, and 
it is that latter sense on which I base some of my queries concern-
ing the view that facts are unproblematically and directly given 
to observers through the senses. To what extent this undermines 
the view that facts adequate for science can be established by the 
senses remains to be seen.

Observable facts expressed as statements

In normal linguistic usage, the meaning of ‘fact’ is ambiguous. It 
can refer to a statement that expresses the fact and it can also refer 
to the state of affairs referred to by such a statement. For exam-
ple, it is a fact that there are mountains and craters on the moon. 
Here the fact can be taken as referring to the mountains or craters 
themselves. Alternatively, the statement ‘there are mountains and 
craters on the moon’ can be taken as constituting the fact. When 
it is claimed that science is based on and derived from the facts, it 
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is clearly the latter interpretation that is appropriate. Knowledge 
about the moon’s surface is not based on and derived from moun-
tains and craters but from factual statements about mountains and 
craters.

As well as distinguishing facts, understood as statements, from 
the states of affairs described by those statements, it is also clearly 
necessary to distinguish statements of facts from the perceptions 
that might occasion the acceptance of those statements as facts. For 
example, it is undoubtedly the case that when Darwin underwent 
his famous voyage on the Beagle he encountered many novel spe-
cies of plant and animal, and so was subject to a range of novel 
perceptual experiences. However, he would have made no sig-
nificant contribution to science had he left it at that. It was only 
when he had formulated statements describing the novelties and 
made them available to other scientists that he made a significant 
contribution to biology. To the extent that the voyage on the Bea-
gle yielded novel facts to which an evolutionary theory could be 
related, it was statements that constituted those facts. For those 
who wish to claim that knowledge is derived from facts, they must 
have statements in mind, and neither perceptions nor objects like 
mountains and craters.

With this clarification behind us, let us return to the claims (a) 
to (c) about the nature of facts which concluded the first section 
of this chapter. Once we do so they immediately become highly 
problematic as they stand. Given that the facts that might consti-
tute a suitable basis for science must be in the form of statements, 
the claim that facts are given in a straightforward way via the 
senses begins to look quite misconceived. For even if we set aside 
the difficulties highlighted in the previous section, and assume 
that perceptions are straightforwardly given in the act of seeing, it 
is clearly not the case that statements describing observable states 
of affairs (I will call them observation statements) are given to 
observers via the senses. It is absurd to think that statements of fact 
enter the brain by way of the senses.

Before an observer can formulate and assent to an observa-
tion statement, he or she must be in possession of the appropriate 
conceptual framework and a knowledge of how to appropriately 
apply it. That this is so becomes clear when we contemplate the 
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way in which a child learns to describe (that is, make factual 
statements about) the world. Think of a parent teaching a child 
to recognise and describe apples. The parent shows the child an 
apple, points to it, and utters the word ‘apple’. The child soon 
learns to repeat the word ‘apple’ in imitation. Having mastered 
this particular accomplishment, perhaps on a later day the child 
encounters its sibling’s tennis ball, points and says ‘apple’. At this 
point the parent intervenes to explain that the ball is not an 
apple, demonstrating, for example, that one cannot bite it like an 
apple. Further mistakes by the child, such as the identification 
of a choko as an apple, will require somewhat more elaborate 
explanations from the parent. By the time the child can success-
fully say there is an apple present when there is one, it has learnt 
quite a lot about apples. So it would seem that it is a mistake to 
presume that we must first observe the facts about apples before 
deriving knowledge about them from those facts, because the 
appropriate facts, formulated as statements, presuppose quite a 
lot of knowledge about apples.

Let us move from talk of children to some examples that 
are more relevant to our task of understanding science. Imag-
ine a skilled botanist accompanied by someone like myself who 
is largely ignorant of botany taking part in a field trip into the 
Australian bush, with the objective of collecting observable facts 
about the native flora. It is undoubtedly the case that the botanist 
will be capable of collecting facts that are far more numerous and 
discerning than those I am able to observe and formulate, and 
the reason is clear. The botanist has a more elaborate conceptual 
scheme to exploit than myself, and that is because he or she knows 
more botany than I do. A knowledge of botany is a prerequisite 
for the formulation of the observation statements that might con-
stitute its factual basis.

Thus, the recording of observable facts requires more than the 
reception of the stimuli, in the form of light rays, that impinge 
on the eye. It requires the knowledge of the appropriate concep-
tual scheme and how to apply it. In this sense, assumptions (a) 
and (b) cannot be accepted as they stand. Statements of fact are 
not determined in a straightforward way by sensual stimuli, and 
observation statements presuppose knowledge, so it cannot be the 
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case that we first establish the facts and then derive our knowledge 
from them.

Why should facts precede theory?

I have taken as my starting point a rather extreme interpretation of 
the claim that science is derived from the facts. I have taken it to 
imply that the facts must be established prior to the derivation of 
scientific knowledge from them. First establish the facts and then 
build your theory to fit them. Both the fact that our perceptions 
depend to some extent on our prior knowledge and hence on our 
state of preparedness and our expectations (discussed earlier in the 
chapter) and the fact that observation statements presuppose the 
appropriate conceptual framework (discussed in the previous sec-
tion) indicate that it is a demand that is impossible to live up to. 
Indeed, once it is subject to a close inspection it is a rather silly idea, 
so silly that I doubt if any serious philosopher of science would 
wish to defend it. How can we establish significant facts about the 
world through observation if we do not have some guidance as to 
what kind of knowledge we are seeking or what problems we are 
trying to solve? In order to make observations that might make a 
significant contribution to botany, I need to know much botany 
to start with. What is more, the very idea that the adequacy of our  
scientific knowledge should be tested against the observable facts 
would make no sense if, in proper science, the relevant facts must 
always precede the knowledge that might be supported by them. 
Our search for relevant facts needs to be guided by our current 
state of knowledge, which tells us, for example, that measuring 
the ozone concentration at various locations in the atmosphere 
yields relevant facts, whereas measuring the average hair length of 
the youths in Sydney does not. So let us drop the demand that the 
acquisition of facts should come before the formulation of the laws 
and theories that constitute scientific knowledge, and see what we 
can salvage of the idea that science is based on facts once we have 
done so.

According to our modified stand, we freely acknowledge that 
the formulation of observation statements presupposes significant 
knowledge, and that the search for relevant observable facts in 
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science is guided by that knowledge. Neither acknowledgment 
necessarily undermines the claim that knowledge has a factual 
basis established by observation. Let us first take the point that 
the formulation of significant observation statements presupposes 
knowledge of the appropriate conceptual framework. Here we 
note that the availability of the conceptual resources for formu-
lating observation statements is one thing. The truth or falsity 
of those statements is another. Looking at my solid state physics 
textbook, I can extract two observation statements, ‘the crystal 
structure of diamond has inversion symmetry’ and ‘in a crystal of 
zinc sulphide there are four molecules per unit cell’. A degree of 
knowledge about crystal structures and how they are characterised 
is necessary for the formulation and understanding of these state-
ments. But even if you do not have that knowledge, you will be 
able to recognise that there are other, similar, statements that can 
be formulated using the same terms, statements such as ‘the crystal 
structure of diamond does not have inversion symmetry’ and ‘the 
crystal of zinc sulphide has six molecules per unit cell’. All of these 
statements are observation statements in the sense that once one 
has mastered the appropriate observational techniques their truth 
or falsity can be established by observation. When this is done, 
only the statements I extracted from my textbook are confirmed 
by observation, while the alternatives constructed from them are 
refuted. This illustrates the point that the fact that knowledge 
is necessary for the formulation of significant observation state-
ments still leaves open the question of which of the statements 
so formulated are borne out by observation and which are not. 
Consequently, the idea that knowledge should be based on facts 
that are confirmed by observation is not undermined by the rec-
ognition that the formulation of the statements describing those 
facts are knowledge-dependent. There is only a problem if one 
sticks to the silly demand that the confirmation of facts relevant 
to some body of knowledge should precede the acquisition of any 
knowledge.

The idea that scientific knowledge should be based on facts 
established by observation need not be undermined, then, by the 
acknowledgment that the search for and formulation of those facts 
are knowledge-dependent. If the truth or falsity of observation 
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statements can be established in a direct way by observation, then, 
irrespective of the way in which those statements came to be for-
mulated, it would seem that the observation statements confirmed 
in this way provide us with a significant factual basis for scientific 
knowledge.

The fallibility of observation statements

We have made some headway in our search for a characterisation 
of the observational base of science, but we are not out of trouble 
yet. In the previous section our analysis presupposed that the truth 
or otherwise of observation statements can be securely established 
by observation in an unproblematic way. But is such a presupposi-
tion legitimate? We have already seen ways in which problems can 
arise from the fact that different observers do not necessarily have 
the same perceptions when viewing the same scene, and this can 
lead to disagreements about what the observable states of affairs 
are. The significance of this point for science is borne out by well-
documented cases in the history of science, such as the dispute 
about whether or not the effects of so-called N-rays are observ-
able, described by Nye (1980), and the disagreement between 
Sydney and Cambridge astronomers over what the observable 
facts were in the early years of radio astronomy, as described by 
Edge and Mulkay (1976). We have as yet said little to show how a 
secure observational basis for science can be established in the face 
of such difficulties. Further difficulties concerning the reliability 
of the observational basis of science arise from some of the ways 
in which judgments about the adequacy of observation statements 
draw on presupposed knowledge in a way that renders those judg-
ments fallible. I will illustrate this with examples.

Aristotle included fire among the four elements of which all 
terrestrial objects are made. The assumption that fire is a distinc-
tive substance, albeit a very light one, persisted for hundreds of 
years, and it took modern chemistry to thoroughly undermine 
it. Those who worked with this presupposition considered them-
selves to be observing fire directly when watching flames rise into 
the air, so that for them ‘the fire ascended’ is an observation state-
ment that was frequently borne out by direct observation. We 
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now reject such observation statements. The point is that if the 
knowledge that provides the categories we use to describe our 
observations is defective, the observation statements that presup-
pose those categories are similarly defective.

My second example concerns the realisation, established in the 
sixteenth and seventeenth centuries, that the earth moves, spin-
ning on its axis and orbiting the sun. Prior to the circumstances 
that made this realisation possible, it can be said that the state-
ment ‘the earth is stationary’ was a fact confirmed by observation. 
After all, one cannot see or feel it move, and if we jump in the 
air, the earth does not spin away beneath us. We, from a mod-
ern perspective, know that the observation statement in question 
is false in spite of these appearances. We understand inertia, and 
know that if we are moving in a horizontal direction at over one 
hundred metres per second because the earth is spinning, there 
is no reason why that should change when we jump in the air. It 
takes a force to change speed, and, in our example, there are no 
horizontal forces acting. So we retain the horizontal speed we 
share with the earth’s surface and land where we took off. ‘The 
earth is stationary’ is not established by the observable evidence 
in the way it was once thought to be. But to fully appreciate why 
this is so, we need to understand inertia. That understanding was 
a seventeenth-century innovation. We have an example that illus-
trates a way in which the judgment of the truth or otherwise of an 
observation statement depends on the knowledge that forms the 
background against which the judgment is made. It would seem 
that the scientific revolution involved not just a progressive trans-
formation of scientific theory, but also a transformation in what 
were considered to be the observable facts!

This last point is further illustrated by my third example. It 
concerns the sizes of the planets Venus and Mars as viewed from 
earth during the course of the year. It is a consequence of Coper-
nicus’s suggestion that the earth circulates the sun, in an orbit 
outside that of Venus and inside that of Mars, that the apparent 
size of both Venus and Mars should change appreciably during 
the course of the year. This is because when the earth is around 
the same side of the sun as one of those planets it is relatively close 
to it, whereas when it is on the opposite side of the sun to one of 
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them it is relatively distant from it. When the matter is considered 
quantitatively, as it can be within Copernicus’s own version of 
his theory, the effect is a sizeable one, with a predicted change in 
apparent diameter by a factor of about eight in the case of Mars 
and about six in the case of Venus. However, when the planets 
are observed carefully with the naked eye, no change in size can 
be detected for Venus, and Mars changes in size by no more than 
a factor of two. So the observation statement ‘the apparent size 
of Venus does not change size during the course of the year’ was 
straightforwardly confirmed, and was referred to in the Preface 
to Copernicus’s On the Revolutions of the Heavenly Spheres as a fact 
confirmed ‘by all the experience of the ages’ (Duncan, 1976,  
p. 22). Osiander, who was the author of the Preface in question, 
was so impressed by the clash between the consequences of the 
Copernican theory and our ‘observable fact’ that he used it to 
argue that the Copernican theory should not be taken literally. 
We now know that the naked-eye observations of planetary sizes 
are deceptive, and that the eye is a very unreliable device for gaug-
ing the size of small light sources against a dark background. But 
it took Galileo to point this out and to show how the predicted 
change in size can be clearly discerned if Venus and Mars are 
viewed through a telescope. Here we have a clear example of the 
correction of a mistake about the observable facts made possi-
ble by improved knowledge and technology. In itself the example 
is unremarkable and non-mysterious. But it does show that any 
view to the effect that scientific knowledge is based on the facts 
acquired by observation must allow that the facts as well as the 
knowledge are fallible and subject to correction and that scientific 
knowledge and the facts on which it might be said to be based are 
interdependent.

The intuition that I intended to capture with my slogan ‘sci-
ence is derived from the facts’ was that scientific knowledge has a 
special status in part because it is founded on a secure basis, solid 
facts firmly established by observation. Some of the considerations 
of this chapter pose a threat to this comfortable view. One dif-
ficulty concerns the extent to which perceptions are influenced 
by the background and expectations of the observer, so that what 
appears to be an observable fact for one need not be for another. 
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The second source of difficulty stems from the extent to which 
judgments about the truth of observation statements depend on 
what is already known or assumed, thus rendering the observable 
facts as fallible as the presuppositions underlying them. Both kinds 
of difficulty suggest that maybe the observable basis for science 
is not as straightforward and secure as is widely and traditionally 
supposed. In the next chapter I try to mitigate these fears to some 
extent by considering the nature of observation, especially as it 
is employed in science, in a more discerning way than has been 
involved in our discussion up until now.

Further reading

For a classic discussion of how knowledge is seen by an empiricist 
as derived from what is delivered to the mind via the senses, see 
Locke (1967), and by a logical positivist, see Ayer (1940). Hanfling 
(1981) is an introduction to logical positivism generally, includ-
ing its account of the observational basis of science. A challenge 
to these views at the level of perception is Hanson (1958, chapter 
1). Useful discussions of the whole issue are to be found in Brown 
(1977) and Barnes, Bloor and Henry (1996, chapters 1–3).



CHAPTER 2

Observation as practical intervention

Observation: passive and private or active and public?

A common way in which observation is understood by a range 
of philosophers is to see it as a passive, private affair. It is passive 
insofar as it is presumed that when seeing, for example, we simply 
open and direct our eyes, let the information flow in, and record 
what is there to be seen. It is the perception itself in the mind or 
brain of the observer that is taken to directly validate the fact, 
which may be ‘there is a red tomato in front of me’ for example. If 
it is understood in this way, then the establishment of observable 
facts is a very private affair. It is accomplished by the individual 
closely attending to what is presented to him or her in the act of 
perception. Since two observers do not have access to each other’s 
perceptions, there is no way they can enter into a dialogue about 
the validity of the facts they are presumed to establish.

This view of perception or observation, as passive and pri-
vate, is totally inadequate, and does not give an accurate account 
of perception in everyday life, let alone science. Everyday obser-
vation is far from passive. There is a range of things that are 
done, many of them automatically and perhaps unconsciously, 
to establish the validity of a perception. In the act of seeing we 
scan objects, move our heads to test for expected changes in the 
observed scene and so on. If we are not sure whether a scene 
viewed through a window is something out of the window or a 
reflection in the window, we can move our heads to check for 
the effect this has on the direction in which the scene is visible. 
It is a general point that if for any reason we doubt the validity of 
what seems to be the case on the basis of our perceptions, there 
are various actions we can take to remove the problem. If, in the 
example above, we have reason to suspect that the image of the 
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tomato is some cleverly contrived optical image rather than a 
real tomato, we can touch it as well as look at it, and if necessary 
we can taste it or dissect it.

With these few, somewhat elementary, observations I have 
only touched the surface of the detailed story psychologists can 
tell about the range of things that are done by individuals in 
the act of perception. More important for our task is to con-
sider the significance of the point for the role of observation 
in science. An example that illustrates my point well is drawn 
from early uses of the microscope in science. When scientists 
such as Robert Hooke and Henry Power used the microscope to 
look at small insects such as flies and ants, they often disagreed 
about the observable facts, at least initially. Hooke traced the 
cause of some of the disagreements to different kinds of illu-
mination. He pointed out that the eye of a fly appears like a 
lattice covered with holes in one kind of light (which, inciden-
tally, seems to have led Power to believe that this was indeed 
the case), like a surface covered with cones in another and in 
yet another light like a surface covered with pyramids. Hooke 
proceeded to make practical interventions designed to clear up 
the problem. He endeavoured to eliminate spurious information 
arising from dazzle and complicated reflections by illuminating 
specimens uniformly. He did this by using for illumination the 
light of a candle diffused through a solution of brine. He also 
illuminated his specimens from various directions to determine 
which features remained invariant under such changes. Some of 
the insects needed to be thoroughly intoxicated with brandy to 
render them both motionless and undamaged.

Hooke’s book, Micrographia (1665), contains many detailed 
descriptions and drawings that resulted from Hooke’s actions and 
observations. These productions were and are public, not private. 
They can be checked, criticised and added to by others. If a fly’s 
eye, in some kinds of illumination, appears to be covered with 
holes, then that state of affairs cannot be usefully evaluated by 
the observer closely attending to his or her perceptions. Hooke 
showed what could be done to check the authenticity of the appear-
ances in such cases, and the procedures he recommended could be 
carried out by anyone suitably inclined or skilled. The observable 
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facts about the structure of a fly’s eye that eventuate result from a 
process that is both active and public.

The point that action can be taken to explore the adequacy of 
claims put forward as observable facts has the consequence that 
subjective aspects of perception need not be an intractable prob-
lem for science. Ways in which perceptions of the same scene can 
vary from observer to observer depending on their background, 
culture and expectations were discussed in the previous chapter. 
Problems that eventuate from this undoubted fact can be coun-
tered to a large extent by taking appropriate action. It should be 
no news to anyone that the perceptual judgments of individuals 
can be unreliable for a range of reasons. The challenge, in sci-
ence, is to arrange the observable situation in such a way that the 
reliance on such judgments is minimised if not eliminated. An 
example will illustrate the point.

The moon illusion is a common phenomenon. When it is high 
in the sky, the moon appears much smaller than when it is low on 
the horizon. This is an illusion. The moon does not change size 
nor does its distance from earth alter during the few hours that 
it takes for its relative position to undergo the required change. 
However, we do not have to put our trust in subjective judgments 
about the moon’s size. We can, for example, mount a sighting tube 
fitted with cross-wires in such a way that its orientation can be 
read on a scale. The angle subtended by the moon at the place of 
sighting can be determined by aligning the cross-wires with each 
side of the moon in turn and noting the difference in the corre-
sponding scale readings. This can be done when the moon is high 
in the sky and repeated when it is near the horizon. The fact that 
the apparent size of the moon has remained unchanged is reflected 
in the fact that there is no significant variation in the differences 
between the scale readings in the two cases.

Galileo and the moons of Jupiter

In this section the relevance of the discussion in the previous  
section is illustrated with a historical example. Late in 1609 Galileo 
constructed a powerful telescope and used it to look at the heav-
ens. Many of the novel observations he made in the ensuing three 
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months were controversial, and very relevant to the astronomical 
debate concerning the validity of the Copernican theory, of which 
Galileo became an avid champion. Galileo claimed, for instance, to 
have sighted four moons orbiting the planet Jupiter, but he had trou-
ble convincing others of the validity of his observations. The matter 
was of some moment. The Copernican theory involved the contro-
versial claim that the earth moves, spinning on its axis once a day and 
orbiting the sun once a year. The received view that Copernicus had 
challenged in the first half of the previous century was that the earth 
is stationary, with the sun and planets orbiting it. One of the many, 
far from trivial, arguments against the motion of the earth was that, 
if it orbited the sun as Copernicus claimed, the moon would be left 
behind. This argument is undermined once it is acknowledged that 
Jupiter has moons. For even the opponents of Copernicus agreed 
that Jupiter moves. Consequently, any moons it has are carried with 
it, exhibiting the very phenomenon that the opponents of Coperni-
cus claimed to be impossible in the case of the earth.

Whether Galileo’s telescopic observations of moons around 
Jupiter were valid was a question of some moment then. In spite 
of the initial skepticism, and the apparent inability of a range of 
his contemporaries to discern the moons through the telescope, 
Galileo had convinced his rivals within a period of two years. 
Let us see how he was able to achieve that – how he was able to 
‘objectify’ his observations of Jupiter’s moons.

Galileo attached a scale, marked with equally spaced horizon-
tal and vertical lines, to his telescope by a ring in such a way that 
the scale was face-on to the observer and could be slid up and 
down the length of the telescope. A viewer looking through the 
telescope with one eye could view the scale with the other. Sight-
ing of the scale was facilitated by illuminating it with a small lamp. 
With the telescope trained on Jupiter, the scale was slid along the 
telescope until the image of Jupiter viewed through the telescope 
with one eye lay in the central square of the scale viewed with the 
other eye. With this accomplished, the position of a moon viewed 
through the telescope could be read on the scale, the reading cor-
responding to its distance from Jupiter in multiples of the diameter 
of Jupiter. The diameter of Jupiter was a convenient unit, since 
employing it as a standard automatically allowed for the fact that 
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its apparent diameter as viewed from earth varies as that planet 
approaches and recedes from the earth.

Using this technique, Galileo was able to record the daily 
histories of the four ‘starlets’ accompanying Jupiter. He was able 
to show that the data were consistent with the assumption that 
the starlets were indeed moons orbiting Jupiter with a constant 
period. The assumption was borne out, not only by the quantita-
tive measurements but also by the more qualitative observation 
that the satellites occasionally disappeared from view as they 
passed behind or in front of the parent planet or moved into its 
shadow.

Galileo was in a strong position to argue for the veracity of his 
observations of Jupiter’s moons, in spite of the fact that they were 
invisible to the naked eye. He could, and did, argue against the 
suggestion that they were an illusion produced by the telescope by 
pointing out that that suggestion made it difficult to explain why 
the moons appeared near Jupiter and nowhere else. Galileo could 
also appeal to the consistency and repeatability of his measure-
ments and their compatibility with the assumption that the moons 
orbit Jupiter with a constant period. Galileo’s quantitative data 
were verified by independent observers, including observers at the 
Collegio Romano and the Court of the Pope in Rome who were 
opponents of the Copernican theory. What is more, Galileo was 
able to predict further positions of the moons and the occurrence 
of transits and eclipses, and these too were confirmed by him-
self and independent observers, as documented by Stillman Drake 
(1978, pp. 175–6, 236–7).

The veracity of the telescopic sightings was soon accepted by 
those of Galileo’s contemporaries who were competent observ-
ers, even by those who had initially opposed him. It is true that 
some observers could never manage to discern the moons, but 
I suggest that this is of no more significance than the inability 
of James Thurber (1933, pp. 101–3) to discern the structure of 
plant cells through a microscope. The strength of Galileo’s case 
for the veracity of his telescopic observations of the moons of 
Jupiter derives from the range of practical, objective tests that his 
claims could survive. Although his case might have stopped short 
of being absolutely conclusive, it was incomparably stronger than 
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any that could be made for the alternative, namely, that his sight-
ings were illusions or artifacts brought about by the telescope.

Observable facts objective but fallible

An attempt to rescue a reasonably strong version of what consti-
tutes an observable fact from the criticisms that we have levelled 
at that notion might go along the following lines. An observation 
statement constitutes a fact worthy of forming part of the basis 
for science if it is such that it can be straightforwardly tested by 
the senses and withstands those tests. Here the ‘straightforward’ 
is intended to capture the idea that candidate observation state-
ments should be such that their validity can be tested in ways that 
involve routine, objective procedures that do not necessitate fine, 
subjective judgments on the part of the observer. The emphasis 
on tests brings out the active, public character of the vindication 
of observation statements. In this way, perhaps we can capture a 
notion of fact unproblematically established by observation. After 
all, only a suitably addicted philosopher will wish to spend time 
doubting that such things as meter readings can be securely estab-
lished, within some small margin of error, by careful use of the 
sense of sight.

A small price has to be paid for the notion of an observable fact 
put forward in the previous paragraph. That price is that observ-
able facts are to some degree fallible and subject to revision. If a 
statement qualifies as an observable fact because it has passsed all 
the tests that can be levelled at it hitherto, this does not mean that 
it will necessarily survive new kinds of tests that become possible 
in the light of advances in knowledge and technology. We have 
already met two significant examples of observation statements 
that were accepted as facts on good grounds but were eventually 
rejected in the light of such advances, namely, ‘the earth is station-
ary’ and ‘the apparent size of Mars and Venus does not change 
appreciably during the course of the year’.

According to the view put forward here, observations suitable 
for constituting a basis for scientific knowledge are both objective 
and fallible. They are objective insofar as they can be publicly 
tested by straightforward procedures, and they are fallible insofar 
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as they may be undermined by new kinds of tests made possible by 
advances in science and technology. This point can be illustrated 
by another example from the work of Galileo. In his Dialogue 
Concerning the Two Chief World Systems (1967, pp. 361–3) Galileo 
described an objective method for measuring the diameter of a 
star. He hung a cord between himself and the star at a distance 
such that the cord just blocked out the star. Galileo argued that 
the angle subtended at the eye by the cord was then equal to the 
angle subtended at the eye by the star. We now know that Gali-
leo’s results were spurious. The apparent size of a star as perceived 
by us is due entirely to atmospheric and other noise effects and 
has no determinate relation to the star’s physical size. Galileo’s 
measurements of star-size rested on implicit assumptions that are 
now rejected. But this rejection has nothing to do with subjec-
tive aspects of perception. Galileo’s observations were objective in 
the sense that they involved routine procedures which, if repeated 
today, would give much the same results as obtained by Galileo. 
In the next chapter we will have cause to develop further the point 
that the lack of an infallible observational base for science does not 
derive solely from subjective aspects of perception.

Further reading

For a classic discussion of the empirical basis of science as those 
statements that withstand tests, see Popper (1972, chapter 5). The 
active aspects of observation are stressed in the second half of 
Hacking (1983), in Popper (1979, pp. 341–61) and in Chalmers 
(1990, chapter 4). Also of relevance is Shapere (1982).



CHAPTER 3

Experiment

Not just facts but relevant facts

In this chapter I assume for the sake of argument that secure facts 
can be established by careful use of the senses. After all, as I have 
already suggested, there is a range of situations relevant to science 
where this assumption is surely justified. Counting clicks on a 
Geiger counter and noting the position of a needle on a scale are 
unproblematic examples. Does the availability of such facts solve 
our problem about the factual basis for science? Do the statements 
that we assume can be established by observation constitute the facts 
from which scientific knowledge can be derived? In this chapter we 
will see that the answer to these questions is a decisive ‘no’.

One point that should be noted is that what is needed in science 
is not just facts but relevant facts. The vast majority of facts that 
can be established by observation, such as the number of books in 
my office or the colour of my neighbour’s car, are totally irrelevant 
for science, and scientists would be wasting their time collecting 
them. Which facts are relevant and which are not relevant to a 
science will be relative to the current state of development of that 
science. Science poses the questions, and ideally observation can 
provide answers. This is part of the answer to the question of what 
constitutes a relevant fact for science.

However, there is a more substantial point to be made, which I will 
introduce with a story. When I was young, my brother and I disagreed 
about how to explain the fact that the grass grows longer among the 
cow pats in a field than elsewhere in the same field, a fact that I am sure 
we were not the first to notice. My brother was of the opinion that it 
was the fertilising effect of the dung that was responsible, whereas I 
suspected that it was a mulching effect, the dung trapping moisture 
beneath it and inhibiting evaporation. I now have a strong suspicion 
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that neither of us was entirely right and that the main explanation is 
simply that cows are disinclined to eat the grass around their own dung. 
Presumably all three of these effects play some role, but it is not possible 
to sort out the relative magnitudes of the effects by observations of the 
kind made by my brother and me. Some intervention would be neces-
sary, such as, for example, locking the cows out of a field for a season 
to see if this reduced or eliminated the longer growth among the cow 
pats, by grinding the dung in such a way that the mulching effect is 
eliminated but the fertilising effect retained, and so on.

The situation exemplified here is typical. Many kinds of processes 
are at work in the world around us, and they are all superimposed 
on, and interact with, each other in complicated ways. A falling leaf 
is subject to gravity, air resistance and the force of winds and will 
also rot to some small degree as it falls. It is not possible to arrive 
at an understanding of these various processes by careful observa-
tion of events as they typically and naturally occur. Observation of 
falling leaves will not yield Galileo’s law of fall. The lesson to be 
learnt here is rather straightforward. To acquire facts relevant for 
the identification and specification of the various processes at work 
in nature it is, in general, necessary to practically intervene to try to 
isolate the process under investigation and eliminate the effects of 
others. In short, it is necessary to do experiments.

It has taken us a while to get to this point, but it should per-
haps be somewhat obvious that if there are facts that constitute the 
basis for science, then those facts come in the form of experimen-
tal results rather than any old observable facts. As obvious as this 
might be, it is not until the last couple of decades that philosophers 
of science have taken a close look at the nature of experiment and 
the role it plays in science. Indeed, it is an issue that was given little  
attention in the previous editions of this book. Once we focus on 
experiment rather than mere observation as supplying the basis for 
science, the issues we have been discussing take on a somewhat 
different light, as we shall see in the remainder of this chapter.

The production and updating of experimental results

Experimental results are by no means straightforwardly given. 
As any experimentalist, and indeed any science student, knows, 
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getting an experiment to work is no easy matter. A significant 
new experiment can take months or even years to successfully 
execute. A brief account of my own experiences as an experimen-
tal physicist in the 1960s will illustrate the point nicely. It is of 
no great importance whether the reader follows the detail of the 
story. I simply aim to give some idea of the complexity and practi-
cal struggle involved in the production of an experimental result.

The aim of my experiment was to scatter low-energy electrons 
from molecules to find out how much energy they lost in the pro-
cess, thereby gaining information related to the energy levels in the 
molecules themselves. To reach this objective, it was necessary to 
produce a beam of electrons that all moved at the same velocity and 
hence had the same energy. It was necessary to arrange for them to 
collide with one target molecule only before entering the detec-
tor, otherwise the sought-for information would be lost, and it was 
necessary to measure the velocity, or energy, of the scattered elec-
trons with a suitably designed detector. Each of these steps posed 
a practical challenge. The velocity selector involved two conduct-
ing plates bent into concentric circles with a potential difference 
between them. Electrons entering between the plates would only 
emerge from the other end of the circular channel if they had a 
velocity that matched the potential difference between the plates. 
Otherwise they would be deflected onto the conducting plates. 
To ensure that the electrons were likely to collide with only one 
target molecule it was necessary to do the experiment in a region 
that was highly evacuated, containing a sample of the target gas 
at very low pressure. This required pushing the available vacuum 
technology to its limits. The velocity of scattered electrons was to 
be measured by an arrangement of circular electrodes similar to 
that used in producing the mono-energetic beam. The intensity of 
electrons scattered with a particular velocity could be measured by 
setting the potential difference between the plates to a value that 
allowed only the electrons with that velocity to traverse the circle 
and emerge at the other end of the analyser. Detecting the emerg-
ing electrons involved measuring a minutely small current that  
again pushed the available technology to its limits.

That was the general idea, but each step presented a range of 
practical problems of a sort that will be familiar to anyone who has 
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worked in this kind of field. It was very difficult to rid the appa-
ratus of unwanted gases that were emitted from the various metals 
from which the apparatus was made. Molecules of these gases that 
were ionised by the electron beam could coagulate on the elec-
trodes and cause spurious electric potentials. Our American rivals 
found that gold-plating the electrodes helped greatly to minimise 
these problems. We found that coating them with a carbon-based 
solvent called ‘aquadag’ was a big help, not quite as effective as 
gold-plating but more in keeping with our research budget. My 
patience (and my research scholarship) ran out well before this 
experiment was made to yield significant results. I understand 
that a few more research students came to grief before significant 
results were eventually obtained. Now, decades later, low-energy 
electron spectroscopy is a pretty standard technique.

The details of my efforts, and those of my successors who were 
more successful, are not important. What I have said should be 
sufficient to illustrate what should be an uncontentious point. If 
experimental results constitute the facts on which science is based, 
then they are certainly not straightforwardly given via the senses. 
They have to be worked for, and their establishment involves 
considerable know-how and practical trial and error as well as 
exploitation of the available technology.

Nor are judgments about the adequacy of experimental results 
straightforward. Experiments are adequate, and interpretable 
as displaying or measuring what they are intended to display or 
measure, only if the experimental set-up is appropriate and dis-
turbing factors have been eliminated. This in turn will require 
that it is known what those disturbing factors are and how they 
can be eliminated. Any inadequacies in the relevant knowledge 
about these factors could lead to inappropriate experimental meas-
ures and faulty conclusions. So there is a significant sense in which 
experimental facts and theory are interrelated. Experimental 
results can be faulty if the knowledge informing them is deficient 
or faulty.

A consequence of these general, and in a sense quite mundane, 
features of experiment is that experimental results are fallible, and 
can be updated or replaced for reasonably straightforward reasons. 
Experimental results can become outmoded because of advances 
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in technology, they can be rejected because of some advance in 
understanding (in the light of which an experimental set-up comes 
to be seen as inadequate) and they can be ignored as irrelevant in 
the light of some shift in theoretical understanding. These points 
and their significance are illustrated by historical examples in the 
next section.

Transforming the experimental base of science: 
historical examples

Discharge tube phenomena commanded great scientific interest 
in the final quarter of the nineteenth century. If a high voltage is 
connected across metal plates inserted at each end of an enclosed 
glass tube, an electric discharge occurs, causing various kinds of 
glowing within the tube. If the gas pressure within the tube is 
not too great, streamers are produced, joining the negative plate 
(the cathode) and the positive plate (the anode). These became 
known as cathode rays, and their nature was a matter of con-
siderable interest to scientists of the time. The German physicist 
Heinrich Hertz conducted a series of experiments in the early 
1880s intended to shed light on their nature. As a result of these 
experiments Hertz concluded that cathode rays are not beams 
of charged particles. He reached this conclusion in part because 
the rays did not seem to be deflected when they were subjected 
to an electric field perpendicular to their direction of motion as 
would be expected of a beam of charged particles. We now regard 
Hertz’s conclusion as false and his experiments inadequate. Before 
the century had ended, J. J. Thomson had conducted experiments 
that showed convincingly that cathode rays are deflected by elec-
tric and magnetic fields in a way that is consistent with their being 
beams of charged particles and was able to measure the ratio of the 
electric charge to the mass of the particles.

It was improved technology and improved understanding of 
the situation that made it possible for Thomson to improve on 
and reject Hertz’s experimental results. The electrons that con-
stitute the cathode rays can ionise the molecules of the gas in the 
tube, that is, displace an electron or two from them so that they 
become positively charged. These ions can collect on metal plates 
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in the apparatus and lead to what, from the point of view of the 
experiments under consideration, are spurious electric fields. It 
was presumably such fields that prevented Hertz producing the 
deflections that Thomson was eventually to be able to produce 
and measure. The main way that Thomson was able to improve 
on Hertz’s efforts was to take advantage of improved vacuum 
technology to remove more gas molecules from the tube. He sub-
jected his apparatus to prolonged baking to drive residual gas from 
the various surfaces within the tube. He ran the vacuum pump for 
several days to remove as much of the residual gas as possible. With 
an improved vacuum, and with a more appropriate arrangement 
of electrodes, Thomson was able to establish the deflections that 
Hertz had declared to be non-existent. When Thomson allowed 
the pressure in his apparatus to rise to what it had been in Hertz’s, 
Thomson could not detect a deflection either. It is important to 
realise here that Hertz is not to be blamed for drawing the con-
clusion that he did. Given his understanding of the situation, and 
drawing on the knowledge available to him, he had good reasons 
to believe that the pressure in his apparatus was sufficiently low 
and that his apparatus was appropriately arranged. It was only in 
the light of subsequent theoretical and technological advances that 
his experiment came to be seen as deficient. The moral, of course, 
is this: who knows which contemporary experimental results will 
be shown to be deficient by advances that lie ahead?

Far from being a shoddy experimentalist, the fact that Hertz 
was one of the very best is borne out by his success in being the 
first to produce radio waves in 1888, as the culmination of two 
years of brilliant experimental research. Apart from revealing a 
new phenomenon to be explored and developed experimentally, 
Hertz’s waves had considerable theoretical significance, since they 
confirmed Maxwell’s electromagnetic theory, which he had for-
mulated in the mid-1860s and which had the consequence that 
there be such waves (although Maxwell himself had not realised 
this). Most aspects of Hertz’s results remain acceptable and retain 
their significance today. However, some of his results needed to 
be replaced and one of his main interpretations of them rejected. 
Both of these points illustrate the way in which experimental 
results are subject to revision and improvement.
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Hertz was able to use his apparatus to generate standing waves, 
which enabled him to measure their wavelength, from which he 
could deduce their velocity. His results indicated that the waves 
of longer wavelength travelled at a greater speed in air than along 
wires, and faster than light, whereas Maxwell’s theory predicted 
that they would travel at the speed of light both in air and along 
the wires of Hertz’s apparatus. The results were inadequate for rea-
sons that Hertz already suspected. Waves reflected back onto the 
apparatus from the walls of the laboratory were causing unwanted 
interference. Hertz (1962, p. 14) himself reflected on the results 
as follows:

The reader may perhaps ask why I have not endeavored to settle 
the doubtful point myself by repeating the experiments. I have 
indeed repeated the experiments, but have only found, as might 
be expected, that a simple repetition under the same conditions 
cannot remove the doubt, but rather increases it. A definite deci-
sion can only be arrived at by experiments carried out under more 
favorable conditions. More favorable conditions here mean larger 
rooms, and such were not at my disposal. I again emphasise the 
statement that care in making the observations cannot make up 
for want of space. If the long waves cannot develop, they clearly 
cannot be observed.

Hertz’s experimental results were inadequate because his 
experimental set-up was inappropriate for the task in hand. 
The wavelengths of the waves investigated needed to be small 
compared with the dimensions of the laboratory if unwanted 
interference from reflected waves was to be removed. As it tran-
spired, within a few years experiments were carried out ‘under 
more favorable conditions’ and yielded velocities in line with the 
theoretical predictions.

A point to be stressed here is that experimental results are 
required not only to be adequate, in the sense of being accurate 
recordings of what happened, but also to be appropriate or sig-
nificant. They will typically be designed to cast light on some 
significant question. Judgments about what is a significant ques-
tion and about whether some specific set of experiments is an 
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adequate way of answering it will depend heavily on how the 
practical and theoretical situation is understood. It was the exist-
ence of competing theories of electromagnetism and the fact 
that one of the major contenders predicted radio waves travel-
ling with the speed of light that made Hertz’s attempt to measure 
the velocity of his waves particularly significant, while it was an 
understanding of the reflection behaviour of the waves that led 
to the appreciation that Hertz’s experimental set-up was inappro-
priate. These particular results of Hertz’s were rejected and soon 
replaced for reasons that are straightforward and non-mysterious 
from the point of view of physics.

As well as illustrating the point that experiments need to be 
appropriate or significant, and that experimental results are replaced 
or rejected when they cease to be so, this episode in Hertz’s 
researches and his own reflections on it clearly bring out the respect 
in which the rejection of his velocity measurements has nothing 
whatsoever to do with problems of human perception. There is no 
reason whatsoever to doubt that Hertz carefully observed his appa-
ratus, measuring distances, noting the presence or absence of sparks 
across the gaps in his detectors, and recording instrument readings. 
His results can be assumed to be objective in the sense that anyone 
who repeats them will get similar results. Hertz himself stressed 
this point. The problem with Hertz’s experimental results stems 
neither from inadequacies in his observations nor from any lack of 
repeatability, but rather from the inadequacy of the experimental 
set-up. As Hertz pointed out, ‘care in making the observations can-
not make up for want of space’. Even if we concede that Hertz was 
able to establish secure facts by way of careful observation, we can 
see that this in itself was insufficient to yield experimental results 
adequate for the scientific task in question.

The above discussion can be construed as illustrating how the 
acceptability of experimental results is theory-dependent, and how 
judgments in this respect are subject to change as our scientific 
understanding develops. This is illustrated at a more general level 
by the way in which the significance of Hertz’s production of radio 
waves has changed since Hertz first produced them. At that time, 
one of the several competing theories of electromagnetism was 
that of James Clerk Maxwell, who had developed the key ideas of 
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Michael Faraday and had understood electric and magnetic states as 
the mechanical states of an all-pervasive ether. This theory, unlike 
its competitors, which assumed that electric currents, charges and 
magnets acted on each other at a distance and did not involve an 
ether, predicted the possibility of radio waves moving at the speed 
of light. This is the aspect of the state of development of physics that 
gave Hertz’s results their theoretical significance. Consequently, 
Hertz and his contemporaries were able to construe the production 
of radio waves as, among other things, confirmation of the existence 
of an ether. Two decades later the ether was dispensed with in the 
light of Einstein’s special theory of relativity. Hertz’s results are still 
regarded as confirming Maxwell’s theory, but only a rewritten 
version of it that dispenses with the ether, and treats electric and 
magnetic fields as real entities in their own right.

Another example, concerning nineteenth-century measure-
ments of molecular weights, further illustrates the way in which 
the relevance and interpretation of experimental results depend on 
the theoretical context. Measurements of the molecular weights of 
naturally occurring elements and compounds were considered to 
be of fundamental importance by chemists in the second half of the 
nineteenth century in the light of the atomic theory of chemical 
combination. This was especially so for those who favoured Prout’s 
hypothesis that the hydrogen atom is the basic building block from 
which other atoms are constructed, for this led one to expect that 
molecular weights measured relative to hydrogen would be whole 
numbers. The painstaking measurements of molecular weights by 
the leading experimental chemists in the nineteenth century became 
largely irrelevant from the point of view of theoretical chemistry once 
it was realised that naturally occurring elements contain a mixture of 
isotopes in proportions that had no particular theoretical significance. 
This situation inspired the chemist F. Soddy to comment on its out-
come as follows (Lakatos and Musgrave, 1970, p. 140):

There is something surely akin to if not transcending tragedy 
in the fate that has overtaken the life work of this distinguished 
galaxy of nineteenth-century chemists, rightly revered by their 
contemporaries as representing the crown and perfection of 
accurate scientific measurements. Their hard won results, for the 
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moment at least, appear as of little significance as the determina-
tion of the average weight of a collection of bottles, some of them 
full and some of them more or less empty.

Here we witness old experimental results being set aside as 
irrelevant, and for reasons that do not stem from problematic 
features of human perception. The nineteenth-century chemists 
involved were ‘revered by their contemporaries as representing the 
crown and perfection of accurate scientific measurement’ and we 
have no reason to doubt their observations. Nor need we doubt 
the objectivity of the latter. I have no doubt that similar results 
would be obtained by contemporary chemists if they were to 
repeat the same experiments. That they be adequately performed 
is a necessary but not sufficient condition for the acceptability of 
experimental results. They need also to be relevant and significant.

The points I have been making with the aid of examples can 
be summed up in a way that I believe is quite uncontentious from 
the point of view of physics and chemistry and their practice. The 
stock of experimental results regarded as an appropriate basis for sci-
ence is constantly updated. Old experimental results are rejected as 
inadequate and replaced by more adequate ones, for a range of fairly 
straightforward reasons. They can be rejected because the experi-
ment involved inadequate precautions against possible sources of 
interference, because the measurements employed insensitive and 
outmoded methods of detection, because the experiments came 
to be understood as incapable of solving the problem in hand, or 
because the questions they were designed to answer became dis-
credited. Although these observations can be seen as fairly obvious 
comments on everyday scientific activity, they nevertheless have 
serious implications for much orthodox philosophy of science, for 
they undermine the widely held notion that science rests on secure 
foundations. What is more, the reasons why it does not has nothing 
much to do with problematic features of human perception.

Experiment as an adequate basis for science

In the previous sections of this chapter I have subjected to critical 
scrutiny the idea that experimental results are straightforwardly 
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given and totally secure. I have made a case to the effect that they 
are theory-dependent in certain respects and fallible and revisable. 
This can be interpreted as a serious threat to the idea that scien-
tific knowledge is special because it is supported by experience in 
some especially demanding and convincing way. If, it might be 
argued, the experimental basis of science is as fallible and revisable 
as I have argued it to be, then the knowledge based on it must be 
equally fallible and revisable. The worry can be strengthened by 
pointing to a threat of circularity in the way scientific theories are 
alleged to be borne out by experiment. If theories are appealed to 
in order to judge the adequacy of experimental results, and those 
same experimental results are taken as the evidence for the theo-
ries, then it would seem that we are caught in a circle. It would 
seem that there is a strong possibility that science will not provide 
the resources to settle a dispute between the proponents of oppos-
ing theories by appeal to experimental results. One group would 
appeal to its theory to vindicate certain experimental results, and 
the opposing camp would appeal to its rival theory to vindicate 
different experimental results. In this section I give reasons for 
resisting these extreme conclusions.

It must be acknowledged that there is the possibility that the 
relationship between theory and experiment might involve a cir-
cular argument. This can be illustrated by the following story 
from my schoolteaching days. My pupils were required to conduct 
an experiment along the following lines. The aim was to measure 
the deflection of a current-carrying coil suspended between the 
poles of a horseshoe magnet and free to rotate about an axis per-
pendicular to the line joining the poles of the magnet. The coil 
formed part of a circuit containing a battery to supply a current, 
an ammeter to measure the current and a variable resistance to 
make it possible to adjust the strength of the current. The aim was 
to note the deflection of the magnet corresponding to various val-
ues of the current in the circuit as registered by the ammeter. The 
experiment was to be deemed a success for those pupils who got a 
nice straight-line graph when they plotted deflection against cur-
rent, revealing the proportionality of the two. I remember being 
disconcerted by this experiment, although, perhaps wisely, I did 
not transmit my worry to my pupils. My worry stemmed from the 
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fact that I knew what was inside the ammeter. What was inside 
was a coil suspended between the poles of a magnet in such a way 
that it was deflected by a current through the coil causing a needle 
to move on the visible and evenly calibrated scale of the ammeter. 
In this experiment, then, the proportionality of deflection to cur-
rent was already presupposed when the reading of the ammeter 
was taken as a measure of the current. What was taken to be sup-
ported by the experiment was already presupposed in it, and there 
was indeed a circularity.

My example illustrates how circularity can arise in arguments 
that appeal to experiment. But the very same example serves to 
show that this need not be the case. The above experiment could 
have, and indeed should have, used a method of measuring the 
current in the circuit that did not employ the deflection of a coil 
in a magnetic field. All experiments will presume the truth of 
some theories to help judge that the set-up is adequate and the 
instruments are reading what they are meant to read. But these 
presupposed theories need not be identical to the theory under 
test, and it would seem reasonable to assume that a prerequisite of 
good experimental design is to ensure that they are not.

Another point that serves to get the ‘theory-dependence of 
experiment’ in perspective is that, however informed by theory 
an experiment is, there is a strong sense in which the results of 
an experiment are determined by the world and not by the the-
ories. Once the apparatus is set up, the circuits completed, the 
switches thrown and so on, there will or will not be a flash on 
the screen, the beam may or may not be deflected, the reading on 
the ammeter may or may not increase. We cannot make the out-
comes conform to our theories. It was because the physical world 
is the way it is that the experiment conducted by Hertz yielded no 
deflection of cathode rays and the modified experiment conducted 
by Thomson did. It was the material differences in the experi-
mental arrangements of the two physicists that led to the differing 
outcomes, not the differences in the theories held by them. It is 
the sense in which experimental outcomes are determined by the  
workings of the world rather than by theoretical views about  
the world that provides the possibility of testing theories against 
the world. This is not to say that significant results are easily 
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achievable and infallible, nor that their significance is always 
straightforward. But it does help to establish the point that the 
attempt to test the adequacy of scientific theories against experi-
mental results is a meaningful quest. What is more, the history of 
science gives us examples of cases where the challenge was suc-
cessfully met.

Further reading

The second half of Hacking (1983) was an important early move 
in the new interest philosophers of science have taken in experi-
ment. Other explorations of the topic are Franklin (1986), Franklin 
(1990), Galison (1987) and Mayo (1996), although these detailed 
treatments will take on their full significance only in the light of 
chapter 13, on the ‘new experimentalism’.



CHAPTER 4

Deriving theories from the facts: 
induction

Introduction

In these early chapters of the book we have been considering the 
idea that what is characteristic of scientific knowledge is that it is 
derived from the facts. We have reached a stage where we have 
given some detailed attention to the nature of the observational 
and experimental facts that can be considered as the basis from 
which scientific knowledge might be derived, although we have 
seen that those facts cannot be established as straightforwardly 
and securely as is commonly supposed. Let us assume, then, that 
appropriate facts can be established in science. We must now face 
the question of how scientific knowledge can be derived from 
those facts.

‘Science is derived from the facts’ could be interpreted to mean 
that scientific knowledge is constructed by first establishing the 
facts and then subsequently building the theory to fit them. We 
discussed this view in chapter 1 and rejected it as unreasonable. 
The issue that I wish to explore involves interpreting ‘derive’ in 
some kind of logical rather than temporal sense. No matter which 
comes first, the facts or the theory, the question to be addressed 
is the extent to which the theory is borne out by the facts. The 
strongest possible claim would be that the theory can be logically 
derived from the facts. That is, given the facts, the theory can be 
proven as a consequence of them. This strong claim cannot be 
substantiated. To see why this is so we must look at some of the 
basic features of logical reasoning.
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Baby logic

Logic is concerned with the deduction of statements from other, 
given, statements. It is concerned with what follows from what. 
No attempt will be made to give a detailed account and appraisal 
of logic or deductive reasoning here. Rather, I will make the 
points that will be sufficient for our purpose with the aid of some 
very simple examples.

Here is an example of a logical argument that is perfectly ade-
quate or, to use the technical term used by logicians, perfectly 
valid.

Example 1
1.	 All books on philosophy are boring.
2.	 This book is a book on philosophy.
3.	 This book is boring.

In this argument, (1) and (2) are the premises and (3) is the 
conclusion. It is evident, I take it, that if (1) and (2) are true then 
(3) is bound to be true. It is not possible for (3) to be false once it 
is given that (1) and (2) are true. To assert (1) and (2) as true and to 
deny (3) is to contradict oneself. This is the key feature of a logically 
valid deduction. If the premises are true then the conclusion must 
be true. Logic is truth preserving.

A slight modification of Example 1 will give us an instance of 
an argument that is not valid.

Example 2
1.	 Many books on philosophy are boring.
2.	 This book is a book on philosophy.
3.	 This book is boring.

In this example, (3) does not follow of necessity from (1) and 
(2). Even if (1) and (2) are true, then this book might yet turn out 
to be one of the minority of books on philosophy that are not bor-
ing. Accepting (1) and (2) as true and holding (3) to be false does 
not involve a contradiction. The argument is invalid.

The reader may by now be feeling bored. Experiences of that 
kind certainly have a bearing on the truth of statements (1) and (3) 
in Example 1 and Example 2. But a point that needs to be stressed 
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here is that logical deduction alone cannot establish the truth of 
factual statements of the kind figuring in our examples. All that 
logic can offer in this connection is that if the premises are true 
and the argument is valid then the conclusion must be true. But 
whether the premises are true or not is not a question that can be 
settled by an appeal to logic. An argument can be a perfectly valid 
deduction even if it involves a false premise. Here is an example.

Example 3
1.	 All cats have five legs.
2.	 Bugs Pussy is my cat.
3.	 Bugs Pussy has five legs.

This is a perfectly valid deduction. If (1) and (2) are true then 
(3) must be true. It so happens that, in this example (1) and (3) are 
false. But this does not affect the fact that the argument is valid.

There is a strong sense, then, in which logic alone is not a 
source of new truths. The truth of the factual statements that con-
stitute the premises of arguments cannot be established by appeal 
to logic. Logic can simply reveal what follows from, or what in 
a sense is already contained in, the statements we already have 
to hand. Against this limitation we have the great strength of 
logic, namely, its truth-preserving character. If we can be sure our 
premises are true then we can be equally sure that everything we 
logically derive from them will also be true.

Can scientific laws be derived from the facts?

With this discussion of the nature of logic behind us, it can be 
straightforwardly shown that scientific knowledge cannot be 
derived from the facts if ‘derive’ is interpreted as ‘logically deduce’.

Some simple examples of scientific knowledge will be sufficient 
for the illustration of this basic point. Let us consider some low-
level scientific laws such as ‘metals expand when heated’ or ‘acids 
turn litmus red’. These are general statements. They are examples of 
what philosophers refer to as universal statements. They refer to all 
events of a particular kind, all instances of metals being heated and 
all instances of litmus being immersed in acid. Scientific knowledge 
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invariably involves general statements of this kind. The situation is 
quite otherwise when it comes to the observation statements that 
constitute the facts that provide the evidence for general scientific 
laws. Those observable facts or experimental results are specific 
claims about a state of affairs that obtains at a particular time. They 
are what philosophers call singular statements. They include state-
ments such as ‘the length of the copper bar increased when it was 
heated’ or ‘the litmus paper turned red when immersed in the 
beaker of hydrochloric acid’. Suppose we have a large number of 
such facts at our disposal as the basis from which we hope to derive 
some scientific knowledge (about metals or acids in the case of our 
examples). What kind of argument can take us from those facts, 
as premises, to the scientific laws we seek to derive as conclusions? 
In the case of our example concerning the expansion of metals the 
argument can be schematised as follows:

Premises
1.	 Metal x1 expanded when heated on occasion t1.
2.	 Metal x2 expanded when heated on occasion t2.
n.	 Metal xn expanded when heated on occasion tn.
Conclusion
All metals expand when heated.

This is not a logically valid argument. It lacks the basic features 
of such an argument. It is simply not the case that if the statements 
constituting the premises are true then the conclusion must be true. 
However many observations of expanding metals we have to work 
with, that is, however great n might be in our example, there can be 
no logical guarantee that some sample of metal might on some occasion 
contract when heated. There is no contradiction involved in claiming 
both that all known examples of the heating of metals has resulted in 
expansion and that ‘all metals expand when heated’ is false.

This straightforward point is illustrated by a somewhat grue-
some example attributed to Bertrand Russell. It concerns a turkey 
who noted on his first morning at the turkey farm that he was fed 
at 9 am. After this experience had been repeated daily for several 
weeks the turkey felt safe in drawing the conclusuion ‘I am always 
fed at 9 am’. Alas, this conclusion was shown to be false in no 
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uncertain manner when, on Christmas eve, instead of being fed, 
the turkey’s throat was cut. The turkey’s argument led it from a 
number of true observations to a false conclusion, clearly indicat-
ing the invalidity of the argument from a logical point of view.

Arguments of the kind I have illustrated with the example 
concerning the expansion of metals, which proceed from a finite 
number of specific facts to a general conclusion, are called inductive 
arguments, as distinct from logical, deductive arguments. A character-
istic of inductive arguments that distinguishes them from deductive 
ones is that, by proceeding as they do from statements about some 
to statements about all events of a particular kind, they go beyond 
what is contained in the premises. General scientific laws invariably 
go beyond the finite amount of observable evidence that is available 
to support them, and that is why they can never be proven in the 
sense of being logically deduced from that evidence.

What constitutes a good inductive argument?

We have seen that if scientific knowledge is to be understood as 
being derived from the facts, then ‘derive’ must be understood in an 
inductive rather than a deductive sense. But what are the character-
istics of a good inductive argument? The question is of fundamental 
importance because it is clear that not all generalisations from the 
observable facts are warranted. Some of them we will wish to regard 
as overhasty or based on insufficient evidence, as when, perhaps, we 
condemn the attribution of some characteristic to an entire ethnic 
group based on some unpleasant encounters with just one pair of 
neighbours. Under precisely what circumstances is it legitimate to 
assert that a scientific law has been ‘derived’ from some finite body 
of observational and experimental evidence?

A first attempt at an answer to this question involves the demand 
that, if an inductive inference from observable facts to laws is to be 
justified, then the following conditions must be satisfied:

1.	 The number of observations forming the basis of a generali-
sation must be large.

2.	 The observations must be repeated under a wide variety of 
conditions.



Deriving theories from the facts: induction 43

3.	 No accepted observation statement should conflict with the 
derived law.

Condition 1 is regarded as necessary because it is clearly not 
legitimate to conclude that all metals expand when heated on 
the basis of just one observation of an iron bar’s expansion, say, 
any more than it is legitimate to conclude that all Australians are 
drunkards on the basis of one observation of an intoxicated Aus-
tralian. A large number of independent observations would appear 
to be necessary before either generalisation can be justified. A 
good inductive argument does not jump to conclusions.

One way of increasing the number of observations in the exam-
ples mentioned would be to repeatedly heat a single bar of metal or 
to continually observe a particular Australian getting drunk night 
after night, and perhaps morning after morning. Clearly, a list of 
observation statements acquired in such a way would form a very 
unsatisfactory basis for the respective generalisations. That is why 
Condition 2 is necessary. ‘All metals expand when heated’ will be 
a legitimate generalisation only if the observations of expansion on 
which it is based range over a wide variety of conditions. Various 
kinds of metals should be heated, long bars, short bars, silver bars, 
copper bats, etc. should be heated at high and low pressures and 
high and low temperatures and so on. Only if on all such occasions 
expansion results is it legitimate to generalise by induction to the 
general law. Further, it is evident that if a particular sample of metal 
is observed not to expand when heated, then the generalisation to 
the law will not be justified. Condition 3 is essential.

The above can be summed up by the following statement of the 
principle of induction.

If a large number of As have been observed under a wide variety 
of conditions, and if all those As without exception possess the 
property B, then all As have the property B.

There are serious problems with this characterisation of induc-
tion. Let us consider Condition 1, the demand for large numbers 
of observations. One problem with it is the vagueness of ‘large’. 
Are a hundred, a thousand or more observations required? If we 
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do attempt to introduce precision by introducing a number here, 
then there would surely be a great deal of arbitrariness in the 
number chosen. The problems do not stop here. There are many 
instances in which the demand for a large number of instances 
seems inappropriate. To illustrate this, consider the strong public 
reaction against nuclear warfare that was provoked by the drop-
ping of the first atomic bomb on Hiroshima towards the end of 
the Second World War. That reaction was based on the realisation 
of the extent to which atomic bombs cause widespread destruc-
tion and human suffering. And yet this widespread, and surely 
reasonable, belief was based on just one dramatic observation. In a 
similar vein, it would be a very stubborn investigator who insisted 
on putting his hand in the fire many times before concluding that 
fire burns. Let us consider a less fanciful example related to sci-
entific practice. Suppose I reproduced an experiment reported in 
some recent scientific journal, and sent my results off for publi-
cation. Surely the editor of the journal would reject my paper, 
explaining that the experiment had already been done! Condition 
1 is riddled with problems.

Condition 2 has serious problems too, stemming from diffi-
culties surrounding the question of what counts as a significant 
variation in circumstances. What counts as a significant variation 
in the circumstances under which the expansion of a heated metal 
is to be investigated? Is it necessary to vary the type of metal, the 
pressure and the time of day? The answer is ‘yes’ in the first and 
possibly the second case but ‘no’ in the third. But what are the 
grounds for that answer? The question is important because unless 
it can be answered the list of variations can be extended indefi-
nitely by endlessly adding further variations, such as the size of the 
laboratory and the colour of the experimenter’s socks. Unless such 
‘superfluous’ variations can be eliminated, the conditions under 
which an inductive inference can be accepted can never be satis-
fied. What are the grounds, then, for regarding a range of possible 
variations as superfluous? The commonsense answer is straightfor-
ward enough. We draw on our prior knowledge of the situation to 
distinguish between the factors that might and those that cannot 
influence the system we are investigating. It is our knowledge of 
metals and the kinds of ways that they can be acted on that leads 
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us to the expectation that their physical behaviour will depend 
on the type of metal and the surrounding pressure but not on the 
time of day or the colour of the experimenter’s socks. We draw on 
our current stock of knowledge to help judge what is a relevant 
circumstance that might need to be varied when investigating the 
generality of an effect under investigation.

This response to the problem is surely correct. However, it 
poses a problem for a sufficiently strong version of the claim that 
scientific knowledge should be derived from the facts by induc-
tion. The problem arises when we pose the question of how the 
knowledge appealed to when judging the relevance or otherwise 
of some circumstances to a phenomenon under investigation (such 
as the expansion of metals) is itself vindicated. If we demand that 
that knowledge itself is to be arrived at by induction, then our 
problem will recur, because those further inductive arguments 
will themselves require the specification of the relevant circum-
stances and so on. Each inductive argument invovles an appeal to 
prior knowledge, which needs an inductive argument to justify it, 
which involves an appeal to further prior knowledge and so on in 
a never-ending chain. The demand that all knowledge be justified 
by induction becomes a demand that cannot be met.

Even Condition 3 is problematic since little scientific knowl-
edge would survive the demand that there be no known exceptions. 
This is a point that will be discussed in some detail in chapter 7.

Further problems with inductivism

Let us call the position according to which scientific knowledge is 
to be derived from the observable facts by some kind of inductive 
inference inductivism and those who subscribe to that view inductiv-
ists. We have already pointed to a serious problem inherent in that 
view, namely, the problem of stating precisely under what condi-
tions a generalisation constitutes a good inductive inference. That 
is, it is not clear what induction amounts to. There are further 
problems with the inductivist position.

If we take contemporary scientific knowledge at anything like 
face value, then it has to be admitted that much of that knowledge 
refers to the unobservable. It refers to such things as protons and 
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electrons, genes and DNA molecules and so on. How can such 
knowledge be accommodated into the inductivist position? Inso-
far as inductive reasoning involves some kind of generalisation 
from observable facts, it would appear that such reasoning is not 
capable of yielding knowledge of the unobservable. Any gener-
alisation from facts about the observable world can yield nothing 
other than generations about the observable world. Consequently, 
scientific knowledge of the unobservable world can never be 
established by the kind of inductive reasoning we have discussed. 
This leaves the inductivist in the uncomfortable position of hav-
ing to reject much contemporary science on the grounds that it 
involves going beyond what can be justified by inductive gener-
alisation from the observable.

Another problem stems from the fact that many scientific laws 
take the form of exact, mathematically formulated laws. The 
law of gravitation, which states that the force between any two 
masses is proportional to the product of those masses divided by 
the square of the distance that separates them, is a straightforward 
example. Compared with the exactness of such laws we have the 
inexactness of any of the measurements that constitute the observ-
able evidence for them. It is well appreciated that all observations 
are subject to some degree of error, as reflected in the practice of 
scientists when they write the result of a particular measurement 
as x ± dx, where dx represents the estimated margin of error. If 
scientific laws are inductive generalisations from observable facts it 
is difficult to see how one can escape the inexactness of the meas-
urements that constitute the premises of the inductive arguments. 
It is difficult to see how exact laws can ever be inductively justified 
on the basis of inexact evidence.

A third problem for the inductivist is an old philosophical 
chestnut called the problem of induction. The problem arises for 
anyone who subscribes to the view that scientific knowledge in all 
its aspects must be justified either by an appeal to (deductive) logic 
or by deriving it from experience. David Hume was an eighteenth-
century philosopher who did subscribe to that view, and it was he 
who clearly articulated the problem I am about to highlight.

The problem arises when we raise the question of how induc-
tion itself is to be justified. How is the principle of induction to be 
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vindicated? Those who take the view under discussion have only 
two options, to justify it by an appeal to logic or by an appeal to 
experience. We have already seen that the first option will not do. 
Inductive inferences are not logical (deductive) inferences. This 
leaves us with the second option, to attempt to justify induction by 
an appeal to experience. What would such a justification be like? 
Presumably, it would go something like this. Induction has been 
observed to work on a large number of occasions. For instance, the 
laws of optics, derived by induction from the results of laboratory 
experiments, have been used on numerous occasions in the design 
of optical instruments that have operated satisfactorily, and the 
laws of planetary motion, inductively derived from the observa-
tion of planetary positions, have been successfully used to predict 
eclipses and conjunctions. This list could be greatly extended with 
accounts of successful predictions and explanations that we pre-
sume to be made on the basis of inductively derived scientific laws 
and theories. Thus, so the argument goes, induction is justified by 
experience.

This justification of induction is unacceptable. This can be 
seen once the form of the argument is spelt out schematically as 
follows:

The principle of induction worked successfully on occasion x1

The principle of induction worked successfully on occasion x2 etc.
The principle of induction always works.

A general statement asserting the validity of the principle of 
induction is here inferred from a number of individual instances 
of its successful application. The argument is therefore itself an 
inductive one. Consequently, the attempt to justify induction by 
an appeal to experience involves assuming what one is trying to 
prove. It involves justifying induction by appealing to induction, 
and so is totally unsatisfactory.

One attempt to avoid the problem of induction involves weak-
ening the demand that scientific knowledge be proven true, and 
resting content with the claim that scientific claims can be shown 
to be probably true in the light of the evidence. So the vast num-
ber of observations that can be invoked to support the claim that 
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materials denser than air fall downwards on earth, although it 
does not permit us to prove the truth of the claim, does warrant 
the assertion that the claim is probably true. In line with this sug-
gestion we can reformulate the principle of induction to read, ‘if 
a large number of As have been observed under a wide variety of 
conditions, and if all these observed As have the property B, then 
all As probably have the property B’. This reformulation does not 
overcome the problem of induction. The reformulated principle is 
still a universal statement. It implies, on the basis of a finite num-
ber of successes, that all applications of the principle will lead to 
general conclusions that are probably true. Consequently, attempts 
to justify the probabilistic version of the principle of induction by 
an appeal to experience involve an appeal to inductive arguments 
of the kind that are being justified just as the principle in its origi-
nal form did.

There is another basic problem with interpretations of inductive 
arguments that construe them as leading to probable truth rather 
than truth. This problem arises as soon as one tries to be precise 
about just how probable a law or theory is in the light of specified 
evidence. It may seem intuitively plausible that as the observational 
support for a general law increases the probability that it is true also 
increases. But this intuition does not stand up to inspection. Given 
standard probability theory, it is difficult to avoid the conclusion 
that the probability of any general law is zero whatever the obser-
vational evidence. To make the point in a non-technical way, any 
observational evidence will consist of a finite number of observa-
tion statements, whereas the general law will make claims about 
an infinity of possible cases. The probability of the law in the light 
of the evidence is thus a finite number divided by infinity, which 
remains zero by whatever factor the finite amount of evidence is 
increased. Looking at it in another way, there will always be an 
infinite number of general statements that are compatible with a 
finite number of observation statements, just as there is an infinity 
of curves that can be drawn through a finite number of points. That 
is, there will always be an infinite number of hypotheses compatible 
with a finite amount of evidence. Consequently, the probability of 
any one of them being true is zero. In chapter 12 we will discuss a 
possible way around this problem.
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In this and the preceding section we have revealed two kinds 
of problem with the idea that scientific knowledge is derived from 
the facts by some kind of inductive inference. The first concerned 
the issue of specifying just what an adequate inductive argument 
is. The second involved the circularity involved in attempts to 
justify induction. I regard the former problem as more severe than 
the latter. The reason that I do not take the problem of induction 
too seriously is that any attempt to provide an account of science 
is bound to confront a problem of a similar kind. We are bound to 
run into trouble if we seek rational justifications of every principle 
we use, for we cannot provide a rational argument for rational argu-
ment itself without assuming what we are arguing for. Not even 
logic can be argued for in a way that is not question begging. How-
ever, what constitutes a valid deductive argument can be specified 
with a high degree of precision, whereas what constitutes a good 
inductive argument has not been made at all clear.

The appeal of inductivism

A concise expression of the inductivist view of science, the view 
that scientific knowledge is derived from the facts by inductive 
inference, which we have discusssed in the opening chapters of this 
book, is contained in the following passage written by a twentieth-
century economist, A. B. Wolfe.

If we try to imagine how a mind of superhuman power and reach, 
but normal so far as the logical processes of its thought are con-
cerned . . . would use the scientific method, the process would be 
as follows: First, all facts would be observed and recorded, without 
selection or a priori guess as to their relative importance. Secondly, 
the observed and recorded facts would be analysed, compared and 
classified, without hypothesis or postulates, other than those neces-
sarily involved in the logic of thought. Third, from this analysis 
of the facts, generalizations would be inductively drawn as to the 
relations, classificatory or causal, between them. Fourth, further 
research would be deductive as well as inductive, employing 
inferences from previously established generalisations.1
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We have seen that the idea that the collection of facts can 
and should take place prior to the acquisition and acceptance of 
any knowledge does not bear analysis. To suggest otherwise is to 
believe that my observations of the flora in the Australian bush 
will be of more value than those of a trained botanist precisely 
because I know little botany. Let us reject this part of our econo-
mist’s characterisation of science. What remains is an account that 
has a certain appeal. It is summarised in Figure 2. The laws and 
theories that make up scientific knowledge are derived by induc-
tion from a factual basis supplied by observation and experiment. 
Once such general knowledge is available, it can be drawn on to 
make predictions and offer explanations.

Laws and 
theories

In
ductio

n

Deduction

Facts acquired
through observation

Predictions and 
explanations

Consider the following argument:

1.	 Fairly pure water freezes at about 0°C (if given sufficient time).
2.	 My car radiator contains fairly pure water.
3.	 If the temperature falls well below 0°C, the water in my car 

radiator will freeze (if given sufficient time).

Here we have an example of a valid logical argument to deduce 
the prediction 3 from the scientific knowledge contained in prem-
ise 1. If 1 and 2 are true, 3 must be true. However, the truth 

Figure 2
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of 1, 2 or 3 is not established by this or any other deduction. 
For the inductivist the source of scientific truth is experience not 
logic. On this view, 1 will be ascertained by direct observation of 
various instances of freezing water. Once 1 and 2 have been estab-
lished by observation and induction, then the prediction 3 can be 
deduced from them.

Less trivial examples will be more complicated, but the roles 
played by observation, induction and deduction remain essen-
tially the same. As a final example, I will consider the inductivist 
account of how physical science is able to explain the rainbow.

The simple premise 1 of the previous example is here replaced 
by a number of laws governing the behaviour of light, namely, the 
laws of reflection and refraction of light and assertions about the 
dependence of the amount of refraction on the colour of the light. 
These general laws are to be derived from experience by induc-
tion. A large number of laboratory experiments are performed, 
reflecting rays of light from mirrors and water surfaces, measur-
ing angles of refraction for rays of light passing from air to water, 
water to air and so on, under a wide variety of circumstances, 
until whatever conditions are presumed to be necessary to warrant 
the inductive derivation of the laws of optics from the experimen-
tal results are satisfied.

Premise 2 of our previous example will also be replaced by a 
more complex array of statements. These will include assertions to 
the effect that the sun is situated in some specified position in the 
sky relative to an observer on earth, and that raindrops are fall-
ing from a cloud situated in some specified region relative to the 
observer. Sets of statements like these, which describe the set-up 
under investigation, will be referred to as initial conditions. Descrip-
tions of experimental set-ups will be typical initial conditions.

Given the laws of optics and the initial conditions, it is now pos-
sible to perform deductions yielding an explanation of the formation 
of a rainbow visible to the observer. These deductions will no longer 
be as self-evident as in our previous examples, and will involve 
mathematical as well as verbal arguments. The derivation will run 
roughly as follows. If we assume a raindrop to be roughly spherical, 
then the path of a ray of light through a raindrop will be roughly as 
depicted in Figure 3. For a ray of white light from the sun incident 
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on a raindrop at a, the red light will travel along ab and the blue light 
along ab1 according to the law of refraction. The law of reflection 
requires that ab be reflected along bc and ab1 along b1c1. Refraction 
at c and c1 will again be determined by the law of refraction, so that 
an observer viewing the raindrop will see the red and blue compo-
nents of the white light separated (and also all the other colours of 
the spectrum). The same separation of colours will be visible to our 
observer for any raindrop that is situated in a region of the sky such 
that the line joining the raindrop to the sun makes an angle D with 
the line joining the raindrop to the observer. Geometrical considera-
tions yield the conclusion that a coloured arc will be visible to the 
observer provided the rain cloud is sufficiently extended.

I have only sketched an explanation of the rainbow here, 
but it should suffice to illustrate the general form of the reason-
ing involved. Given that the laws of optics are true (and for the 
unqualified inductivist this can be established from observation 
by induction), and given that the initial conditions are correctly 
described, then the explanation of the rainbow necessarily follows. 
The general form of all scientific explanations and predictions can 
be summarised thus:

1.	 Laws and theories
2.	 Initial conditions
3.	 Predictions and explanations

Figure 3
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This is the step depicted on the right-hand side of Figure 2.
The basic inductivist account of science does have some imme-

diate appeal. Its attraction lies in the fact that it does seem to 
capture in a formal way some of the commonly held intuitions 
about the special characteristics of scientific knowledge, namely, 
its objectivity, its reliability and its usefulness. We have discussed 
the inductivist account of the usefulness of science insofar as it can 
facilitate predictions and explanations already in this section.

The objectivity of science as construed by the inductivist derives 
from the extent to which observation, induction and deduction are 
themselves seen as objective. Observable facts are understood to be 
established by an unprejudiced use of the senses in a way that leaves 
no room for subjective opinion to intrude. As far as inductive and 
deductive reasoning are concerned, these are adequate to the extent 
that they conform to publicly formulated criteria of adequacy, so, 
once again, there is no room for personal opinion. Inferences either 
conform to the objective standards or they don’t.

The reliability of science follows from the inductivist’s claims 
about observation and both inductive and deductive reasoning. 
According to the unqualified inductivist, observation statements 
that form the factual basis for science can be securely established 
directly by careful use of the senses. Further, this security will 
be transmitted to the laws and theories inductively derived from 
those facts provided the conditions for adequate inductive gener-
alisations are met. This is guaranteed by the principle of induction 
which is presumed to form the basis of science.

Attractive as it may have appeared, we have seen that the 
inductivist position is, at best, in need of severe qualification and, 
at worst, thoroughly inadequate. We have seen that facts adequate 
for science are by no means straightforwardly given but have to be 
practically constructed, are in some important senses dependent on 
the knowledge that they presuppose, a complication overlooked in 
the schematisation in Figure 2, and are subject to improvement 
and replacement. More seriously, we have been unable to give a 
precise specification of induction in a way that will help distin-
guish a justifiable generalisation from the facts from a hasty or rash 
one, a formidable task given nature’s capacity to surprise, epito-
mised in the discovery that supercooled liquids can flow uphill.



What is this thing called Science?54

In chapter 12 we will discuss some recent attempts to rescue the 
inductivist account of science from its difficulties. Meanwhile, we 
will turn in the next two chapters to a philosopher who attempts 
to sidestep problems with induction by putting forward a view of 
science that does not involve induction.

Further reading

The historical source of Hume’s problem of induction is Hume’s 
Treatise on Human Nature (1939, Part 3). Another classic discussion 
of the problem is Russell (1912, chapter 6). A thorough, technical 
investigation of the consequences of Hume’s argument is Stove 
(1973). Karl Popper’s claim to have solved the problem of induc-
tion is in Popper (1979, chapter 1). Reasonably accessible accounts 
of inductive reasoning can be found in Hempel (1966) and Salmon 
(1966), and a more detailed treatment is found in Glymour (1980). 
See also Lakatos (1968) for a collection of essays, including a pro-
vocative survey by Lakatos himself, of attempts to construct an 
inductive logic. Musgrave (1993) is a good historical survey of the 
problem.



CHAPTER 5

Introducing falsificationism

Introduction

Karl Popper was the most forceful advocate of an alternative to 
inductivism that I will refer to as ‘falsificationism’. Popper was 
educated in Vienna in the 1920s, at a time when logical positiv-
ism was being articulated by a group of philosophers who became 
known as the Vienna Circle. One of the most famous of these 
was Rudolph Carnap, and the clash and debate between his sup-
porters and those of Popper was to be a feature of philosophy 
of science up until the 1960s. Popper himself tells the story of 
how he became disenchanted with the idea that science is special 
because it can be derived from the facts, the more facts the better. 
He became suspicious of the way in which he saw Freudians and 
Marxists supporting their theories by interpreting a wide range of 
instances, of human behaviour or historical change respectively, 
in terms of their theory and claiming them to be supported on this 
account. It seemed to Popper that these theories could never go 
wrong because they were sufficiently flexible to accommodate any 
instances of human behaviour or historical change as compatible 
with their theory. Consequently, although giving the appearance 
of being powerful theories confirmed by a wide range of facts, 
they could in fact explain nothing because they could rule out 
nothing. Popper compared this with a famous test of Einstein’s 
theory of general relativity carried out by Eddington in 1919. Ein-
stein’s theory had the implication that rays of light should bend 
as they pass close to massive objects such as the sun. As a con-
sequence, a star situated beyond the sun should appear displaced 
from the direction in which it would be observed in the absence 
of this bending. Eddington sought for this displacement by sight-
ing the star at a time when the light from the sun was blocked out 
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by an eclipse. It transpired that the displacement was observed and 
Einstein’s theory was borne out. But Popper makes the point that 
it might not have been. By making a specific, testable prediction 
the general theory of relativity was at risk. It ruled out observa-
tions that clashed with that prediction. Popper drew the moral 
that genuine scientific theories, by making definite predictions, 
rule out a range of observable states of affairs in a way that he 
considered Freudian and Marxist theory failed to do. He arrived 
at his key idea that scientific theories are falsifiable.

Falsificationists freely admit that observation is guided by and 
presupposes theory. They are also happy to abandon any claim 
implying that theories can be established as true or probably true 
in the light of observational evidence. Theories are construed as 
speculative and tentative conjectures or guesses freely created by the 
human intellect in an attempt to overcome problems encountered 
by previous theories to give an adequate account of some aspects of 
the world or universe. Once proposed, speculative theories are to 
be rigorously and ruthlessly tested by observation and experiment. 
Theories that fail to stand up to observational and experimental 
tests must be eliminated and replaced by further speculative con-
jectures. Science progresses by trial and error, by conjectures and 
refutations. Only the fittest theories survive. Although it can never 
be legitimately said of a theory that it is true, it can hopefully be said 
that it is the best available; that it is better than anything that has 
come before. No problems about the charactisation and justifica-
tion of induction arises for the falsificationists because, according to 
them, science does not involve induction.

The content of this condensed summary of falsificationism 
will be filled out in the next two chapters.

A logical point in favour of falsificationism

According to falsificationism, some theories can be shown to be 
false by an appeal to the results of observation and experiment. 
There is a simple, logical point that seems to support the falsi-
ficationist here. I have already indicated in chapter 4 that, even 
if we assume that true observational statements are available to 
us in some way, it is never possible to arrive at universal laws 
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and theories by logical deductions on that basis alone. However, 
it is possible to perform logical deductions starting from singu-
lar observation statements as premises, to arrive at the falsity of 
universal laws and theories by logical deduction. For example, 
if we are given the statement, ‘A raven which was not black was 
observed at place x at time t’, then it logically follows from this 
that ‘All ravens are black’ is false. That is, the argument:

Premise	� A raven, which was not black, was at place x at 
time t.

Conclusion	 Not all ravens are black.

is a logically valid deduction. If the premise is asserted and the 
conclusion denied, a contradiction is involved. One or two more 
examples will help illustrate this fairly trivial logical point. If it 
can be established by observation in some test experiment that a 
ten-kilogram weight and a one-kilogram weight in free fall move 
downwards at roughly the same speed, then it can be concluded 
that the claim that bodies fall at speeds proportional to their weight 
is false. If it can be demonstrated beyond doubt that a ray of light 
passing close to the sun is deflected in a curved path, then it is not 
the case that light necessarily travels in straight lines.

The falsity of universal statements can be deduced from suit-
able singular statements. The falsificationist exploits this logical 
point to the full.

Falsifiability as a criterion for theories

The falsificationist sees science as a set of hypotheses that are 
tentatively proposed with the aim of accurately describing or 
accounting for the behaviour of some aspect of the world or 
universe. However, not any hypothesis will do. There is one fun-
damental condition that any hypothesis or system of hypotheses 
must satisfy if it is to be granted the status of a scientific law or 
theory. If it is to form part of science, a hypothesis must be falsifi-
able. Before proceeding any further, it is important to be clear 
about the falsificationist’s usage of the term ‘falsifiable’.

Here are some examples of some simple assertions that are fal-
sifiable in the sense intended.
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1.	 It never rains on Wednesdays.
2.	 All substances expand when heated.
3.	 Heavy objects such as a brick when released near the surface 

of the earth fall straight downwards if not impeded.
4.	 When a ray of light is reflected from a plane mirror, the angle 

of incidence is equal to the angle of reflection.

Assertion 1 is falsifiable because it can be falsified by observ-
ing rain to fall on a Wednesday. Assertion 2 is falsifiable. It can 
be falsified by an observation statement to the effect that some 
substance, x, did not expand when heated at time t. Water near its 
freezing point would serve to falsify 2. Both 1 and 2 are falsifiable 
and false. Assertions 3 and 4 may be true, for all I know. Never
theless, they are falsifiable in the sense intended. It is logically 
possible that the next brick to be released will ‘fall’ upwards. No 
logical contradiction is involved in the assertion, ‘The brick fell 
upwards when released’, although it may be that no such statement 
is ever supported by observation. Assertion 4 is falsifiable because 
a ray of light incident on a mirror at some oblique angle could 
conceivably be reflected in a direction perpendicular to the mir-
ror. This will never happen if the law of reflection happens to be 
true, but no logical contradiction would be involved if it did. Both 
3 and 4 are falsifiable, even though they may be true.

A hypothesis is falsifiable if there exists a logically possible 
observation statement or set of observation statements that are 
inconsistent with it, that is, which, if established as true, would 
falsify the hypothesis.

Here are some examples of statements that do not satisfy this 
requirement and that are consequently not falsifiable.

5.	 Either it is raining or it is not raining.
6.	 All points on a Euclidean circle are equidistant from the centre.
7.	 Luck is possible in sporting speculation.

No logically possible observation statement could refute 5. It 
is true whatever the weather is like. Assertion 6 is necessarily true 
because of the definition of a Euclidean circle. If points on a cir-
cle were not equidistant from some fixed point, then that figure 
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would just not be a Euclidean circle. ‘All bachelors are unmarried’ 
is unfalsifiable for a similar reason. Assertion 7 is quoted from a 
horoscope in a newspaper. It typifies the fortune-teller’s devious 
strategy. The assertion is unfalsifiable. It amounts to telling the 
reader that if he has a bet today he might win, which remains true 
whether he bets or not, and if he does, whether he wins or not.

Falsificationists demand that scientific hypotheses be falsifi-
able, in the sense discussed. They insist on this because it is only 
by ruling out a set of logically possible observation statements that 
a law or theory is informative. If a statement is unfalsifiable, then 
the world can have any properties whatsoever, and can behave 
in any way whatsoever, without conflicting with the statement. 
Assertions 5, 6 and 7, unlike assertions 1, 2, 3 and 4, tell us noth-
ing about the world. A scientific law or theory should ideally give 
us some information about how the world does in fact behave, 
thereby ruling out ways in which it could (logically) possibly 
behave but in fact does not. The law ‘All planets move in ellipses 
around the sun’ is scientific because it claims that planets in fact 
move in ellipses and rules out orbits that are square or oval. Just 
because the law makes definite claims about planetary orbits, it has 
informative content and is falsifiable.

A cursory glance at some laws that might be regarded as typi-
cal components of scientific theories indicates that they satisfy the 
falsifiability criterion. ‘Unlike magnetic poles attract each other’, 
‘An acid added to a base yields a salt plus water’ and similar laws 
can easily be construed as falsifiable. However, the falsificationist 
maintains that some theories, while they may superficially appear 
to have the characteristics of good scientific theories, are in fact 
only posing as scientific theories because they are not falsifiable 
and should be rejected. Popper has claimed that some versions 
at least of Marx’s theory of history, Freudian psychoanalysis and 
Adlerian psychology suffer from this fault. The point can be illus-
trated by the following caricature of Adlerian psychology.

A fundamental tenet of Adler’s theory is that human actions 
are motivated by feelings of inferiority of some kind. In our 
caricature, this is supported by the following incident. A man is 
standing on the bank of a treacherous river at the instant a child 
falls into the river nearby. The man will either leap into the river 
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in an attempt to save the child or he will not. If he does leap in, 
the Adlerian responds by indicating how this supports his theory. 
The man obviously needed to overcome his feelings of inferiority 
by demonstrating that he was brave enough to leap into the river, 
in spite of the danger. If the man does not leap in, the Adlerian 
can again claim support for his theory. The man was overcom-
ing his feelings of inferiority by demonstrating that he had the 
strength of will to remain on the bank, unperturbed, while the 
child drowned.

If this caricature is typical of the way in which Adlerian theory 
operates, then the theory is not falsifiable. It is consistent with any 
kind of human behaviour, and just because of that, it tells us noth-
ing about human behaviour. Of course, before Adler’s theory can 
be rejected on these grounds, it would be necessary to investigate 
the details of the theory rather than a caricature. But there are 
plenty of social, psychological and religious theories that give rise 
to the suspicion that in their concern to explain everything they 
explain nothing. The existence of a loving God and the occur-
rence of some disaster can be made compatible by interpreting 
the disaster as being sent to try us or to punish us, whichever 
seems most suited to the situation. Many examples of animal 
behaviour can be seen as evidence supporting the assertion, ‘Ani-
mals are designed so as best to fulfil the function for which they 
were intended’. Theorists operating in this way are guilty of the 
fortune-teller’s evasion and are subject to the falsificationist’s criti-
cism. If a theory is to have informative content, it must run the 
risk of being falsified.

Degree of falsifiability, clarity and precision

A good scientific law or theory is falsifiable just because it makes 
definite claims about the world. For the falsificationist, it follows 
fairly readily from this that the more falsifiable a theory is the 
better, in some loose sense of more. The more a theory claims, 
the more potential opportunities there will be for showing that 
the world does not in fact behave in the way laid down by the 
theory. A very good theory will be one that makes very wide-
ranging claims about the world, and which is consequently highly 
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falsifiable, and is one that resists falsification whenever it is put to 
the test.

The point can be illustrated by means of a trivial example. 
Consider these laws:

(a)	 Mars moves in an ellipse around the sun.
(b)	 All planets move in ellipses around their sun.

I take it that it is clear that (b) has a higher status than (a) as a 
piece of scientific knowledge. Law (b) tells us all that (a) tells us 
and more besides. Law (b), the preferable law, is more falsifiable 
than (a). If observations of Mars should turn out to falsify (a), 
then they would falsify (b) also. Any falsification of (a) will be 
a falsification of (b), but the reverse is not the case. Observation 
statements referring to the orbits of Venus, Jupiter, etc. that might 
conceivably falsify (b) are irrelevant to (a). If we follow Popper 
and refer to those sets of observation statements that would serve 
to falsify a law or theory as potential falsifiers of that law or theory, 
then we can say that the potential falsifiers of (a) form a class that 
is a subclass of the potential falsifiers of (b). Law (b) is more fal-
sifiable than law (a), which is tantamount to saying that it claims 
more, that it is the better law.

A less-contrived example involves the relation between 
Kepler’s theory of the solar system and Newton’s. Kepler’s theory 
I take to be his three laws of planetary motion. Potential falsifiers 
of that theory consist of sets of statements referring to planetary 
positions relative to the sun at specified times. Newton’s theory, 
a better theory that superseded Kepler’s, is more comprehensive. 
It consists of Newton’s laws of motion plus his law of gravitation, 
the latter asserting that all pairs of bodies in the universe attract 
each other with a force that varies inversely as the square of their 
separation. Some of the potential falsifiers of Newton’s theory are 
sets of statements of planetary positions at specified times. But 
there are many others, including those referring to the behaviour 
of falling bodies and pendulums, the correlation between the tides 
and the locations of the sun and moon, and so on. There are many 
more opportunities for falsifying Newton’s theory than for falsi-
fying Kepler’s theory. And yet, so the falsificationist story goes, 
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Newton’s theory was able to resist attempted falsifications, thereby 
establishing its superiority over Kepler’s.

Highly falsifiable theories should be preferred to less falsifiable 
ones, then, provided they have not in fact been falsified. The qual-
ification is important for the falsificationist. Theories that have 
been falsified must be ruthlessly rejected. The enterprise of science 
involves the proposal of highly falsifiable hypotheses, followed by 
deliberate and tenacious attempts to falsify them. To quote Popper 
(1969, p. 231, italics in original):

I can therefore gladly admit that falsificationists like myself much 
prefer an attempt to solve an interesting problem by a bold con-
jecture, even (and especially) if it soon turns out to be false, to any 
recital of a sequence of irrelevant truisms. We prefer this because 
we believe that this is the way in which we can learn from our 
mistakes, and that in finding that our conjecture was false we 
shall have learnt much about the truth, and shall have got nearer 
to the truth.

We learn from our mistakes. Science progresses by trial and 
error. Because of the logical situation that renders the derivation of 
universal laws and theories from observation statements impossi-
ble, but the deduction of their falsity possible, falsifications become 
the important landmarks, the striking achievements, the major 
growing-points in science. This somewhat counter-intuitive 
emphasis of the more extreme falsificationists on the significance 
of falsifications will be criticised in later chapters.

Because science aims at theories with a large informative con-
tent, the falsificationist welcomes the proposal of bold speculative 
conjectures. Rash speculations are to be encouraged, provided 
they are falsifiable and provided they are rejected when falsified. 
This do-or-die attitude clashes with the caution advocated by the 
extreme inductivist. According to the latter, only those theories 
that can be shown to be true or probably true are to be admitted 
into science. We should proceed beyond the immediate results of 
experience only so far as legitimate inductions will take us. The 
falsificationist, by contrast, recognises the limitation of induction 
and the subservience of observation to theory. Nature’s secrets 
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can only be revealed with the aid of ingenious and penetrating 
theories. The greater the number of conjectured theories that are 
confronted by the realities of the world, and the more speculative 
those conjectures are, the greater will be the chances of major 
advances in science. There is no danger in the proliferation of 
speculative theories because any that are inadequate as descrip-
tions of the world can be ruthlessly eliminated as the result of 
observational or other tests.

The demand that theories should be highly falsifiable has the 
attractive consequence that theories should be clearly stated and 
precise. If a theory is so vaguely stated that it is not clear exactly 
what it is claiming, then when tested by observation or experi-
ment it can always be interpreted so as to be consistent with the 
results of those tests. In this way, it can be defended against falsi-
fications. For example, Goethe (1970, p. 295) wrote of electricity 
that:

it is nothing, a zero, a mere point, which, however, dwells in all 
apparent existences, and at the same time is the point of origin 
whence, on the slightest stimulus, a double appearance presents 
itself, an appearance which only manifests itself to vanish. The 
conditions under which this manifestation is excited are infinitely 
varied, according to the nature of particular bodies.

If we take this quotation at face value, it is very difficult to see 
what possible set of physical circumstances could serve to falsify it. 
Just because it is so vague and indefinite (at least when taken out of 
context), it is unfalsifiable. Politicians and fortune-tellers can avoid 
being accused of making mistakes by making their assertions so 
vague that they can always be construed as compatible with what-
ever may eventuate. The demand for a high degree of falsifiability 
rules out such manoeuvres. The falsificationist demands that theo-
ries be stated with sufficient clarity to run the risk of falsification.

A similar situation exists with respect to precision. The more 
precisely a theory is formulated the more falsifiable it becomes. 
If we accept that the more falsifiable a theory is the better (pro-
vided it has not been falsified), then we must also accept that the 
more precise the claims of a theory are the better. ‘Planets move 
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in ellipses around the sun’ is more precise than ‘Planets move in 
closed loops around the sun’, and is consequently more falsifiable. 
An oval orbit would falsify the first but not the second, whereas 
an orbit that falsifies the second will also falsify the first. The fal-
sificationist is committed to preferring the first. Similarly, the 
falsificationist must prefer the claim that the velocity of light in a 
vacuum is 299.8 × 106 metres per second to the less-precise claim 
that it is about 300 × 106 metres per second, just because the first 
is more falsifiable than the second.

The closely associated demands for precision and clarity of 
expression both follow naturally from the falsificationist’s account 
of science.

Falsificationism and progress

The progress of science as the falsificationist sees it might be 
summed up as follows. Science starts with problems, problems 
associated with the explanation of the behaviour of some aspects 
of the world or universe. Falsifiable hypotheses are proposed by 
scientists as solutions to a problem. The conjectured hypotheses 
are then criticised and tested. Some will be quickly eliminated. 
Others might prove more successful. These must be subject to 
even more stringent criticism and testing. When a hypothesis that 
has successfully withstood a wide range of rigorous tests is even-
tually falsified, a new problem, hopefully far removed from the 
original solved problem, has emerged. This new problem calls for 
the invention of new hypotheses, followed by renewed criticism 
and testing. And so the process continues indefinitely. It can never 
be said of a theory that it is true, however well it has withstood 
rigorous tests, but it can hopefully be said that a current theory is 
superior to its predecessors in the sense that it is able to withstand 
tests that falsified those predecessors.

Before we look at some examples to illustrate this falsification-
ist conception of the progress of science, a word should be said 
about the claim that ‘Science starts with problems’. Here are some 
problems that have confronted scientists in the past. How are bats 
able to fly so dexterously at night, when in fact they have very 
small, weak eyes? Why is the height of a simple barometer lower at 
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high altitudes than at low altitudes? Why were the photographic 
plates in Roentgen’s laboratory continually becoming blackened? 
Why does the perihelion of the planet Mercury advance? These 
problems arise from more or less straightforward observations. In 
insisting on the fact that science starts with problems, then, is it not 
the case that, for the falsificationist just as for the naive inductivist, 
science starts from observation? The answer to this question is a 
firm ‘No’. The observations cited above as constituting problems 
are only problematic in the light of some theory. The first is problem-
atic in the light of the theory that living organisms ‘see’ with their 
eyes; the second was problematic for the supporters of Galileo’s 
theories because it clashed with the ‘force of a vacuum’ theory 
accepted by them as an explanation of why the mercury does not 
fall from a barometer tube; the third was problematic for Roent-
gen because it was tacitly assumed at the time that no radiation 
or emanation of any kind existed that could penetrate the con-
tainer of the photographic plates and darken them; the fourth was 
problematic because it was incompatible with Newton’s theory. 
The claim that science starts with problems is perfectly compat-
ible with the priority of theories over observation and observation 
statements. Science does not start with stark observation.

After this digression, we return to the falsificationist concep-
tion of the progress of science as the progression from problems to 
speculative hypotheses, to their criticism and eventual falsification 
and thence to new problems. Two examples will be offered, the 
first a simple one concerning the flight of bats, the second a more 
ambitious one concerning the progress of physics.

We start with a problem. Bats are able to fly with ease and at 
speed, avoiding the branches of trees, telegraph wires, other bats, 
etc., and can catch insects. And yet bats have weak eyes, and in 
any case do most of their flying at night. This poses a problem 
because it apparently falsifies the plausible theory that animals, like 
humans, see with their eyes. A falsificationist will attempt to solve 
the problem by making a conjecture or hypothesis. Perhaps he 
suggests that, although bats’ eyes are apparently weak, nevertheless 
in some way that is not understood they are able to see efficiently 
at night by use of their eyes. This hypothesis can be tested. A sam-
ple of bats is released into a darkened room containing obstacles 



What is this thing called Science?66

and their ability to avoid the obstacles measured in some way. The 
same bats are now blindfolded and again released into the room. 
Prior to the experiment, the experimenter can make the following 
deduction. One premise of the deduction is his hypothesis, which 
made quite explicit reads, ‘Bats are able to fly avoiding obstacles by 
using their eyes, and cannot do so without the use of their eyes’. 
The second premise is a description of the experimental set-up, 
including the statement, ‘This sample of bats is blindfolded so that 
they do not have the use of their eyes’. From these two premises, 
the experimenter can derive, deductively, that the sample of bats 
will not be able to avoid the obstacles in the test laboratory effi-
ciently. The experiment is now performed and it is found that the 
bats avoid collisions just as efficiently as before. The hypothesis has 
been falsified. There is now a need for a fresh use of the imagina-
tion, a new conjecture or hypothesis or guess. Perhaps a scientist 
suggests that in some way the bat’s ears are involved in its ability 
to avoid obstacles. The hypothesis can be tested, in an attempt to 
falsify it, by plugging the ears of bats before releasing them into 
the test laboratory. This time it is found that the ability of the 
bats to avoid obstacles is considerably impaired. The hypothesis 
has been supported. The falsificationist must now try to make the 
hypothesis more precise so that it becomes more readily falsifi-
able. It is suggested that the bat hears echoes of its own squeaks 
rebounding from solid objects. This is tested by gagging the bats 
before releasing them. Again the bats collide with obstacles and 
again the hypothesis is supported. The falsificationist now appears 
to be reaching a tentative solution to the problem, although it has 
not been proved by experiment how bats avoid collisions while fly-
ing. Any number of factors may turn up that show the hypothesis 
to have been wrong. Perhaps the bat detects echoes not with its 
ears but with sensitive regions close to the ears, the functioning of 
which was impaired when the bat’s ears were plugged. Or perhaps 
different kinds of bats detect obstacles in very different ways, so 
the bats used in the experiment were not truly representative.

The progress of physics from Aristotle through Newton to 
Einstein provides an example on a larger scale. The falsificiationist 
account of that progression goes something like this. Aristotelian 
physics was to some extent quite successful. It could explain a 
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wide range of phenomena. It could explain why heavy objects 
fall to the ground (seeking their natural place at the centre of the 
universe), it could explain the action of siphons and liftpumps (the 
explanation being based on the impossibility of a vacuum), and so 
on. But eventually Aristotelian physics was falsified in a number 
of ways. Stones dropped from the top of the mast of a uniformly 
moving ship fell to the deck at the foot of the mast and not some 
distance from the mast, as Aristotle’s theory predicted. The moons 
of Jupiter can be seen to orbit Jupiter and not the earth. A host 
of other falsifications were accumulated during the seventeenth 
century. Newton’s physics, however, once it had been created 
and developed by way of the conjectures of the likes of Galileo 
and Newton, was a superior theory that superseded Aristotle’s. 
Newton’s theory could account for falling objects, the opera-
tion of siphons and liftpumps and anything else that Aristotle’s 
theory could explain, and could also account for the phenomena 
that were problematic for the Aristotelians. In addition, Newton’s 
theory could explain phenomena not touched on by Aristotle’s 
theory, such as correlations between the tides and the location of 
the moon, and the variation in the force of gravity with height 
above sea level. For two centuries Newton’s theory was successful. 
That is, attempts to falsify it by reference to the new phenomena 
predicted with its help were unsuccessful. The theory even led to 
the discovery of a new planet, Neptune. But in spite of its suc-
cess, sustained attempts to falsify it eventually proved successful. 
Newton’s theory was falsified in a number of ways. It was unable 
to account for the details of the orbit of the planet Mercury and 
was unable to account for the variable mass of fast-moving elec-
trons in discharge tubes. Challenging problems faced physicists, 
then, as the nineteenth century gave way to the twentieth, prob-
lems calling for new speculative hypotheses designed to overcome 
these problems in a progressive way. Einstein was able to meet 
this challenge. His relativity theory was able to account for the 
phenomena that falsified Newton’s theory, while at the same time 
being able to match Newton’s theory in those areas where the 
latter had proved successful. In addition, Einstein’s theory yielded 
the prediction of spectacular new phenomena. His special theory 
of relativity predicted that mass should be a function of velocity 
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and that mass and energy could be transformed into one another, 
and his general theory predicted that light rays should be bent by 
strong gravitational fields. Attempts to refute Einstein’s theory by 
reference to the new phenomena failed. The falsification of Ein-
stein’s theory remains a challenge for modern physicists. Their 
success, if it should eventuate, would mark a new step forward in 
the progress of physics.

So runs a typical falsification account of the progress of phys-
ics. Later we shall have cause to doubt its accuracy and validity.

From the foregoing, it is clear that the concept of progress, of 
the growth of science, is a conception that is a central one in the 
falsificationist account of science. This issue is pursued in more 
detail in the next chapter.

Further reading

The classic falsificationist text is Popper in The Logic of Scientific 
Discovery (1972), first published in German in 1934 and trans-
lated into English in 1959. More recent collections of his writings 
are Popper (1969) and Popper (1979). Popper’s own story about 
how he came to his basic idea through comparing Freud, Adler 
and Marx with Einstein is in chapter 1 of his 1969 text. More 
sources related to falsificationism will be given at the end of the 
next chapter.



CHAPTER 6

Sophisticated falsificationism, novel 
predictions and the growth of science

Relative rather than absolute degrees of falsifiability

The previous chapter mentioned some conditions that a hypothesis 
should satisfy in order to be worthy of a scientist’s consideration. 
A hypothesis should be falsifiable, the more falsifiable the better, 
and yet should not be falsified. More sophisticated falsification-
ists realise that those conditions alone are insufficient. A further 
condition is connected with the need for science to progress. A 
hypothesis should be more falsifiable than the one for which it is 
offered as a replacement.

The sophisticated falsificationist account of science, with its 
emphasis on the growth of science, switches the focus of attention 
from the merits of a single theory to the relative merits of compet-
ing theories. It gives a dynamic picture of science rather than the 
static account of the most naive falsificationists. Instead of asking 
of a theory, ‘Is it falsifiable?’, ‘How falsifiable is it?’ and ‘Has it 
been falsified?’, it becomes more appropriate to ask, ‘Is this newly 
proposed theory a viable replacement for the one it challenges?’ 
In general, a newly proposed theory will be acceptable as worthy 
of the consideration of scientists if it is more falsifiable than its 
rival, and especially if it predicts a new kind of phenomenon not 
touched on by its rival.

The emphasis on the comparison of degrees of falsifiability of 
series of theories, which is a consequence of the emphasis on a 
science as a growing and evolving body of knowledge, enables a 
technical problem to be bypassed. For it is very difficult to specify 
just how falsifiable a single theory is. An absolute measure of falsi-
fiability cannot be defined simply because the number of potential 
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falsifiers of a theory will always be infinite. It is difficult to see 
how the question ‘How falsifiable is Newton’s law of gravitation?’ 
could be answered. On the other hand, it is often possible to com-
pare the degrees of falsifiability of laws or theories. For instance, 
the claim ‘All pairs of bodies attract each other with a force that 
varies inversely as the square of their separation’ is more falsifiable 
than the claim. ‘The planets in the solar system attract each other 
with a force that varies inversely as the square of their separation’. 
The second is implied by the first. Anything that falsifies the sec-
ond will falsify the first, but the reverse is not true. Ideally, the 
falsificationist would like to be able to say that the series of theo-
ries that constitute the historical evolution of a science is made up 
of falsifiable theories, each one in the series being more falsifiable 
than its predecessor.

Increasing falsifiability and ad hoc modifications

The demand that as a science progresses its theories should become 
more and more falsifiable, and consequently have more and more 
content and be more and more informative, rules out modifica-
tions in theories that are designed merely to protect a theory from 
a threatening falsification. A modification in a theory, such as the 
addition of an extra postulate or a change in some existing pos-
tulate, that has no testable consequences that were not already 
testable consequences of the unmodified theory will be called ad 
hoc modifications. The remainder of this section will consist of 
examples designed to clarify the notion of an ad hoc modification. 
I will first consider some ad hoc modifications, which the falsifica-
tionist would reject, and afterwards these will be contrasted with 
some modifications that are not ad hoc and which the falsifica-
tionist would consequently welcome.

I begin with a rather trivial example. Let us consider the gen-
eralisation ‘Bread nourishes’. This low-level theory, if spelt out in 
more detail, amounts to the claim that if wheat is grown in the 
normal way, converted into bread in the normal way and eaten by 
humans in a normal way, then those humans will be nourished. 
This apparently innocuous theory ran into trouble in a French 
village on an occasion when wheat was grown in a normal way, 
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converted into bread in a normal way and yet most people who ate 
the bread became seriously ill and many died. The theory ‘(All) 
bread nourishes’ was falsified. The theory can be modified to 
avoid this falsification by adjusting it to read, ‘(All) bread, with the 
exception of that particular batch of bread produced in the French 
village in question, nourishes’. This is an ad hoc modification. 
The modified theory cannot be tested in any way that was not 
also a test of the original theory. The consuming of any bread by 
any human constitutes a test of the original theory, whereas tests 
of the modified theory are restricted to the consuming of bread 
other than that batch of bread that led to such disastrous results in 
France. The modified hypothesis is less falsifiable than the original 
version. The falsificationist rejects such rearguard actions.

The next example is less gruesome and more entertaining. It 
is an example based on an interchange that actually took place 
in the seventeenth century between Galileo and an Aristotelian 
adversary. Having carefully observed the moon through his newly 
invented telescope, Galileo was able to report that the moon was 
not a smooth sphere but that its surface abounded in mountains 
and craters. His Aristotelian adversary had to admit that things did 
appear that way when he repeated the observations for himself. 
But the observations threatened a notion fundamental for many 
Aristotelians, namely, that all celestial bodies are perfect spheres. 
Galileo’s rival defended his theory in the face of the apparent fal-
sification in a way that was blatantly ad hoc. He suggested that 
there was an invisible substance on the moon filling the craters 
and covering the mountains in such a way that the moon’s shape 
was perfectly spherical. When Galileo inquired how the pres-
ence of the invisible substance might be detected, the reply was 
that there was no way in which it could be detected. There is no 
doubt, then, that the modified theory led to no new testable con-
sequences and would be quite unacceptable to a falsificationist. 
An exasperated Galileo was able to show up the inadequacy of his 
rival’s position in a characteristically witty way. He announced 
that he was prepared to admit that the invisible, undetectable sub-
stance existed on the moon, but insisted that it was not distributed 
in the way suggested by his rival but in fact was piled up on top 
of the mountains so that they were many times higher than they 
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appeared through the telescope. Galileo was able to outmanoeu-
vre his rival in the fruitless game of the invention of ad hoc devices 
for the protection of theories.

One other example of a possibly ad hoc hypothesis from the 
history of science will be briefly mentioned. Prior to Lavoisier, 
the phlogiston theory was the standard theory of combustion. 
According to that theory, phlogiston is emitted from substances 
when they are burnt. This theory was threatened when it was dis-
covered that many substances gain weight after combustion. One 
way of overcoming the apparent falsification was to suggest that 
phlogiston has negative weight. If this hypothesis could be tested 
only by weighing substances before and after combustion, then it 
was ad hoc. It led to no new tests.

Modifications of a theory in an attempt to overcome a diffi-
culty need not be ad hoc. Here are some examples of modifications 
that are not ad hoc, and which consequently are acceptable from a 
falsificationist point of view.

Let us return to the falsification of the claim ‘Bread nourishes’ 
to see how this could be modified in an acceptable way. An accept-
able move would be to replace the original falsified theory by the 
claim ‘All bread nourishes except bread made from wheat contam-
inated by a particular kind of fungus’ (followed by a specification 
of the fungus and some of its characteristics). This modified the-
ory is not ad hoc because it leads to new tests. It is independently 
testable, to use Popper’s (1972, p. 193) phrase. Possible tests would 
include testing the wheat from which the poisonous bread was 
made for the presence of the fungus, cultivating the fungus on 
some specially prepared wheat and testing the nourishing effect of 
the bread produced from it, chemically analysing the fungus for 
the presence of known poisons, and so on. All these tests, many 
of which do not constitute tests of the original hypothesis, could 
result in the falsification of the modified hypothesis. If the modi-
fied, more falsifiable, hypothesis resists falsification in the face of 
the new tests, then something new will have been learnt and pro-
gress will have been made.

Turning now to the history of science for a less artificial exam-
ple, we might consider the chain of events that led to the discovery 
of the planet Neptune. Nineteenth-century observations of the 
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motion of the planet Uranus indicated that its orbit departed 
considerably from that predicted on the basis of Newton’s gravita-
tional theory, thus posing a problem for that theory. In an attempt 
to overcome the difficulty, it was suggested by Leverrier in France 
and by Adams in England that there existed a previously unde-
tected planet in the vicinity of Uranus. The attraction between 
the conjectured planet and Uranus was to account for the latter’s 
departure from its initially predicted orbit. This suggestion was 
not ad hoc, as events were to show. It was possible to estimate 
the approximate vicinity of the conjectured planet if it were to 
be of a reasonable size and to be responsible for the perturbation 
of Uranus’s orbit. Once this had been done, it was possible to test 
the new proposal by inspecting the appropriate region of the sky 
through a telescope. It was in this way that Galle came to make 
the first sighting of the planet now known as Neptune. Far from 
being ad hoc, the move to save Newton’s theory from falsification 
by Uranus’s orbit led to a new kind of test of that theory, which it 
was able to pass in a dramatic and progressive way.

Confirmation in the falsificationist account of science

When falsificationism was introduced as an alternative to induc-
tivism in the previous chapter, falsifications (that is, the failures 
of theories to stand up to observational and experimental tests) 
were portrayed as being of key importance. It was argued that 
the logical situation permits the establishment of the falsity but 
not of the truth of theories in the light of available observation 
statements. It was also urged that science should progress by the 
proposal of bold, highly falsifiable conjectures as attempts to solve 
problems, followed by ruthless attempts to falsify the new propos-
als. Along with this came the suggestion that significant advances 
in science come about when those bold conjectures are falsified. 
The self-avowed falsificationist Popper says as much in the pas-
sage quoted on p. 62, where the italics are his. However, exclusive 
attention to falsifying instances amounts to a misrepresentation 
of the more sophisticated falsificationist’s position. More than a 
hint of this is contained in the example with which the previ-
ous section concluded. The independently testable attempt to save 
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Newton’s theory by a speculative hypothesis was a success because 
that hypothesis was confirmed by the discovery of Neptune and 
not because it was falsified.

It is a mistake to regard the falsification of bold, highly falsifi-
able conjectures as the occasions of significant advance in science, 
and Popper needs to be corrected on this point. This becomes 
clear when we consider the various extreme possibilities. At one 
extreme we have theories that take the form of bold, risky con-
jectures, while at the other we have theories that are cautious 
conjectures, making claims that seem to involve no significant 
risks. If either kind of conjecture fails an observational or experi-
mental test it will be falsified, and if it passes such a test we will say 
it is confirmed. Significant advances will be marked by the confirma-
tion of bold conjectures or the falsification of cautious conjectures. 
Cases of the former kind will be informative, and constitute an 
important contribution to scientific knowledge, simply because 
they mark the discovery of something that was previously unheard 
of or considered unlikely. The discovery of Neptune and of radio 
waves and Eddington’s confirmation of Einstein’s risky prediction 
that light rays should bend in strong gravitational fields all con-
stituted significant advances of this kind. Risky predictions were 
confirmed. The falsification of cautious conjectures is informative 
because it establishes that what was regarded as unproblemati-
cally true is in fact false. Russell’s demonstration that naive set 
theory, which was based on what appear to be almost self-evident 
propositions, is inconsistent is an example of an informative fal-
sification of a conjecture apparently free from risk. By contrast, 
little is learnt from the falsification of a bold conjecture or the con-
firmation of a cautious conjecture. If a bold conjecture is falsified, 
then all that is learnt is that yet another crazy idea has been proved 
wrong. The falsification of Kepler’s speculation that the spacing 
of the planetary orbits could be explained by reference to Plato’s 
five regular solids does not mark one of the significant landmarks 
in the progress of physics. Similarly, the confirmation of cautious 
hypotheses is uninformative. Such confirmations merely indicate 
that some theory that was well established and regarded as unprob-
lematic has been successfully applied once again. For instance, the 
confirmation of the conjecture that samples of iron extracted from 
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its ore by some new process will, like other iron, expand when 
heated would be of little consequence.

The falsificationist wishes to reject ad hoc hypotheses and to 
encourage the proposal of bold hypotheses as potential improve-
ments on falsified theories. Those bold hypotheses will lead to 
novel, testable predictions, which do not follow from the original, 
falsified theory. However, although the fact that it does lead to 
the possibility of new tests makes a hypothesis worthy of inves-
tigation, it will not rank as an improvement on the problematic 
theory it is designed to replace until it has survived at least some 
of those tests. This is tantamount to saying that before it can be 
regarded as an adequate replacement for a falsified theory, a newly 
and boldly proposed theory must make some novel predictions that 
are confirmed. Many wild and rash speculations will not survive 
subsequent testing and consequently will not be rated as contrib-
uting to the growth of scientific knowledge. The occasional wild 
and rash speculation that does lead to a novel, unlikely prediction, 
which is nevertheless confirmed by observation or experiment, 
will thereby become established as a highlight in the history of the 
growth of science. The confirmations of novel predictions resulting 
from bold conjectures are very important in the falsificationist 
account of the growth of science.

Boldness, novelty and background knowledge

A little more needs to be said about the adjectives ‘bold’ and ‘novel’ 
as applied to hypotheses and predictions respectively. They are both 
historically relative notions. What rates as a bold conjecture at one 
stage in the history of science may no longer be bold at some later 
stage. When Maxwell proposed his ‘dynamical theory of the electro-
magnetic field’ in 1864, it was a bold conjecture. It was bold because 
it conflicted with theories generally accepted at the time, theories 
that included the assumption that electromagnetic systems (mag-
nets, charged bodies, current-carrying conductors) act upon each 
other instantaneously across empty space and that electromagnetic 
effects can be propagated at a finite velocity only through material 
substances. Maxwell’s theory clashed with these generally accepted 
assumptions because it predicted that light is an electromagnetic 
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phenomenon and also predicted, as was to be realised later, that 
fluctuating currents should emit a new kind of radiation, radio 
waves, travelling at a finite velocity through empty space. In 1864, 
therefore, Maxwell’s theory was bold and the subsequent prediction 
of radio waves was a novel prediction. Today, the fact that Maxwell’s 
theory can give an accurate account of the behaviour of a wide 
range of electromagnetic systems is a generally accepted part of sci-
entific knowledge, and assertions about the existence and properties 
of radio waves will not rate as novel predictions.

If we call the complex of scientific theories generally accepted 
and well established at some stage in the history of science the 
background knowledge of the time, then we can say that a conjecture 
will be bold if its claims are unlikely in the light of the background 
knowledge of the time. Einstein’s general theory of relativity was 
a bold one in 1915 because at that time background knowledge 
included the assumption that light travels in straight lines. This 
clashed with one consequence of general relativity, namely, that 
light rays should bend in strong gravitational fields. Copernicus’s 
astronomy was bold in 1543 because it clashed with the back-
ground assumption that the earth is stationary at the centre of the 
universe. It would not be considered bold today.

Just as conjectures will be considered bold or otherwise by refer-
ence to the relevant background knowledge, so predictions will be 
judged novel if they involve some phenomenon that does not figure 
in, or is perhaps explicitly ruled out by, the background knowledge 
of the time. The prediction of Neptune in 1846 was a novel one 
because the background knowledge at that time contained no ref-
erence to such a planet. The prediction that Poisson deduced from 
Fresnel’s wave theory of light in 1818, namely, that a bright spot 
should be observed at the centre of one side of an opaque disc suit-
ably illuminated from the other, was novel because the existence 
of that bright spot was ruled out by the particle theory of light that 
formed part of the background knowledge of the time.

In the previous section it was argued that major contributions 
to the growth of scientific knowledge come about either when 
a bold conjecture is confirmed or when a cautious conjecture is 
falsified. The idea of background knowledge enables us to see that 
these two possibilities will occur together as the result of a single 
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experiment. Background knowledge consists of cautious hypoth-
eses just because that knowledge is well established and considered 
to be unproblematic. The confirmation of a bold conjecture will 
involve the falsification of some part of the background knowl-
edge with respect to which the conjecture was bold.

Comparison of the inductivist and falsificationist view 
of confirmation

We have seen that confirmation has an important role to play in 
science as interpreted by the sophisticated falsificationist. However, 
this does not totally invalidate the labelling of that position ‘falsifi-
cationism’. It is still maintained by the sophisticated falsificationist 
that theories can be falsified and rejected, while it is denied that 
theories can ever be established as true or probably true. The aim of 
science is to falsify theories and to replace them by better theories, 
theories that demonstrate a greater ability to withstand tests. Con-
firmations of new theories are important insofar as they constitute 
evidence that a new theory is an improvement on the theory it 
replaces, the theory that is falsified by the evidence unearthed with 
the aid of, and confirming, the new theory. Once a newly pro-
posed bold theory has succeeded in ousting its rival, then it in turn 
becomes a new target at which stringent tests should be directed, 
tests devised with the aid of further boldly conjectured theories.

Because of the falsificationists’ emphasis on the growth of sci-
ence, their account of confirmation is significantly different from 
that of the inductivists. The significance of some confirming 
instances of a theory according to the extreme inductivist position 
described in chapter 4 is determined solely by the logical rela-
tionship between the observation statements that are confirmed 
and the theory that they support. The degree of support given to 
Newton’s theory by Galle’s observation of Neptune is no differ-
ent from the degree of support given by a modern observation of 
Neptune. The historical context in which the evidence is acquired 
is irrelevant. Confirming instances are such if they give inductive 
support to a theory, and the greater the number of confirming 
instances established, the greater the support for the theory and the 
more likely it is to be true. This ahistorical theory of confirmation 
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would seem to have the unappealing consequence that innumer-
able observations made on falling stones, planetary positions, etc., 
will constitute worthwhile scientific activity insofar as they will 
lead to increases in the estimate of the probability of the truth of 
the law of gravitation.

By contrast, in the falsificationist account, the significance of 
confirmations depends very much on their historical context. A 
confirmation will confer some high degree of merit on a theory if 
that confirmation resulted from the testing of a novel prediction. 
That is, a confirmation will be significant if it is estimated that 
it is unlikely to eventuate in the light of the background knowl-
edge of the time. Confirmations that are foregone conclusions 
are insignificant. If today I confirm Newton’s theory by dropping 
a stone to the ground, I contribute nothing of value to science. 
On the other hand, if tomorrow I confirm a speculative theory 
implying that the gravitational attraction between two bodies 
depends on their temperature, falsifying Newton’s theory in the 
process, I would have made a significant contribution to scien-
tific knowledge. Newton’s theory of gravitation and some of its 
limitations are part of current background knowledge, whereas a 
temperature dependence of gravitational attraction is not. Here 
is one further example in support of the historical perspective 
that the falsificationists introduce into confirmation. Hertz con-
firmed Maxwell’s theory when he detected the first radio waves. 
I also confirm Maxwell’s theory whenever I listen to my radio. 
The logical situation is similar in the two cases. In each case, the 
theory predicts that radio waves should be detected and, in each 
case, their successful detection lends some inductive support to 
the theory. Nevertheless, Hertz is justly famous for the confirma-
tion he achieved, whereas my frequent confirmations are rightly 
ignored in a scientific context. Hertz made a significant step for-
ward. When I listen to my radio I am only marking time. The 
historical context makes all the difference.

Advantages of falsificationism over inductivism

With a summary of the basic features of falsificationism behind us, 
it is time to survey some of the advantages that this position can be 
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said to have over the inductivist position, according to which sci-
entific knowledge is inductively derived from given facts, which 
we discussed in earlier chapters.

We have seen that some facts, and especially experimental 
results, are in an important sense theory-dependent and fallible. 
This undermines those inductivists who require science to have 
an unproblematic and given factual foundation. The falsification-
ist recognises that facts as well as theories are fallible. Nevertheless, 
for the falsificationist there is an important set of facts that consti-
tutes the testing ground for scientific theories. It consists of those 
factual claims that have survived severe tests. This does have the 
consequence that the factual basis for science is fallible, but this 
does not pose as big a problem for falsificationists as it does for 
inductivists, since the falsificationist seeks only constant improve-
ment in science rather than demonstrations of truth or probable 
truth.

The inductivist had trouble specifying the criteria for a good 
inductive inference, and so had difficulty answering questions 
concerning the circumstances under which facts can be said to 
give significant support to theories. The falsificationist fares bet-
ter in this respect. Facts give significant support to theories when 
they constitute severe tests of that theory. The confirmations of 
novel predictions are important members of this category. This 
helps to explain why repetition of experiments does not result in 
a significant increase in the empirical support for a theory, a fact 
that the extreme inductivist has difficulty accommodating. The 
conduct of a particular experiment might well constitute a severe 
test of a theory. However, if the experiment has been adequately 
performed and the theory has survived the test, then subsequent 
repetitions of that same experiment will not be considered as severe 
a test of the theory, and so will become increasingly less able to 
offer significant support for it. Again, whereas the inductivist has 
problems explaining how knowledge of the unobservable can ever 
be derived from observable facts, the falsificationist has no such 
problem. Claims about the unobservable can be severely tested, 
and hence supported, by exploring their novel consequences.

We have seen that inductivists have trouble characterising and 
justifying the inductive inferences that are meant to show theories 
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to be true or probably true. The falsificationist claims to bypass 
these problems by insisting that science does not involve induc-
tion. Deduction is used to reveal the consequences of theories so 
that they can be tested, and perhaps falsified. But no claims are 
made to the effect that the survival of tests shows a theory to 
be true or probably true. At best, the results of such tests show a 
theory to be an improvement on its predecessor. The falsification-
ist settles for progress rather than truth.

Further reading

For Popper’s mature reflections on his falsificationism see his 1983 
text, Realism and the Aim of Science. Schilpp (1974), in the Library 
of Living Philosophers series, contains Popper’s autobiography, a 
number of articles on his philosophy by critics, and Popper’s reply 
to those critics, as well as a detailed bibliography of Popper’s writ-
ings. Accessible overviews of Popper’s views are Ackermann (1976) 
and O’Hear (1980). The modification of Popper’s views involved 
in the section ‘Confirmation in the falsificationist account of sci-
ence’ is discussed in more detail in Chalmers (1973).



CHAPTER 7

The limitations of falsificationism

Problems stemming from the logical situation

The generalisations that constitute scientific laws can never be 
logically deduced from a finite set of observable facts, whereas the 
falsity of a law can be logically deduced from a single observable 
fact with which it clashes. Establishing by observation that there is 
just one black swan falsifies ‘all swans are white’. This is an unex-
ceptional and undeniable point. However, using it as grounds to 
support a falsificationist philosophy of science is not as straightfor-
ward as it might seem. Problems emerge as soon as we progress 
beyond extremely simple examples, such as the one concerning 
the colour of swans, to more complicated cases that are closer to 
the kind of situation typically met with in science.

If the truth of some observation statement, O, is given, then the 
falsity of a theory T which logically entails that O is not the case 
can be deduced. However, it is the falsificationists themselves who 
insist that the observation statements that constitute the basis of 
science are theory-dependent and fallible. Consequently, a clash 
between T and O does not have the consequence that T is false. 
All that logically follows from the fact that T entails a prediction 
inconsistent with O is that either T or O is false, but logic alone 
cannot tell us which. When observation and experiment provide 
evidence that conflicts with the predictions of some law or theory, 
it may be the evidence that is at fault rather than the law or theory. 
Nothing in the logic of the situation requires that it is always the 
law or theory that should be rejected on the occasion of a clash 
with observation or experiment. A fallible observation statement 
might be rejected and the fallible theory with which it clashes 
retained. This is precisely what was involved when Copernicus’s 
theory was retained and the naked-eye observations of the sizes 
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of Venus and Mars, which were logically inconsistent with that 
theory, discarded. It is also what is involved when modern speci-
fications of the moon’s trajectory are retained and estimates of 
its size based on unaided observation rejected. However securely 
based on observation or experiment a factual claim might be, 
the falsificationist’s position makes it impossible to rule out the 
possibility that advances in scientific knowledge might reveal 
inadequacies in that claim. Consequently, straightforward, con-
clusive falsifications of theories by observation are not achievable.

The logical problems for falsification do not end here. ‘All swans 
are white’ is certainly falsified if an instance of a non-white swan 
can be established. But simplified illustrations of the logic of a 
falsification such as this disguise a serious difficulty for falsification-
ism that arises from the complexity of any realistic test situation. 
A realistic scientific theory will consist of a complex of universal 
statements rather than a single statement like ‘All swans are white’. 
Further, if a theory is to be experimentally tested, then more will be 
involved than those statements that constitute the theory under test. 
The theory will need to be augmented by auxiliary assumptions, 
such as laws and theories governing the use of any instruments used, 
for instance. In addition, in order to deduce some prediction the 
validity of which is to be experimentally tested, it will be necessary 
to add initial conditions such as a description of the experimental 
set-up. For instance, suppose an astronomical theory is to be tested 
by observing the position of some planet through a telescope. The 
theory must predict the orientation of the telescope necessary for 
a sighting of the planet at some specified time. The premises from 
which the prediction is derived will include the interconnected 
statements that constitute the theory under test, initial conditions 
such as previous positions of the planet and sun, auxiliary assump-
tions such as those enabling corrections to be made for refraction 
of light from the planet in the earth’s atmosphere, and so on. Now 
if the prediction that follows from this maze of premises turns out 
to be false (in our example, if the planet does not appear at the pre-
dicted location), then all that the logic of the situation permits us 
to conclude is that at least one of the premises must be false. It does 
not enable us to identify the faulty premise. It may be the theory 
under test that is at fault, but alternatively it may be an auxiliary 
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assumption or some part of the description of the initial conditions 
that is responsible for the incorrect prediction. A theory cannot be 
conclusively falsified, because the possibility cannot be ruled out 
that some part of the complex test situation, other than the theory 
under test, is responsible for an erroneous prediction. This diffi-
culty often goes under the name of the Duhem/Quine thesis, after 
Pierre Duhem (1962, pp. 183–8) who first raised it and William 
V.O. Quine (1961) who revived it.

Here are some examples from the history of astronomy that 
illustrate the point.

In an example used previously, we discussed how Newton’s 
theory was apparently refuted by the orbit of the planet Uranus. 
In this case, it turned out not to be the theory that was at fault but 
the description of the initial conditions, which did not include a 
consideration of the yet-to-be-discovered planet Neptune. A sec-
ond example involves an argument by means of which the Danish 
astronomer Tycho Brahé claimed to have refuted the Copernican 
theory a few decades after its first publication. If the earth orbits 
the sun, Brahé argued, then the direction in which a fixed star is 
observed from earth should vary during the course of the year as the 
earth moves from one side of the sun to the other. But when Brahé 
tried to detect this predicted parallax with his instruments, which 
were the most accurate and sensitive ones in existence at the time, 
he failed. This led Brahé to conclude that the Copernican theory 
was false. With hindsight, it can be appreciated that it was not the 
Copernican theory that was responsible for the faulty prediction, 
but one of Brahé’s auxiliary assumptions. Brahé’s estimate of the 
distance of the fixed stars was many times too small. When his esti-
mate is replaced by a more realistic one, the predicted parallax turns 
out to be too small to be detectable by Brahé’s instruments.

A third example is a hypothetical one devised by Imre Lakatos 
(1970, pp. 100–1). It reads as follows:

The story is about an imaginary case of planetary misbehaviour. 
A physicist of the pre-Einsteinian era takes Newton’s mechanics 
and his law of gravitation, N, the accepted initial conditions, I, 
and calculates, with their help, the path of a newly discovered 
small planet, p. But the planet deviates from the calculated path. 
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Does our Newtonian physicist consider that the deviation was 
forbidden by Newton’s theory and therefore that, once estab-
lished, it refutes the theory N? No. He suggests that there must 
be a hitherto unknown planet p1, which perturbs the path of p. 
He calculates the mass, orbit, etc. of this hypothetical planet and 
then asks an experimental astronomer to test his hypothesis. The 
planet p1 is so small that even the biggest available telescopes can-
not possibly observe it; the experimental astronomer applies for a 
research grant to build yet a bigger one. In three years time, the 
new telescope is ready. Were the unknown planet p1 to be discov-
ered, it would be hailed as a new victory of Newtonian science. 
But it is not. Does our scientist abandon Newton’s theory and his 
idea of the perturbing planet? No. He suggests that a cloud of cos-
mic dust hides the planet from us. He calculates the location and 
properties of this cloud and asks for a research grant to send up 
a satellite to test his calculations. Were the satellite’s instruments 
(possibly new ones, based on a little-tested theory) to record the 
existence of the conjectural cloud, the result would be hailed as 
an outstanding victory for Newtonian science. But the cloud is 
not found. Does our scientist abandon Newton’s theory, together 
with the idea of the perturbing planet and the idea of the cloud 
which hides it? No. He suggests that there is some magnetic field 
in that region of the universe which disturbed the instruments of 
the satellite. A new satellite is sent up. Were the magnetic field to 
be found, Newtonians would celebrate a sensational victory. But 
it is not. Is this regarded as a refutation of Newtonian science? 
No. Either yet another ingenious auxiliary hypothesis is proposed 
or . . . the whole story is buried in the dusty volumes of periodi-
cals and the story never mentioned again.

If this story is regarded as a plausible one, it illustrates how a 
theory can always be protected from falsification by deflecting the 
falsification to some other part of the complex web of assumptions.

Falsificationism inadequate on historical grounds

An embarrassing historical fact for falsificationists is that if their 
methodology had been strictly adhered to by scientists then those 
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theories generally regarded as being among the best examples of 
scientific theories would never have been developed because they 
would have been rejected in their infancy. Given any example of 
a classic scientific theory, whether at the time of its first proposal 
or at a later date, it is possible to find observational claims that 
were generally accepted at the time and were considered to be 
inconsistent with the theory. Nevertheless, those theories were 
not rejected, and it is fortunate for science that they were not. 
Some historical examples to support my claim follow.

In the early years of its life, Newton’s gravitational theory was 
falsified by observations of the moon’s orbit. It took almost fifty 
years to deflect this falsification on to causes other than Newton’s 
theory. Later in its life, the same theory was known to be incon-
sistent with the details of the orbit of the planet Mercury, although 
scientists did not abandon the theory for that reason. It turned out 
that it was never possible to explain away this falsification in a way 
that protected Newton’s theory.

A second example concerns Bohr’s theory of the atom, and is 
due to Lakatos (1970, pp. 140–54). Early versions of the theory 
were inconsistent with the observation that some matter is sta-
ble for a time that exceeds about 10–8 seconds. According to the 
theory, negatively charged electrons within atoms orbit around 
positively charged nuclei. But according to the classical electro-
magnetic theory presupposed by Bohr’s theory, orbiting electrons 
should radiate. The radiation would result in an orbiting electron 
losing energy and collapsing into the nucleus. The quantitative 
details of classical electromagnetism yield an estimated time of 
about 10–8 seconds for this collapse to occur. Fortunately, Bohr 
persevered with his theory, in spite of this falsification.

A third example concerns the kinetic theory and has the 
advantage that the falsification of that theory at birth was explic-
itly acknowledged by its originator. When Maxwell (1965, vol. 1,  
p. 409) published the first details of a statistical version of the 
kinetic theory of gases in 1859, in that very same paper he acknowl-
edged the fact that the theory was falsified by measurements on 
the specific heats of gases. Eighteen years later, commenting on 
the consequences of the kinetic theory, Maxwell (1877) wrote:
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Some of these, no doubt, are very satisfactory to us in our present 
state of opinion about the constitution of bodies, but there are 
others which are likely to startle us out of our complacency and 
perhaps ultimately to drive us out of all the hypotheses in which 
we have hitherto found refuge into that thoroughly conscious 
ignorance which is a prelude to every real advance in knowledge.

All the important developments within the kinetic theory 
took place after this falsification. Once again, it is fortunate that 
the theory was not abandoned in the face of falsifications by meas-
urements of the specific heats of gases, as the naive falsificationist 
would be forced to insist.

A fourth example, the Copernican Revolution, will be out-
lined in more detail in the following section. This example 
emphasises the difficulties that arise for the falsificationist when 
the complexities of major theory changes are taken into account. 
The example also sets the scene for a discussion of some more 
recent and more adequate attempts to characterise the essence of 
science and its methods.

The Copernican Revolution

It was generally accepted in medieval Europe that the earth lies 
at the centre of a finite universe and that the sun, planets and 
stars orbit around it. The physics and cosmology that provided 
the framework in which this astronomy was set was basically that 
developed by Aristotle in the fourth century bc. In the second 
century ad, Ptolemy devised a detailed astronomical system that 
specified the orbits of the moon, the sun and all the planets.

In the early decades of the sixteenth century, Copernicus 
devised a new astronomy, an astronomy involving a moving 
earth, which challenged the Aristotelian and Ptolemaic systems. 
According to the Copernican view, the earth is not stationary 
at the centre of the universe but orbits the sun along with the 
planets. By the time Copernicus’s idea had been substantiated, the 
Aristotelian world view had been replaced by the Newtonian one. 
The details of the story of this major theory change, a change that 
took place over one and a half centuries, do not lend support to 
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the methodologies advocated by the inductivists and falsification-
ists, and indicate a need for a different, perhaps more complexly 
structured, account of science and its growth.

When Copernicus first published the details of his new 
astronomy, in 1543, there were many arguments that could be, 
and were, levelled against it. Relative to the scientific knowledge 
of the time, these arguments were sound ones and Copernicus 
could not satisfactorily defend his theory against them. In order to 
appreciate this situation, it is necessary to be familiar with some 
aspects of the Aristotelian world view on which the arguments 
against Copernicus were based. A very brief sketch of some of the 
relevant points follows.

The Aristotelian universe was divided into two distinct 
regions. The sub-lunar region was the inner region, extending 
from the central earth to just inside the moon’s orbit. The super-
lunar region was the remainder of the finite universe, extending 
from the moon’s orbit to the sphere of the stars, which marked 
the outer boundary of the universe. Nothing existed beyond the 
outer sphere, not even space. Unfilled space is an impossibility 
in the Aristotelian system. All celestial objects in the super-lunar 
region were made of an incorruptible element called Ether. Ether 
possessed a natural propensity to move around the centre of the 
universe in perfect circles. This basic idea became modified and 
extended in Ptolemy’s astronomy. Since observations of planetary 
positions at various times could not be reconciled with circular, 
earth-centred orbits, Ptolemy introduced further circles, called 
epicycles, into the system. Planets moved in circles, or epicycles, 
the centres of which moved in circles around the earth. The orbits 
could be further refined by adding epicycles to epicycles in such 
a way that the resulting system was compatible with observations 
of planetary positions and capable of predicting future planetary 
positions.

In contrast to the orderly, regular, incorruptible character of the 
super-lunar region, the sub-lunar region was marked by change, 
growth and decay, generation and corruption. All substances in 
the sub-lunar region were mixtures of four elements, air, earth, 
fire and water, and the relative proportions of elements in a mix-
ture determined the properties of the substance so constituted. 
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Each element had a natural place in the universe. The natural 
place for earth was at the centre of the universe; for water, on the 
surface of the earth; for air, in the region immediately above the 
surface of the earth; and for fire, at the top of the atmosphere, close 
to the moon’s orbit. Consequently, each earthly object would have 
a natural place in the sub-lunar region depending on the relative 
proportion of the four elements that it contained. Stones, being 
mostly earth, have a natural place near the centre of the earth, 
whereas flames, being mostly fire, have a natural place near to the 
moon’s orbit, and so on. All objects have a propensity to move in 
straight lines, upwards or downwards, towards their natural place. 
Thus stones have a natural motion straight downwards, towards 
the centre of the earth, and flames have a natural motion straight 
upwards, away from the centre of the earth. All motions other 
than natural motions require a cause. For instance, arrows need to 
be propelled by a bow and chariots need to be drawn by horses.

These, then, are the bare bones of the Aristotelian mechan-
ics and cosmology that were presupposed by contemporaries of 
Copernicus, and which were utilised in arguments against a mov-
ing earth. Let us look at some of the forceful arguments against 
the Copernican system.

Perhaps the argument that constituted the most serious threat 
to Copernicus was the so-called tower argument. It runs as fol-
lows. If the earth spins on its axis, as Copernicus had it, then any 
point on the earth’s surface will move a considerable distance in a 
second. If a stone is dropped from the top of a tower erected on the 
moving earth, it will execute its natural motion and fall towards 
the centre of the earth. While it is doing so the tower will be shar-
ing the motion of the earth, due to its spinning. Consequently, by 
the time the stone reaches the surface of the earth the tower will 
have moved around from the position it occupied at the begin-
ning of the stone’s downward journey. The stone should therefore 
strike the ground some distance from the foot of the tower. But 
this does not happen in practice. The stone strikes the ground at 
the base of the tower. It follows that the earth cannot be spinning 
and that Copernicus’s theory is false.

Another mechanical argument against Copernicus concerns 
loose objects such as stones and philosophers resting on the surface 
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of the earth. If the earth spins, why are such objects not flung from 
the earth’s surface, as stones would be flung from the rim of a 
rotating wheel? And if the earth, as well as spinning, moves bodily 
around the sun, why doesn’t it leave the moon behind?

Some arguments against Copernicus based on astronomical 
considerations have been mentioned earlier in this book. They 
involved the absence of parallax in the observed positions of the 
stars and the fact that Mars and Venus, as viewed by the naked 
eye, do not change size appreciably during the course of the year.

Because of the arguments I have mentioned, and others like 
them, the supporters of the Copernican theory were faced with 
serious difficulties. Copernicus himself was very much immersed 
in Aristotelian metaphysics and had no adequate response to them.

In view of the strength of the case against Copernicus, it 
might well be asked just what there was to be said in favour of the 
Copernican theory in 1543. The answer is, ‘not very much’. The 
main attraction of the Copernican theory lay in the neat way it 
explained a number of features of planetary motion, which could 
be explained in the rival Ptolemaic theory only in an unattrac-
tive, artificial way. The features are the retrograde motion of the 
planets and the fact that, unlike the other planets, Mercury and 
Venus always remain in the proximity of the sun. A planet at regu-
lar intervals regresses, that is, stops its westward motion among 
the stars (as viewed from earth) and for a short time retraces its 
path eastward before continuing its journey westward once again. 
In the Ptolemaic system, retrograde motion was explained by 
the somewhat ad hoc manoeuvre of adding epicycles especially 
designed for the purpose. In the Copernican system, no such 
artificial move is necessary. Retrograde motion is a natural con-
sequence of the fact that the earth and the planets together orbit 
the sun against the background of the fixed stars. Similar remarks 
apply to the problem of the constant proximity of the sun, Mer-
cury and Venus. This is a natural consequence of the Copernican 
system once it is established that the orbits of Mercury and Venus 
are inside that of the earth. In the Ptolemaic system, the orbits of 
the sun, Mercury and Venus have to be artificially linked together 
to achieve the required result.

Thus there were some mathematical features of the Copernican 
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theory that were in its favour. Apart from these, the two rival 
systems were more or less on a par as far as simplicity and accord 
with observations of planetary positions are concerned. Circu-
lar sun-centred orbits cannot be reconciled with observation, so 
that Copernicus, like Ptolemy, needed to add epicycles, and the 
total number of epicycles needed to produce orbits in accord with 
known observations was about the same for the two systems. In 
1543 the arguments from mathematical simplicity that worked in 
favour of Copernicus could not be regarded as an adequate coun-
ter to the mechanical and astronomical arguments that worked 
against him. Nevertheless, a number of mathematically capable 
natural philosophers were to be attracted to the Copernican sys-
tem, and their efforts to defend it became increasingly successful 
over the next hundred years or so.

The person who contributed most significantly to the defence 
of the Copernican system was Galileo. He did so in two ways. 
First, he used a telescope to observe the heavens, and in so doing 
he transformed the observational data that the Copernican theory 
was required to explain. Second, he devised the beginnings of a 
new mechanics that was to replace Aristotelian mechanics and 
with reference to which the mechanical arguments against Coper-
nicus were defused.

When, in 1609, Galileo constructed his first telescopes and 
trained them on the heavens, he made dramatic discoveries. He 
saw that there were many stars invisible to the naked eye. He saw 
that Jupiter has moons and he saw that the surface of the earth’s 
moon is covered with mountains and craters. He also observed 
that the apparent size of Mars and Venus, as viewed through the 
telescope, changed in the way predicted by the Copernican sys-
tem. Later, Galileo was to confirm that Venus has phases like the 
moon, a fact that could be straightforwardly accommodated into 
the Copernican, but not the Ptolemaic, system. The moons of 
Jupiter defused the Aristotelian argument against Copernicus 
based on the fact that the moon stays with an allegedly moving 
earth. For now Aristotelians were faced with the same problem 
with respect to Jupiter and its moons. The earthlike surface of the 
moon undermined the Aristotelian distinction between the per-
fect, incorruptible heavens and the changing, corruptible earth. 
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The discovery of the phases of Venus marked a success for the 
Copernicans and a new problem for the Ptolemaics. It is unde-
niable that once the observations made by Galileo through his 
telescope are accepted, the difficulties facing the Copernican the-
ory are diminished.

The foregoing remarks on Galileo and the telescope raise 
a serious epistemological problem. Why should observations 
through a telescope be preferred to naked-eye observations? One 
answer to this question might utilise an optical theory of the tele
scope that explains its magnifying properties and that also gives 
an account of the various aberrations to which we can expect tele
scopic images to be subject. But Galileo himself did not utilise an 
optical theory for that purpose. The first optical theory capable 
of giving support in this direction was devised by Galileo’s con-
temporary, Kepler, early in the sixteenth century, and this theory 
was improved and augmented in later decades. A second way of 
facing our question concerning the superiority of telescopic to 
naked-eye observation is to demonstrate the effectiveness of the 
telescope in a practical way, by focusing it on distant towers, ships, 
etc. and demonstrating how the instrument magnifies and renders 
objects more distinctly visible. However, there is a difficulty with 
this kind of justification of the use of the telescope in astronomy. 
When terrestrial objects are viewed through a telescope, it is pos-
sible to separate the viewed object from aberrations contributed 
by the telescope because of the observer’s familiarity with what a 
tower, a ship, etc. look like. This does not apply when an observer 
searches the heavens for he knows not what. It is significant in this 
respect that Galileo’s drawing of the moon’s surface as he saw it 
through a telescope contains some craters that do not in fact exist 
there. Presumably those ‘craters’ were aberrations arising from the 
functioning of Galileo’s far-from-perfect telescopes. Enough has 
been said in this paragraph to indicate that the justification of tele
scopic observations was no simple, straightforward matter. Those 
adversaries of Galileo who queried his findings were not all stu-
pid, stubborn reactionaries. Justifications were forthcoming, and 
became more and more adequate as better and better telescopes 
were constructed and as optical theories of their functioning were 
developed. But all this took time.
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Galileo’s greatest contribution to science was his work in 
mechanics. He laid some of the foundations of the Newtonian 
mechanics that was to replace Aristotle’s. He distinguished clearly 
between velocity and acceleration and asserted that freely falling 
objects move with a constant acceleration that is independent of 
their weight, dropping a distance proportional to the square of 
the time of fall. He denied the Aristotelian claim that all motion 
requires a cause. He argued that the velocity of an object moving 
horizontally, along a line concentric with the earth, should neither 
increase nor decrease since it is neither rising nor falling. He ana-
lysed projectile motion by resolving the motion of a projectile into 
a horizontal component moving with a constant velocity and a 
vertical component subject to a constant acceleration downwards. 
He showed that the resulting path of a projectile was a parabola. 
He developed the concept of relative motion and argued that the 
uniform, horizontal motion of a system could not be detected by 
mechanical means without access to some reference point outside 
of the system.

These major developments were not achieved instantaneously 
by Galileo. They emerged gradually over a period of half a cen-
tury, culminating in his book Two New Sciences (1974), which was 
first published in 1638, almost a century after the publication of 
Copernicus’s major work. Galileo rendered his new conceptions 
meaningful and increasingly more precise by means of illustra-
tions and thought experiments. Occasionally, Galileo described 
actual experiments, for instance experiments involving the rolling 
of spheres down inclined planes, although just how many of these 
Galileo actually performed is a matter of some dispute.

Galileo’s new mechanics enabled the Copernican system to be 
defended against some of the objections to it mentioned above. 
An object held at the top of a tower and sharing with the tower 
a circular motion around the earth’s centre will continue in that 
motion, along with the tower, after it is dropped and will con-
sequently strike the ground at the foot of the tower, consistent 
with experience. Galileo took the argument further and claimed 
that the correctness of his views on horizontal motion could be 
demonstrated by dropping a stone from the top of the mast of 
a uniformly moving ship and noting that it strikes the deck at 
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the foot of the mast, although Galileo did not claim to have per-
formed the experiment. Galileo was less successful in explaining 
why loose objects are not flung from the surface of a spinning 
earth.

Although the bulk of Galileo’s scientific work was designed to 
strengthen the Copernican theory, Galileo did not himself devise 
a detailed astronomy, and seemed to follow the Aristotelians in 
their preference for circular orbits. It was Galileo’s contemporary, 
Kepler, who contributed a major breakthrough in that direction 
when he discovered that each planetary orbit could be represented 
by a single ellipse, with the sun at one focus. This eliminated the 
complex system of epicycles that both Copernicus and Ptolemy 
had found necessary. No similar simplification is possible in the 
Ptolemaic, earth-centred system. Kepler had at his disposal Tycho 
Brahé’s recordings of planetary positions, which were more 
accurate than those available to Copernicus. After a painstaking 
analysis of the data, Kepler arrived at this three laws of planetary 
motion, that planets move in elliptical orbits around the sun, that 
a line joining a planet to the sun covers equal areas in equal times, 
and that the square of the period of a planet is proportional to the 
cube of its mean distance from the sun.

Galileo and Kepler certainly strengthened the case in favour 
of the Copernican theory. However, more developments were 
necessary before that theory was securely based on a comprehen-
sive physics. Newton was able to take advantage of the work of 
Galileo, Kepler and others to construct the comprehensive physics 
that he published in his Principia in 1687. He spelt out a clear con-
ception of force as the cause of acceleration rather than motion, 
a conception that had been present in a somewhat confused way 
in the writings of Galileo and Kepler. Newton replaced Galileo’s 
views on inertia with his law of linear inertia, according to which 
bodies continue to move in straight lines at uniform speed unless 
acted on by a force. Another major contribution by Newton was 
of course his law of gravitation. This enabled Newton to explain 
the approximate correctness of Kepler’s laws of planetary motion 
and Galileo’s law of free fall. In the Newtonian system, the realms 
of the celestial bodies and of earthly bodies were unified, each 
set of bodies moving under the influence of forces according to 
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Newton’s laws of motion. Once Newton’s physics had been con-
stituted, it was possible to apply it in detail to astronomy. It was 
possible, for instance, to investigate the details of the moon’s orbit, 
taking into account its finite size, the spin of the earth, the wob-
ble of the earth upon its axis, and so on. It was also possible to 
investigate the departure of the planets from Kepler’s laws due to 
the finite mass of the sun, interplanetary forces, etc. Developments 
such as these were to occupy some of Newton’s successors for the 
next couple of centuries.

The story I have sketched here should be sufficient to indicate 
that the Copernican Revolution did not take place at the drop of 
a hat or two from the Leaning Tower of Pisa. It is also clear that 
neither the inductivists nor the falsificationists give an account 
of science that is compatible with it. New concepts of force and 
inertia did not come about as a result of careful observation and 
experiment. Nor did they come about through the falsification of 
bold conjectures and the continual replacement of one bold con-
jecture by another. Early formulations of the new theory, involving 
imperfectly formulated novel conceptions, were persevered with 
and developed in spite of apparent falsifications. It was only after 
a new system of physics had been devised, a process that involved 
the intellectual and practical labour of many scientists over several 
centuries, that the new theory could be successfully matched with 
the results of observation and experiment in a detailed way. No 
account of science can be regarded as anywhere near adequate 
unless it can accommodate such factors.

Inadequacies of the falsificationist demarcation 
criterion and Popper’s response

Popper made a seductive case for his criterion of demarcation 
between science and non- or pseudo-science. Scientific theories 
should be falsifiable, that is, they should have consequences that 
can be tested by observation or experiment. One weakness of 
this criterion, if unqualified, is that it is too easily satisfied and, 
in particular, satisfied by many knowledge claims that Popper, 
for one, would wish to classify as non-science. Astrologists do 
make claims that are falsifiable (and frequently falsified), while 
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the horoscopes published in newspapers and journals do make 
falsifiable (as well as unfalsifiable) claims. The same ‘Your Stars’ 
newspaper column that yielded the (unfalsifiable) prediction 
that ‘luck is possible in sporting speculation’ quoted in chapter 5 
also promised those whose birthday is on March 28 that ‘a new 
lover will put a sparkle in your eye and improve social activi-
ties’, a promise that is certainly falsifiable. Any fundamentalist 
brand of Christianity that insists that the Bible be taken literally 
is falsifiable. The claim in Genesis that God created the seas and 
populated them with fish would be falsified if there were no sea 
and/or no fish. Popper himself notes that Freudian theory, to 
the extent that it construes dreams as wish fulfilments, faces the 
threat of falsification by nightmares.

One response that the falsificationist can give to this obser-
vation is to note that theories must not only be falsifiable, but 
must also be not falsified. This might eliminate the claims of 
horoscopes to be scientific, and Popper argues that it eliminates 
Freudian theory. But this solution cannot be adopted too readily 
lest it eliminate everything that the falsificationists wish to retain 
as scientific, for we have seen that most scientific theories have 
their problems and clash with some accepted observation or other. 
So it becomes allowable, according to the sophisticated falsifica-
tionist, to modify theories in the face of apparent falsifications, 
and even to hang on to theories in spite of falsifications in the 
hope that the problem can be solved in the future. This kind of 
response is captured in the following passage from Popper (1974, 
p. 55), which is an attempt by him to confront difficulties of the 
kind I am raising here.

I have always stressed the need for some dogmatism: the dogmatic 
scientist has an important role to play. If we give in to criticism 
too easily, we shall never find out where the real power of our 
theories lies.

It is my view that this passage is illustrative of the extent to 
which falsificationism faces severe difficulties in the light of the 
kinds of criticism raised in this chapter. The thrust of falsification-
ism is to emphasise the critical component of science. Our theories 
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are to be subject to ruthless criticism so that the inadequate ones 
can be weeded out and replaced by more adequate ones. Faced 
with the problems surrounding the degree of definiteness with 
which theories can be falsified, Popper admits that it is often 
necessary to retain theories in spite of apparent falsifications. So 
although ruthless criticism is recommended, what would appear 
to be its opposite, dogmatism, has a positive role to play too. One 
might well wonder what is left of falsificationism once dogmatism 
is allowed a key role. Further, if both a critical and a dogmatic 
attitude can be condoned, then it is difficult to see what attitudes 
are ruled out. (It would be ironic if the highly qualified version 
of falsificationism became so weak as to rule out nothing, thereby 
clashing with the main intuition that led Popper to formulate it!)

Further reading

A range of criticisms of Popper’s falsificationism are contained in 
Schilpp (1974). Criticism of all but the most sophisticated brand 
of falsificationism is marshalled in Lakatos (1970). Many of the 
points made in this chapter concerning the incompatibility of fal-
sificationism with the Copernican Revolution were taken from 
Feyerabend (1975).

Lakatos and Musgrave (1970) contains articles that critically 
compare Popper’s position with those of Thomas Kuhn, whose 
views are discussed in the next chapter. There are some finely 
tuned criticisms of Popper’s position in Mayo (1996).



CHAPTER 8

Theories as structures I:  
Kuhn’s paradigms

Theories as structures

The sketch of the Copernican Revolution outlined in the previous 
chapter suggests that the inductivist and falsificationist accounts 
of science are too piecemeal. Concentrating on the relationship 
between theories and individual observation statements or sets 
of them, they seem to fail to grasp the complexity of the mode 
of development of major theories. Since the 1960s it has become 
common to conclude from this that a more adequate account of 
science must proceed from an understanding of the theoretical 
frameworks in which scientific activity takes place. The next three 
chapters are concerned with three influential accounts of science 
that have resulted from an adoption of this approach. (In chapter 13  
we will have reason to question whether the ‘theory-dominated’ 
view of science has gone too far.)

One reason why there is seen to be a need to view theories 
as structures stems from the history of science. Historical study 
reveals that the evolution and progress of major sciences exhibit a 
structure that is not captured by the inductivist and falsification-
ist accounts. The Copernican Revolution has already supplied us 
with an example. The notion can be further enhanced by reflect-
ing on the fact that for a couple of centuries after Newton, physics 
was carried out in the Newtonian framework, until that framework 
was challenged by relativity and quantum theory at the beginning 
of the twentieth century. However, the historical argument is not 
the only reason why some have seen the need to concentrate on 
theoretical frameworks. A more general, philosophical argument 
is closely linked with the ways in which observation can be said to 
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be theory-dependent. In chapter 1 it was stressed that observation 
statements must be expressed in the language of some theory. Con-
sequently, it is argued, the statements, and the concepts figuring 
in them, will be as precise and informative as the theory in whose 
language they are formed is precise and informative. For instance, 
I think it will be agreed that the Newtonian concept of mass has a 
more precise meaning than the concept of democracy, say. It is plau-
sible to suggest that the reason for the relatively precise meaning of 
the former stems from the fact that the concept plays a specific, well-
defined role in a precise, closely knit theory, Newtonian mechanics. 
So, for instance, what counts as an adequate measurement of mass 
is dependent on the dictates of Newtonian theory. Measurement of 
mass via a spring balance is problematic because mass and weight 
are distinct, the latter being dependent on the distance of a massive 
object from the centre of gravity of the earth.

The dependence of the meaning of concepts on the structure 
of the theory in which they occur, and the dependence of the 
precision of the former on the precision and degree of coherence 
of the latter, can be made plausible by noting the limitations of 
some of the alternative ways in which a concept might be thought 
to acquire meaning. One such alternative is the view that con-
cepts acquire their meaning by way of a definition. Definitions 
must be rejected as a fundamental way of establishing meanings 
because concepts can only be defined in terms of other concepts, 
the meanings of which are given. If the meanings of these latter 
concepts are themselves established by definition, it is clear that 
an infinite regress will result unless the meanings of some con-
cepts are known by other means. A dictionary is useless unless we 
already know the meanings of many words. Newton could not 
define mass or force in terms of previously available concepts. It 
was necessary for him to transcend the limits of the old concep-
tual framework by developing a new one. A second alternative 
is the suggestion that concepts acquire their meaning by way of 
ostensive definition. We saw, in our discussion of a child learning 
the meaning of ‘apple’ in chapter 1, that this is difficult to sustain 
even in the case of an elementary notion like ‘apple’. It is even 
more implausible when it comes to the definition of something 
like ‘mass’ in mechanics or ‘electric field’ in electromagnetism.
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The claim that concepts derive their meaning at least in part 
from the role they play in a theory can be given support by 
the following historical reflections. Contrary to popular myth, 
experiment was by no means the key to Galileo’s innovations in 
mechanics. Many of the ‘experiments’ he refers to in articulating 
his theory are thought experiments. This can appear paradoxical 
for those who see novel theories arising as a result of experiment, 
but it is quite comprehensible if it is accepted that precise experi
mentation can only be carried out if one has a precise theory 
capable of yielding predictions in the form of precise observa-
tion statements. Galileo, it might be argued, was in the process of 
making a major contribution to the building of a new mechanics 
that was to prove capable of supporting detailed experimentation 
at a later stage. It need not be surprising that his efforts involved 
thought experiments, analogies and illustrative metaphors rather 
than detailed experimentation. A case could be made to the effect 
that the typical history of a concept, whether it be ‘chemical ele-
ment’, ‘atom’, ‘the unconscious’ or whatever, involves the initial 
emergence of the concept as a vague idea, followed by its gradual 
clarification as the theory in which it plays a part takes a more 
precise and coherent form. The emergence of the concept of an 
electric field can be construed in a way that supports such a view. 
When the concept was first introduced by Faraday in the first 
half of the nineteenth century it was very vague, and was articu-
lated with the aid of mechanical analogies involving such things as 
stretched strings and metaphorical uses of such terms as ‘tension’, 
‘power’ and ‘force’. The field concept became increasingly better 
defined as the relationship between the electric field and other 
electromagnetic quantities became more clearly specified. Once 
Maxwell had introduced his displacement current, again with the 
aid of mechanical analogies, it was possible to bring great coher-
ence to the theory in the form of Maxwell’s equations, which 
clearly specified the interrelationship between all the electromag-
netic quantities. It was not long before the ether, which had been 
considered to be the mechanical seat of the fields, could be dis-
pensed with, leaving the fields as clearly defined concepts in their 
own right.

In this section I have attempted to construct a rationale for 
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approaching science by way of the theoretical frameworks within 
which scientific work and argumentation take place. In this and 
the following two chapters we look at the work of three important 
philosophers of science who have pursued this idea.

Introducing Thomas Kuhn

Inductivist and falsificationist accounts of science were challenged 
in a major way by Thomas Kuhn (1970a) in his book The Structure 
of Scientific Revolutions, first published in 1962, and then republished 
with a clarificatory Postscript eight years later. His views have 
reverberated in the philosophy of science ever since. Kuhn started 
his academic career as a physicist and then turned his attention 
to the history of science. On doing so, he found that his precon-
ceptions about the nature of science were shattered. He came to 
believe that traditional accounts of science, whether inductivist 
or falsificationist, do not bear comparison with historical evi-
dence. Kuhn’s account of science was subsequently developed as 
an attempt to give a theory more in keeping with the historical 
situation as he saw it. A key feature of his theory is the emphasis 
placed on the revolutionary character of scientific progress, where 
a revolution involves the abandonment of one theoretical struc-
ture and its replacement by another, incompatible one. Another 
important feature is the important role played by the sociological 
characteristics of scientific communities.

Kuhn’s picture of the way a science progresses can be summa-
rised by the following open-ended scheme:

pre-science – normal science – crisis – revolution – new normal 
science – new crisis – 

The disorganised and diverse activity that precedes the forma-
tion of a science eventually becomes structured and directed when 
a single paradigm becomes adhered to by a scientific community. 
A paradigm is made up of the general theoretical assumptions and 
laws and the techniques for their application that the members of 
a particular scientific community adopt. Workers within a para-
digm, whether it be Newtonian mechanics, wave optics, analytical 
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chemistry or whatever, practise what Kuhn calls normal science. 
Normal scientists will articulate and develop the paradigm in their 
attempt to account for and accommodate the behaviour of some 
relevant aspects of the real world as revealed through the results 
of experimentation. In doing so, they will inevitably experience 
difficulties and encounter apparent falsifications. If difficul-
ties of that kind get out of hand, a crisis state develops. A crisis is 
resolved when an entirely new paradigm emerges and attracts the 
allegiance of more and more scientists until eventually the origi-
nal, problem-ridden paradigm is abandoned. The discontinuous 
change constitutes a scientific revolution. The new paradigm, full of 
promise and not beset by apparently insuperable difficulties, now 
guides new normal scientific activity until it too runs into serious 
trouble and a new crisis followed by a new revolution results. 

With this resumé as a foretaste, let us look at the various com-
ponents of Kuhn’s scheme in more detail.

Paradigms and normal science

A mature science is governed by a single paradigm.1 The para-
digm sets the standards for legitimate work within the science 
it governs. It coordinates and directs the ‘puzzle-solving’ activ-
ity of the groups of normal scientists who work within it. The 
existence of a paradigm capable of supporting a normal science 
tradition is the characteristic that distinguishes science from non-
science, according to Kuhn. Newtonian mechanics, wave optics 
and classical electromagnetism all constituted and perhaps consti-
tute paradigms and qualify as sciences. Much of modern sociology 
lacks a paradigm and consequently fails to qualify as science. 

As will be explained below, it is of the nature of a paradigm 
to belie precise definition. Nevertheless, it is possible to describe 
some of the typical components that go to make up a paradigm. 
Among the components will be explicitly stated fundamental laws 
and theoretical assumptions. Thus Newton’s laws of motion form 
part of the Newtonian paradigm and Maxwell’s equations form 
part of the paradigm that constitutes classical electromagnetic 
theory. Paradigms will also include standard ways of applying the 
fundamental laws to a variety of types of situation. For instance, 
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the Newtonian paradigm will include methods of applying New-
ton’s laws to planetary motion, pendulums, billiard-ball collisions, 
and so on. Instrumentation and instrumental techniques necessary 
for bringing the laws of the paradigm to bear on the real world 
will also be included in the paradigm. The application of the 
Newtonian paradigm in astronomy involves the use of a variety of 
approved kinds of telescope, together with techniques for their use 
and a variety of techniques for the correction of the data collected 
with their aid. A further component of paradigms consists of some 
very general, metaphysical principles that guide work within a 
paradigm. Throughout the nineteenth century the Newtonian 
paradigm was governed by an assumption something like, ‘The 
whole of the physical world is to be explained as a mechanical 
system operating under the influence of various forces according 
to the dictates of Newton’s laws of motion’, and the Cartesian pro-
gram in the seventeenth century involved the principle, ‘There is 
no void and the physical universe is a big clockwork in which all 
forces take the form of a push’. Finally, all paradigms will contain 
some very general methodological prescriptions such as, ‘Make 
serious attempts to match your paradigm with nature’, or ‘Treat 
failures in attempts to match a paradigm with nature as serious 
problems’.

Normal science involves detailed attempts to articulate a para-
digm with the aim of improving the match between it and nature. 
A paradigm will always be sufficiently imprecise and open-ended 
to leave plenty of that kind of work to be done. Kuhn portrays 
normal science as a puzzle-solving activity governed by the rules 
of a paradigm. The puzzles will be of both a theoretical and 
an experimental nature. Within the Newtonian paradigm, for 
instance, typical theoretical puzzles involve devising mathematical 
techniques for dealing with the motion of a planet subject to more 
than one attractive force, and developing assumptions suitable for 
applying Newton’s laws to the motion of fluids. Experimental 
puzzles included the improvement of the accuracy of telescopic 
observations and the development of experimental techniques 
capable of yielding reliable measurements of the gravitational con-
stant. Normal scientists must presuppose that a paradigm provides 
the means for the solution of the puzzles posed within it. A failure 
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to solve a puzzle is seen as a failure of the scientist rather than as 
an inadequacy of the paradigm. Puzzles that resist solution are 
seen as anomalies rather than as falsifications of a paradigm. Kuhn 
recognises that all paradigms will contain some anomalies (for 
example the Copernican theory and the apparent size of Venus or 
the Newtonian paradigm and the orbit of Mercury) and rejects all 
brands of falsificationism. 

Normal scientists must be uncritical of the paradigm in which 
they work. It is only by being so that they are able to concentrate 
their efforts on the detailed articulation of the paradigm and to 
perform the esoteric work necessary to probe nature in depth. It 
is the lack of disagreement over fundamentals that distinguishes 
mature, normal science from the relatively disorganised activity of 
immature pre-science. According to Kuhn, the latter is character-
ised by total disagreement and constant debate over fundamentals, 
so much so that it is impossible to get down to detailed, esoteric 
work. There will be almost as many theories as there are workers 
in the field and each theoretician will be obliged to start afresh 
and justify his or her own particular approach. Kuhn offers optics 
before Newton as an example. There was a wide diversity of theo-
ries about the nature of light from the time of the ancients up 
to Newton. No general agreement was reached and no detailed, 
generally accepted theory emerged before Newton proposed and 
defended his particle theory. The rival theorists of the pre-science 
period disagreed not only over fundamental theoretical assump-
tions but also over the kinds of observational phenomena that 
were relevant to their theories. Insofar as Kuhn recognises the role 
played by a paradigm in guiding the search for and interpretation 
of observable phenomena, he accommodates the sense in which 
observation and experiment can be said to be theory-dependent.

Kuhn insists that there is more to a paradigm than what can be 
explicitly laid down in the form of explicit rules and directions. 
He invokes Wittgenstein’s discussion of the notion of ‘game’ to 
illustrate some of what he means. Wittgenstein argued that it is 
not possible to spell out necessary and sufficient conditions for 
an activity to be a game. When one tries, one invariably finds an 
activity that one’s definition includes but that one would not want 
to count as a game, or an activity that the definition excludes but 
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that one would want to count as a game. Kuhn claims that the 
same situation exists with respect to paradigms. If one tries to 
give a precise and explicit characterisation of some paradigm in 
the history of science or in present-day science, it always turns out 
that some work within the paradigm violates the characterisation. 
However, Kuhn insists that this state of affairs does not render the 
concept of paradigm untenable any more than the similar situation 
with respect to ‘game’ rules out legitimate use of that concept. 
Even though there is no complete, explicit characterisation, indi-
vidual scientists acquire knowledge of a paradigm through their 
scientific education. By solving standard problems, performing 
standard experiments and eventually by doing a piece of research 
under a supervisor who is already a skilled practitioner within 
the paradigm, an aspiring scientist becomes acquainted with the 
methods, the techniques and the standards of that paradigm. The 
aspiring scientist will be no more able to give an explicit account 
of the methods and skills he or she has acquired than a master-
carpenter will be able to fully describe what lies behind his or her 
skills. Much of the normal scientist’s knowledge will be tacit, in 
the sense developed by Michael Polanyi (1973).

Because of the way they are trained, and need to be trained 
if they are to work efficiently, typical normal scientists will be 
unaware of and unable to articulate the precise nature of the para-
digm in which they work. However, it does not follow from this 
that a scientist will not be able to articulate the presuppositions 
involved in the paradigm should the need arise. Such a need will 
arise when a paradigm is threatened by a rival. In those circum-
stances, it will be necessary to attempt to spell out the general 
laws and metaphysical and methodological principles involved in a 
paradigm in order to defend them against the alternatives involved 
in the threatening new paradigm. The next section summarises 
Kuhn’s account of how a paradigm can run into trouble and be 
replaced by a rival.

Crisis and revolution

Normal scientists work confidently within a well-defined area 
dictated by a paradigm. The paradigm presents them with a set of 
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definite problems together with methods that they are confident 
will be adequate for the solution of the problems. If they blame the 
paradigm for any failure to solve a problem, they will be open to 
the same charges as the carpenter who blames his tools. Neverthe-
less, failures will be encountered and such failures can eventually 
attain a degree of seriousness that constitutes a serious crisis for 
the paradigm and may lead to the rejection of a paradigm and its 
replacement by an incompatible alternative.

The mere existence of unsolved puzzles within a paradigm 
does not constitute a crisis. Kuhn recognises that paradigms will 
always encounter difficulties. There will always be anomalies. 
It is only under special sets of conditions that the anomalies can 
develop in such a way as to undermine confidence in the para-
digm. An anomaly will be regarded as particularly serious if it is 
seen as striking at the very fundamentals of a paradigm and yet 
persistently resists attempts by the members of the normal scien-
tific community to remove it. Kuhn cites as an example problems 
associated with the ether and the earth’s motion relative to it in 
Maxwell’s electromagnetic theory, towards the end of the nine-
teenth century. A less-technical example would be the problems 
that comets posed for the ordered and full Aristotelian cosmos of 
interconnected crystalline spheres. Anomalies are also regarded as 
serious if they are important with respect to some pressing social 
need. The problems that beset Ptolemaic astronomy were press-
ing ones in the light of the need for calendar reform at the time of 
Copernicus. Also bearing on the seriousness of an anomaly will be 
the length of time that it resists attempts to remove it. The number 
of serious anomalies is a further factor influencing the onset of a 
crisis.

According to Kuhn, an analysis of the characteristics of a crisis 
period in science demands the competence of the psychologist as 
much as that of the historian. When anomalies come to be seen as 
posing serious problems for a paradigm, a period of ‘pronounced 
professional insecurity’ sets in. Attempts to solve the problem 
become more and more radical and the rules set by the paradigm 
for the solution of problems become progressively more loosened. 
Normal scientists begin to engage in philosophical and metaphys-
ical disputes and try to defend their innovations, of dubious status 
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from the point of view of the paradigm, by philosophical argu-
ments. Scientists even begin to express openly their discontent 
with and unease over the reigning paradigm. Kuhn (1970a, p. 84) 
quotes Wolfgang Pauli’s response to what he saw as the growing 
crisis in physics around 1924. An exasperated Pauli confessed to 
a friend, ‘At the moment, physics is again terribly confused. In 
any case, it is too difficult for me, and I wish I had been a movie 
comedian or something of the sort and had never heard of physics’. 
Once a paradigm has been weakened and undermined to such an 
extent that its proponents lose their confidence in it, the time is 
ripe for revolution.

The seriousness of a crisis deepens when a rival paradigm 
makes its appearance. According to Kuhn (1970a, p. 91), ‘the new 
paradigm, or a sufficient hint to permit later articulation, emerges 
all at once, sometimes in the middle of the night, in the mind of 
a man deeply immersed in crisis’. The new paradigm will be very 
different from and incompatible with the old one. The radical dif-
ferences will be of a variety of kinds.

Each paradigm will regard the world as being made up of 
different kinds of things. The Aristotelian paradigm saw the uni-
verse as divided into two distinct realms, the incorruptible and 
unchanging super-lunar region and the corruptible and changing 
earthly region. Later paradigms saw the entire universe as being 
made up of the same kinds of material substances. Pre-Lavoisier 
chemistry involved the claim that the world contained a substance 
called phlogiston, which is driven from materials when they are 
burnt. Lavoisier’s new paradigm implied that there is no such 
thing as phlogiston, whereas the gas, oxygen, does exist and plays 
a quite different role in combustion. Maxwell’s electromagnetic 
theory involved an ether occupying all space, whereas Einstein’s 
radical recasting of it eliminated the ether.

Rival paradigms will regard different kinds of questions as 
legitimate or meaningful. Questions about the weight of phlo-
giston were important for phlogiston theorists and vacuous for 
Lavoisier. Questions about the mass of planets were fundamen-
tal for Newtonians and heretical for Aristotelians. The problem 
of the velocity of the earth relative to the ether, which was 
deeply significant for pre-Einsteinian physicists, was dissolved by 
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Einstein. As well as posing different kinds of questions, paradigms 
will involve different and incompatible standards. Unexplained 
action at a distance was permitted by Newtonians but dismissed 
by Cartesians as metaphysical and even occult. Uncaused motion 
was nonsense for Aristotle and axiomatic for Newton. The trans-
mutation of elements has an important place in modern nuclear 
physics (as it did in medieval alchemy and in seventeenth-century 
mechanical philosophy) but ran completely counter to the aims of 
Dalton’s atomistic program. A number of kinds of events describ-
able within modern microphysics involve an indeterminancy that 
had no place in the Newtonian program.

The way scientists view a particular aspect of the world will 
be guided by the paradigm in which they are working. Kuhn 
argues that there is a sense in which proponents of rival paradigms 
are ‘living in different worlds’. He cites as evidence the fact that 
changes in the heavens were first noted, recorded and discussed 
by Western astronomers after the proposal of the Copernican  
theory. Before that, the Aristotelian paradigm had dictated that 
there could be no change in the super-lunar region and, accord-
ingly, no change was observed. Those changes that were noticed 
were explained away as disturbances in the upper atmosphere.

The change of allegiance on the part of individual scientists 
from one paradigm to an incompatible alternative is likened by 
Kuhn to a ‘gestalt switch’ or a ‘religious conversion’. There will 
be no purely logical argument that demonstrates the superiority 
of one paradigm over another and that thereby compels a rational 
scientist to make the change. One reason why no such demon-
stration is possible is the fact that a variety of factors are involved 
in a scientist’s judgment of the merits of a scientific theory. An 
individual scientist’s decision will depend on the priority he or she 
gives to the various factors. The factors will include such things 
as simplicity, the connection with some pressing social need, the 
ability to solve some specified kind of problem, and so on. Thus 
one scientist might be attracted to the Copernican theory because 
of the simplicity of certain mathematical features of it. Another 
might be attracted to it because in it there is the possibility of 
calendar reform. A third might have been deterred from adopting 
the Copernican theory because of an involvement with terrestrial 
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mechanics and an awareness of the problems that the Copernican 
theory posed for it. A fourth might reject Copernicanism for reli-
gious reasons.

A second reason why no logically compelling demonstration 
of the superiority of one paradigm over another exists stems from 
the fact that proponents of rival paradigms will subscribe to dif-
ferent sets of standards and metaphysical principles. Judged by its 
own standards, paradigm A may be judged superior to paradigm 
B, whereas if the standards of paradigm B are used as premises, 
the judgment may be reversed. The conclusion of an argument is 
compelling only if its premises are accepted. Supporters of rival 
paradigms will not accept each others’ premises and so will not 
necessarily be convinced by each others’ arguments. It is for this 
kind of reason that Kuhn (1970a, pp. 93–4) compares scientific 
revolutions with political revolutions. Just as ‘political revolutions 
aim to change political institutions in ways that those institutions 
themselves prohibit’ and consequently ‘political recourse fails’, so 
the choice ‘between competing paradigms proves to be a choice 
between incompatible modes of community life’, and no argu-
ment can be ‘logically or even probabilistically compelling’. This 
is not to say, however, that various arguments will not be among 
the important factors that influence the decisions of scientists. On 
Kuhn’s view, the kinds of factors that do prove effective in caus-
ing scientists to change paradigms is a matter to be discovered by 
psychological and sociological investigation.

There are a number of interrelated reasons, then, why, when 
one paradigm competes with another, there is no logically com-
pelling argument that dictates that a rational scientist should 
abandon one for the other. There is no single criterion by which 
a scientist must judge the merit or promise of a paradigm, and, 
further, proponents of competing programs will subscribe to dif-
ferent sets of standards and will even view the world in different 
ways and describe it in different languages. The aim of arguments 
and discussions between supporters of rival paradigms should be 
persuasion rather than compulsion. I suggest that what I have 
summarised in this paragraph is what lies behind Kuhn’s claim 
that rival paradigms are ‘incommensurable’.

A scientific revolution corresponds to the abandonment of one 
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paradigm and the adoption of a new one, not by an individual 
scientist only but by the relevant scientific community as a whole. 
As more and more individual scientists, for a variety of reasons, 
are converted to the new paradigm, there is an ‘increasing shift in 
the distribution of professional allegiances’ (Kuhn, 1970a, p. 158). 
If the revolution is to be successful, this shift will spread so as to 
include the majority of the relevant scientific community, leav-
ing only a few dissenters. These will be excluded from the new 
scientific community and will perhaps take refuge in a philosophy 
department. In any case, they will eventually die.

The function of normal science and revolutions

Some aspects of Kuhn’s writings might give the impression that 
his account of the nature of science is a purely descriptive one, that 
is, that he aims to do nothing more than to describe scientific the-
ories or paradigms and the activity of scientists. Were this the case, 
then Kuhn’s account of science would be of little value as a theory 
of science. Unless the descriptive account of science is shaped by 
some theory, no guidance is offered as to what kinds of activi-
ties and products of activities are to be described. In particular, 
the activities and productions of hack scientists would need to be 
documented in as much detail as the achievements of an Einstein 
or a Galileo.

However, it is a mistake to regard Kuhn’s characterisation of 
science as arising solely from a description of the work of scien-
tists. Kuhn insists that his account constitutes a theory of science 
because it includes an explanation of the function of its various 
components. According to Kuhn, normal science and revolutions 
serve necessary functions, so that science must either involve those 
characteristics or some others that would serve to perform the 
same functions. Let us see what those functions are, according to 
Kuhn.

Periods of normal science provide the opportunity for scien-
tists to develop the esoteric details of a theory. Working with a 
paradigm, the fundamentals of which they take for granted, they 
are able to perform the exacting experimental and theoretical 
work necessary to improve the match between the paradigm and 
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nature to an ever-greater degree. It is through their confidence 
in the adequacy of a paradigm that scientists are able to devote 
their energies to attempts to solve the detailed puzzles presented 
to them within the paradigm, rather than engage in disputes about 
the legitimacy of their fundamental assumptions and methods. It 
is necessary for the normal scientist to be to a large extent uncriti-
cal. If all scientists were critical of all parts of the framework in 
which they worked all of the time then no detailed work would 
ever get done.

If all scientists were and remained normal scientists, a par-
ticular science would become trapped in a single paradigm and 
would never progress beyond it. This would be a serious fault, 
from the Kuhnian point of view. A paradigm embodies a particu-
lar conceptual framework through which the world is viewed and 
in which it is described, and a particular set of experimental and 
theoretical techniques for matching the paradigm with nature. 
But there is no a priori reason to expect that any one paradigm is 
perfect or even the best available. There are no inductive proce-
dures for arriving at perfectly adequate paradigms. Consequently, 
science should contain within it a means of breaking out of one 
paradigm into a better one. This is the function of revolutions. All 
paradigms will be inadequate to some extent as far as their match 
with nature is concerned. When the mismatch becomes serious, 
that is, when a crisis develops, the revolutionary step of replacing 
the entire paradigm with another becomes essential for the effec-
tive progress of science.

Progress through revolutions is Kuhn’s alternative to the 
cumulative progress characteristic of inductivist accounts of sci-
ence. According to the latter view, scientific knowledge grows 
continuously as more numerous and more various observations 
are made, enabling new concepts to be formed, old ones to be 
refined, and new lawful relationships between them to be dis-
covered. From Kuhn’s particular point of view, this is mistaken, 
because it ignores the role played by paradigms in guiding obser-
vation and experiment. It is just because paradigms have such a 
pervasive influence on the science practised within them that the 
replacement of one by another must be a revolutionary one.

One other function catered for in Kuhn’s account is worth 
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mentioning. Kuhn’s paradigms are not so precise that they can 
be replaced by an explicit set of rules, as was mentioned above. 
Different scientists or groups of scientists may well interpret and 
apply the paradigm in a somewhat different way. Faced with the 
same situation, not all scientists will reach the same decision or 
adopt the same strategy. This has the advantage that the number of 
strategies attempted will be multiplied. Risks are thus distributed 
through the scientific community, and the chances of some long-
term success are increased. ‘How else’, asks Kuhn (1970c, p. 241), 
‘could the group as a whole hedge its bets?’

The merits of Kuhn’s account of science

There is surely something descriptively correct about Kuhn’s idea 
that scientific work involves solving problems within a framework 
that is, in the main, unquestioned. A discipline in which funda-
mentals are constantly brought into question, as characterised in 
Popper’s method of ‘conjectures and refutations’, is unlikely to 
make significant progress simply because principles do not remain 
unchallenged long enough for esoteric work to be done. It is all 
very well painting a heroic picture of Einstein as making a major 
advance by having the originality and courage to challenge some 
of the fundamental principles of physics, but we should not lose 
sight of the fact that it took two hundred years of detailed work 
within the Newtonian paradigm and one hundred years of work 
within theories of electricity and magnetism to reveal the prob-
lems that Einstein was to recognise and solve with his theories of 
relativity. It is philosophy, rather than science, that comes closest 
to being adequately characterised in terms of constant criticism of 
fundamentals.

If we compare the attempts by Kuhn and by Popper to capture 
the sense in which astrology differs from a science, it is Kuhn’s 
account that is the more convincing, as Deborah Mayo (1996, 
chapter 2) has convincingly argued. From a Popperian perspec-
tive, astrology can be diagnosed as a non-science either because 
it is unfalsifiable, or because it is falsifiable and shown to be false. 
The first will not work because, as Kuhn (1970b) points out, even 
in the period during the Renaissance when astrology was practised 
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seriously, astrologers did make predictions that were falsifiable, 
and indeed were frequently falsified. But this latter fact cannot be 
taken as sufficient to rule out astrology as a science lest physics, 
chemistry and biology are ruled out on similar grounds, for, as we 
have seen, all sciences have their problems in the form of prob-
lematic observations or experimental results. Kuhn’s response is 
to suggest that the difference between, say, astronomy and astrol-
ogy is that astronomers are in a position to learn from predictive 
failures in a way that astrologers are not. Astronomers can refine 
their instruments, test for possible disturbances, postulate unde-
tected planets or lack of sphericity of the moon and so on and then 
carry out the detailed work to see if such changes can remove the 
problem posed by a failed prediction. Astrologers, by contrast, do 
not have the resources to learn from failures in the same way. But 
the ‘resources’ that astronomers have and astrologers lack can be 
interpreted as a shared paradigm that can sustain a normal science 
tradition. Kuhn’s ‘normal science’, then, serves to identify a cru-
cial element of a science. 

The complementary part of Kuhn’s account, ‘scientific revolu-
tions’, would seem to be of considerable merit too. Kuhn used the 
notion of a revolution to stress the non-cumulative nature of the 
advance of science. The long-term progress of science does not 
merely involve the accumulation of confirmed facts and laws, but, 
on occasions also involves the overthrow of one paradigm and 
its replacement by an incompatible new one. Kuhn was certainly 
not the first to make this point. As we have seen, Popper himself 
stressed that scientific progress involves the critical overthrow of 
theories and their replacement by alternative ones. But, whereas 
for Popper the replacement of one theory by another is simply the 
replacement of one set of claims by a different set, there is much 
more to a scientific revolution from Kuhn’s point of view. A revo-
lution involves not merely a change in the general laws but also 
a change in the way the world is perceived and a change in the 
standards that are brought to bear in appraising a theory. As we 
have seen, the Aristotelian theory assumed a finite universe that 
was a system in which each item had a natural place and function, 
an important detail being the distinction between the celestial 
and the terrestrial. Within that scheme reference to the function of 
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various items in the universe was a legitimate mode of explanation 
(for example, stones fall to the ground to reach their natural place 
and restore the universe to its ideal order). After the scientific rev-
olution of the seventeenth century, the universe is an infinite one 
with items in it that interact by way of forces governed by laws. 
All explanations are by way of an appeal to those forces and laws. 
Insofar as empirical evidence played a role in the Aristotelian and 
Newtonian theories (or paradigms), in the former the evidence 
of the unaided senses operating under optimum conditions was 
regarded as fundamental, whereas in the latter, evidence acquired 
by way of instruments and experimentation was fundamental and 
often preferred over the direct deliverances of the senses.

Kuhn is undoubtedly correct, as a matter of descriptive fact, to 
note that there are such things as scientific revolutions that involve 
a change, not just in the range of claims made but also in the kind 
of entities that are assumed to make up the world and the kinds 
of evidence and modes of explanation that are deemed appropri-
ate. What is more, once this is acknowledged, then any adequate 
account of scientific progress must include an account of how the 
changes made in the course of a revolution can be construed as 
progressive. Indeed, we can draw on Kuhn’s characterisation of 
science and pose the problem in a particularly acute way. Kuhn 
insisted that what counts as a problem can change from paradigm 
to paradigm, and also that the standards of adequacy that are 
brought to bear on proposed solutions to problems also vary from 
paradigm to paradigm. But if it is the case that standards vary from 
paradigm to paradigm, then what standards can be appealed to in 
order to judge that a paradigm is better than, and so constitutes 
progress over, the paradigm it replaces? In precisely what sense can 
science be said to progress through revolutions?

Kuhn’s ambivalence on progress through revolutions

Kuhn is notoriously ambiguous on the basic question we have 
posed and which his own work serves to highlight. After the pub-
lication of The Structure of Scientific Revolutions Kuhn was charged 
with having put forward a ‘relativist’ view of scientific progress. 
I take this to mean that Kuhn proposed an account of progress 
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according to which the question of whether a paradigm is bet-
ter or not than one that it challenges does not have a definitive, 
neutral answer, but depends on the values of the individual, group 
or culture that makes the judgment. Kuhn clearly was not com-
fortable with that charge and, in the Postscript that he added to 
the second edition of his book he attempted to distance himself 
from relativism. He wrote (1970a, p. 206), ‘later scientific theories 
are better than earlier ones for solving puzzles in the often quite 
different environments to which they are applied. That is not a 
relativist’s position, and it displays the sense in which I am a con-
vinced believer in scientific progress’. This criterion is problematic 
insofar as Kuhn himself stresses that what counts as a puzzle and 
a solution to it is paradigm-dependent and also insofar as Kuhn 
(1970a, p. 154) elsewhere offers different criteria such as ‘simplic-
ity, scope and compatibility with other specialties’. But even more 
problematic is the clash between the non-relativist claim about 
progress and the numerous passages in Kuhn’s book that read as 
an explicit advocacy of the relativist position, and even as a denial 
that there is a rational criterion of scientific progress at all.

Kuhn likens scientific revolutions to gestalt switches, to reli-
gious conversions and to political revolutions. Kuhn uses these 
comparisons to stress the extent to which the change of allegiance 
on the part of a scientist from one paradigm to another cannot 
be brought about by rational argument appealing to generally 
accepted criteria. The way in which the diagram on p. 6 changes 
from a staircase viewed from above to a staircase viewed from 
below is a modest example of a gestalt switch, but it serves to 
emphasise the extent to which such a switch is the very antithesis 
of a reasoned choice, and religious conversions are typically con-
sidered to be an analogous kind of change. As far as the analogy 
with political revolutions is concerned, Kuhn (1970a, pp. 93–4) 
insists that those revolutions ‘aim to change political institutions 
in ways that those institutions themselves prohibit’ so that ‘politi-
cal recourse fails’. By analogy, the choice ‘between competing 
paradigms proves to be a choice between incompatible modes of 
community life’ so that no argument can be ‘logically or even 
probabilistically compelling’. Kuhn’s insistence (1970a, p. 238) 
that the way in which we are to discover the nature of science is 
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‘intrinsically sociological’ and is to be accomplished by ‘examin-
ing the nature of the scientific group, discovering what it values, 
what it tolerates and what it disdains’, also leads to relativism if it 
transpires that different groups value, tolerate and disdain differ-
ent things. This, indeed, is how proponents of the sociology of 
science currently in vogue commonly interpret Kuhn, developing 
his views into an explicit relativism.

In my view, Kuhn’s account of scientific progress as it appears in 
the second edition of his book, complete with Postscript, contains 
two incompatible strands, one relativist and one not. This opens 
up two possibilities. The first is to follow the path taken by the 
sociologists mentioned in the previous paragraph and to embrace 
and develop the relativist strand in Kuhn’s thought, which among 
other things involves carrying out the sociological investigation 
of science the need for which Kuhn alluded but never responded 
to. The second alternative is to ignore the relativism and rewrite 
Kuhn in a way that is compatible with some overarching sense of 
progress in science. This alternative will require an answer to the 
question of the sense in which a paradigm can be said to constitute 
progress over the one it replaces. I hope it will be clear by the end 
of the book which option I regard as the most fruitful.

Objective knowledge

‘The transition between competing paradigms . . . must occur all 
at once (though not necessarily in an instant) or not at all.’ I am 
not the only one to have found this sentence from Kuhn (1970a, 
p. 150) puzzling. How can a paradigm change take place all at 
once, but not necessarily in an instant? I do not think it is difficult 
to find the source of the confusion embodied in the problem-
atic sentence. On the one hand, Kuhn is aware of the fact that a 
scientific revolution extends over a considerable period of time 
involving much theoretical and experimental work. Kuhn’s own 
classic study of the Copernican Revolution (1959) documents the 
centuries of work involved. On the other hand, Kuhn’s compari-
sons between paradigm change and gestalt switches or religious 
conversions make immediate sense of the idea that the change 
takes place ‘all at once’. I suggest that Kuhn is, in effect, confusing 
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two kinds of knowledge here, and it is important and helpful to 
spell out the distinction. 

If I say ‘I know the date on which I wrote this particular para-
graph and you do not’, I am referring to knowledge that I am 
acquainted with and that resides in my mind or brain, but which 
you are not acquainted with and is absent from your mind or 
brain. I know Newton’s first law of motion but I do not know 
how to biologically classify a crayfish. Again, this is a question 
about what resides in my mind or brain. The claims that Max-
well was unaware that his electromagnetic theory predicted radio 
waves and that Einstein was aware of the results of the Michelson-
Morley experiment involve this same usage of ‘know’ in the sense 
of ‘being aware of ’. Knowledge is a state of mind. Closely con-
nected with this usage, in the sense that it is also to do with the 
states of mind of individuals, is the issue of whether or not, and the 
degree to which, an individual accepts or believes a claim or set of 
claims. I believe that Galileo made a convincing case for the valid-
ity of the use of his telescope, but Feyerabend did not. Ludwig 
Boltzmann accepted the kinetic theory of gases but his compatriot 
Ernst Mach did not. All these ways of talking about knowledge 
and claims to knowledge are about the states of mind or attitudes 
of individuals. It is a common and perfectly legitimate way of 
talking. For want of a better term I will call what is talked of here 
knowledge in the subjective sense. I will distinguish it from a dif-
ferent usage, which I refer to as knowledge in the objective sense.

The sentence ‘my cat lives in a house that no animals inhabit’ 
has the property of being contradictory, while the sentences ‘I 
have a cat’ and ‘today a guinea pig died’ have the property of being 
consequences of the statement ‘today my white cat killed some-
one’s pet guinea pig’. In these examples, the fact that the sentences  
have the properties I attribute to them, in some common sense, is 
obvious, but this need not be so. For example, a lawyer in a mur-
der trial may, after much painstaking analysis, discover the fact 
that one witness’s report has consequences that contradict those 
of a second witness. If that is indeed the case, then it is the case 
whether the witnesses in question were aware of it or believed it 
or not. What is more, if the lawyer had not discovered the incon-
sistency, it may have remained undiscovered, so that no one ever 
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became aware of it. Nevertheless, it would remain the case that 
the statements were inconsistent. Propositions can have properties 
that are distinct from what individuals might be aware of. They 
have objective properties.

We have already encountered, in chapter 1, an instance of the 
distinction between subjective and objective knowledge. I drew 
a distinction between the perceptual experiences of individuals, 
and what they might believe as a consequence of them, on the one 
hand, and the observation statements that they might be taken to 
support on the other. I made the point that the latter are publicly 
testable and debatable in a way that the former are not.

The maze of propositions involved in a body of knowledge at 
some stage in its development will, in a similar way, have prop-
erties that individuals working on it need not be aware of. The 
theoretical structure that is modern physics is so complex that it 
clearly cannot be identified with the beliefs of any one physicist 
or group of physicists. Many scientists contribute in their separate 
ways and with their individual skills to the growth and articula-
tion of physics, just as many workers combine their efforts in the 
construction of a cathedral. And just as a happy steeplejack may be 
blissfully unaware of the implication of some ominous discovery 
made by labourers digging near the foundations, so a lofty theo-
retician may be unaware of the relevance of some experimental 
finding for the theory on which he or she works. In either case, 
objective relationships exist between parts of the structure inde-
pendently of whether individuals are aware of that relationship. 

Historical examples from science that illustrate this point are 
easy to find. It is frequently the case that unexpected consequences 
of a theory, such as an experimental prediction or a clash with 
another theory, are discovered by subsequent work. Thus Poisson 
was able to discover and demonstrate that Fresnel’s theory of light 
had the consequence that a bright spot should be visible at the 
centre of the shadow side of a suitably illuminated opaque disc, a 
consequence of which Fresnel had been unaware. Various clashes 
between Fresnel’s theory and Newton’s particle theory of light, 
which it challenged, were also discovered. For example, the for-
mer predicted that light should travel faster in air than in water, 
whereas the latter predicted the reverse.
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I have illustrated a sense in which knowledge can be construed 
as objective by talking of the objective properties of statements, 
especially statements of theoretical and observational claims. But 
it is not only such statements that are objective. Experimental 
set-ups and procedures, methodological rules and mathematical 
systems are objective too, in the sense that they are distinct from 
the kinds of things that reside in individual minds. They can be 
confronted and can be exploited, modified and criticised by indi-
viduals. An individual scientist will be confronted by an objective 
situation – a set of theories, experimental results, instruments and 
techniques, modes of argument and the like – and it is these that 
the scientist must use in order to attempt to modify and improve 
the situation.

I do not intend my use of the term ‘objective’ to be evalua-
tive. Theories that are inconsistent or which explain little will be 
objective according to my usage. Indeed, such theories will objec-
tively possess the properties of being inconsistent or explaining 
little. Although my usage of ‘objective’ derives from and follows 
closely that of Karl Popper (see especially his 1979 text, chap-
ters 3 and 4), I do not wish to follow him in getting involved in 
the tricky question of the precise sense in which these objective 
properties exist. Statements do not have properties in the sense 
that physical objects do, and spelling out the mode of existence 
of such linguistic objects, as well as other social constructions 
such as methodological rules and mathematical systems, is a tricky 
philosophical business. I am content to make my points at a com-
monsense level, using the kinds of examples I have used. This is 
sufficient for my purpose.

Much of Kuhn’s talk of paradigms fits well into the objective 
side of dichotomy I have introduced. His talk of the puzzle-solving  
tradition within a paradigm and the anomalies confronted by a 
paradigm, and also the way in which paradigms differ in involving 
different standards and different metaphysical assumptions, are all 
cases in point. Accepting this mode of talk, it is quite meaningful, 
in Kuhn’s terms, to formulate our basic question concerning the 
sense in which a particular paradigm can be said to be an improve-
ment on its rival. This is a question about the objective relation 
between paradigms.
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However, there is this other mode of talking at work in Kuhn’s 
book which is situated on the subjective side of my dichotomy. 
This includes his talk of gestalt switches and the like. Talking 
of the switch from one paradigm to another in terms of gestalt 
switches, as Kuhn does, creates the impression that the viewpoints 
on either side of the switch cannot be compared. The change from 
one paradigm to another is identified with the change that takes 
place within a scientist’s mind or brain when he or she changes 
allegiance from one to the other. It is this identification that leads 
to the confusion embodied in the sentence from Kuhn introduced 
at the beginning of this section. If our concern is the nature of 
science and the sense in which science can be said to progress, 
as Kuhn’s seems to be, then my suggestion is that all the talk of 
gestalt switches and religious conversions be removed from Kuhn’s 
account and that we stick to an objective characterisation of para
digms and the relationship between them. Much of the time 
Kuhn does precisely this, and his historical studies are a mine of 
important material for helping to elucidate the nature of science.

The way in which one historically existing paradigm might 
be said to be better than the rival that it replaces is distinct from 
the question of the ways in which, or the reasons why, individual 
scientists change their allegiance from one to the other, or come to 
be working in one or the other. The fact that individual scientists 
in their scientific work make judgments and choices for a variety 
of reasons, often influenced by subjective factors, is one thing. 
The relationship between one paradigm and another, perceivable 
most clearly with the benefit of hindsight, is another. If some dis-
tinctive sense in which science progresses is to be identified, it is 
the latter kind of consideration that will yield the answer. That is 
why I am dissatisfied with Kuhn’s attempt, in his 1977 text (chap-
ter 13), to combat the charge of relativism by focusing on ‘value 
judgment and theory choice’.

Further reading

The key source is, of course, Kuhn’s The Structure of Scientific Revo-
lutions (1970a). In ‘Logic of Discovery or Psychology of Research’ 
(1970b) Kuhn discusses the relationship between his views and 
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Popper’s and replies to some of his critics in ‘Reflections on My 
Critics’ (1970c). A valuable collection of Kuhn’s essays is his 1977 
text. A detailed discussion of Kuhn’s philosophy of science is  
Hoyningen-Huene (1993), which contains a detailed biblio
graphy of Kuhn’s work. Bird (2000) is a more recent introduction 
to Kuhn’s philosophy of science. Lakatos and Musgrave (1970) 
contains a number of interchanges between Kuhn and his critics. 
For appropriations of Kuhn’s ideas by sociologists see, for example, 
Bloor (1971) and Barnes (1982). For an account of the construc-
tion of meaning in science that exemplifies the position outlined 
in the first section of this chapter, see Nersessian (1984).



CHAPTER 9

Theories as structures II:  
research programs

Introducing Imre Lakatos

Imre Lakatos was a Hungarian who moved to England in the late 
1950s and came under the influence of Karl Popper who, in Laka-
tos’s own words ‘changed [his] life’ (Worrall and Currie, 1978a,  
p. 139). Although an avid supporter of Popper’s approach to science, 
Lakatos came to realise some of the difficulties that faced Pop-
per’s falsificationism, difficulties of the kind we have considered in 
chapter 7. By the mid-1960s Lakatos was aware of the alternative  
view of science contained in Kuhn’s The Structure of Scientific  
Revolutions. Although Popper and Kuhn proposed rival accounts of 
science, their views do have much in common. In particular, they 
both take a stand against positivist, inductivist accounts of science. 
They both give priority to theory (or paradigm) over observa-
tion, and insist that the search for, interpretation and acceptance or 
rejection of the results of observation and experiment take place 
against a background of theory or paradigm. Lakatos carried on 
that tradition, and looked for a way of modifying Popper’s falsi-
ficationism and ridding it of its difficulties, among other ways by 
drawing on some of the insights of Kuhn while totally rejecting 
the relativist aspects of the latter’s position. Like Kuhn, Lakatos 
saw the merit in portraying scientific activity as taking place in 
a framework, and coined the phrase ‘research program’ to name 
what were, in a sense, Lakatos’s alternatives to Kuhn’s paradigms. 
The primary source for an account of Lakatos’s methodology is 
his 1970 text. 
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Lakatos’s research programs

We saw in chapter 7 that one of the main difficulties with Popper’s 
falsificationism was that there was no clear guidance concerning 
which part of a theoretical maze was to be blamed for an apparent 
falsification. If it is left to the whim of the individual scientist to 
place the blame wherever he or she might wish, then it is difficult to 
see how the mature sciences could progress in the coordinated and 
cohesive way that they seem to do. Lakatos’s response was to suggest 
that not all parts of a science are on a par. Some laws or principles 
are more basic than others. Indeed, some are so fundamental as to 
come close to being the defining feature of a science. As such, they 
are not to be blamed for any apparent failure. Rather, the blame is to 
be placed on the less fundamental components. A science can then 
be seen as the programmatic development of the implications of 
the fundamental principles. Scientists can seek to solve problems by 
modifying the more peripheral assumptions as they see fit. Insofar as 
their efforts are successful they will be contributing to the develop-
ment of the same research program however different their attempts to 
tinker with the peripheral assumptions might be.

Lakatos referred to the fundamental principles as the hard core 
of a research program. The hard core is, more than anything else, 
the defining characteristic of a program. It takes the form of some 
very general hypotheses that form the basis from which the pro-
gram is to develop. Here are some examples. The hard core of 
the Copernican program in astronomy was the assumption that 
the earth and the planets orbit a stationary sun and that the earth 
spins on its axis once a day. The hard core of Newtonian phys-
ics is comprised of Newton’s three laws of motion plus his law of 
gravitational attraction. The hard core of Marx’s historical mate-
rialism would be something like the assumption that major social 
change is to be explained in terms of class struggle, the nature of 
the classes and the details of the struggle being determined, in the 
last instance, by the economic base.

The fundamentals of a program need to be augmented by a 
range of supplementary assumptions in order to flesh it out to 
the point where definite predictions can be made. It will consist 
not only of explicit assumptions and laws supplementing the hard 
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core, but also assumptions underlying the initial conditions used to 
specify particular situations and theories presupposed in the state-
ment of observations and experimental results. For example, the 
hard core of the Copernican program needed to be supplemented 
by adding numerous epicycles to the initially circular orbits and it 
was also necessary to alter previous estimates of the distance of the 
stars from earth. Initially the program also involved the assump-
tion that the naked eye serves to reveal accurate information 
concerning the position, size and brightness of stars and planets. 
Any inadequacy in the match between an articulated program and 
observation is to be attributed to the supplementary assumptions 
rather than the hard core. Lakatos referred to the sum of the addi-
tional hypotheses supplementing the hard core as the protective belt, 
to emphasise its role of protecting the hard core from falsification. 
According to Lakatos (1970, p. 133), the hard core is rendered 
unfalsifiable by ‘the methodological decisions of its protagonists’. 
By contrast, assumptions in the protective belt are to be modified 
in an attempt to improve the match between the predictions of 
the program and the results of observation and experiment. For 
instance, the protective belt within the Copernican program was 
modified by substituting elliptical orbits for Copernicus’s sets of 
epicycles and telescopic data for naked-eye data. The initial con-
ditions also came to be modified eventually, with changes in the 
estimate of the distance of the stars from the earth and the addi-
tion of new planets. Lakatos made free use of the term ‘heuristic’ 
in characterising research programs. A heuristic is a set of rules or 
hints to aid discovery or invention. For example, part of a heu-
ristic for solving crossword puzzles might be ‘start with the clues 
requiring short-word answers and then proceed to those requiring 
long-word answers’. Lakatos divided guidelines for work within 
research programs into a negative heuristic and a positive heuristic. 
The negative heuristic specifies what the scientist is advised not 
to do. As we have already seen, scientists are advised not to tinker 
with the hard core of the program in which they work. If a scien-
tist does modify the hard core then he or she has, in effect, opted 
out of the program. Tycho Brahé opted out of the Copernican 
program when he suggested that only the planets, but not the 
earth, orbit the sun and that the sun orbits the earth.
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The positive heuristic of a program, that which specifies what 
scientists should do rather than what they should not do within 
a program, is more difficult to characterise specifically than 
the negative heuristic. The positive heuristic gives guidance on 
how the hard core is to be supplemented and how the resulting 
protective belt is to be modified in order for a program to yield 
explanations and predictions of observable phenomena. In Laka-
tos’s own words (1970, p. 135), ‘the positive heuristic consists 
of a partially articulated set of suggestions or hints on how to 
change, develop, the “refutable variants” of the research program, 
how to modify, sophisticate, the “refutable” protective belt’. The 
development of the program will involve not only the addition 
of suitable auxiliary hypotheses but also the development of ade-
quate experimental and mathematical techniques. For instance, 
from the very inception of the Copernican program it was clear 
that mathematical techniques for combining and manipulating 
epicycles and improved techniques for observing planetary posi-
tions were necessary. Lakatos illustrated the notion of a positive 
heuristic with the story of Newton’s early development of his 
gravitational theory. Here, the positive heuristic involved the idea 
that one should start with simple, idealised cases and then, hav-
ing mastered them, one should proceed to more complicated, and 
more realistic, cases. Newton first arrived at the inverse square law 
of attraction by considering the elliptical motion of a point planet 
around a stationary point sun. It was clear that if the program was 
to be applied in practice to planetary motions then it would need 
to be developed from this idealised form to a more realistic one. 
But that development involved the solution of theoretical prob-
lems and was not to be achieved without considerable theoretical 
labour. Newton himself, faced with a definite program, that is, 
guided by his positive heuristic, made considerable progress. He 
first took into account the fact that the sun as well as a planet 
moves under the influence of their mutual attraction. Then he 
took account of the finite size of the planets and treated them as 
spheres. After solving the mathematical problem posed by that 
move, Newton proceeded to allow for other complications such 
as those introduced by the possibility that a planet can spin, and 
the fact that there are gravitational forces between the individual 



Theories as structures II: research programs 125

planets as well as between each planet and the sun. Once New-
ton had progressed that far in the program, following a path that 
had presented itself as more or less necessary from the outset, he 
began to be concerned about the match between his theory and 
observation. When the match was found wanting he was able to 
proceed to non-spherical planets and so on. As well as the theo-
retical program, the positive heuristic contained an experimental 
one. That program included the development of more accurate 
telescopes, together with auxiliary theories necessary for their use 
in astronomy, such as those providing adequate means for allowing 
for refraction of light in the earth’s atmosphere. The initial for-
mulation of Newton’s program already indicated the desirability 
of constructing apparatus sensitive enough to detect gravitational 
attraction on a laboratory scale (Cavendish’s experiment).

The program that had Newton’s laws of motion and his law 
of gravitation at its core gave strong heuristic guidance. That is, 
a fairly definite program was mapped out from the start. Lakatos 
(1970, pp. 140–55) gives an account of the development of Bohr’s 
theory of the atom as another example of a positive heuristic in 
action. An important feature of these examples of developing 
research programs, stressed by Lakatos, is the comparatively late 
stage at which observational testing becomes relevant. This is in 
keeping with the comments about Galileo’s construction of his 
mechanics in the first section of chapter 8. Early work in a research 
program is portrayed as taking place without heed or in spite of 
apparent falsifications by observation. A research program must be 
given a chance to realise its full potential. A suitable sophisticated 
and adequate protective belt must be constructed. In our example 
of the Copernican program, this included the development of an 
adequate mechanics that could accommodate the earth’s motion 
and an adequate optics to help interpret the telescopic data. When 
a program has been developed to the stage where it is appropri-
ate to subject it to experimental tests, it is confirmations rather 
than falsifications that are of paramount significance, according 
to Lakatos. The worth of a research program is indicated by the 
extent to which it leads to novel predictions that are confirmed. 
The Newtonian program experienced dramatic confirmations of 
this kind when Galle first observed the planet Neptune and when 
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Halley’s comet returned as predicted. Failed predictions, such as 
Newton’s early calculations of the moon’s orbit, are simply indi-
cations that more work needs to be done on supplementing or 
modifying the protective belt.

The main indication of the merit of a research program is the 
extent to which it leads to novel predictions that are confirmed. 
A second indication, implicit in our discussion above, is that a 
research program should indeed offer a program of research. The 
positive heuristic should be sufficiently coherent to be able to 
guide future research by mapping out a program. Lakatos sug-
gested Marxism and Freudian psychology as programs that lived 
up to the second indicator of merit but not to the first, and con-
temporary sociology as one that lives up to the first to some extent 
but not the second (although he did not back up these remarks 
with any detail). In any event, a progressive research program will 
be one that retains its coherence and at least intermittently leads 
to novel predictions that are confirmed, while a degenerating pro-
gram will be one that loses its coherence and/or fails to lead to 
confirmed novel predictions. The replacement of a degenerating 
program by a progressive one constitutes Lakatos’s version of a 
scientific revolution.

Methodology within a program and the comparison  
of programs

We need to discuss Lakatos’s methodology of scientific research 
programs in the context of work within a program and in the 
context of the clash between one research program and another. 
Work within a single research program involves the expansion 
and modification of its protective belt by the addition and articu-
lation of various hypotheses. Any such move is permissible so long 
as it is not ad hoc in the sense discussed in chapter 6. Modifications 
or additions to the protective belt of a research program must be 
independently testable. Individual scientists or groups of scientists 
are open to modify or augment the protective belt in any way they 
choose, provided these moves open up the opportunity for new 
tests and hence the possibility of novel discoveries. 

By way of illustration, let us take an example from the 
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development of the Newtonian program that we have employed 
several times before and consider the situation that confronted 
Leverrier and Adams when they addressed themselves to the 
troublesome orbit of the planet Uranus. Those scientists chose to 
modify the protective belt of the program by proposing that the 
initial conditions were inadequate and suggesting that there was 
an as yet unidentified planet close to Uranus and disturbing its 
orbit. Their move was in accordance with Lakatos’s methodology 
because it was testable. The conjectured planet could be sought 
for by training telescopes on the appropriate region of the sky. But 
other possible responses would be legitimate according to Laka-
tos’s position. For instance, the problematic orbit could be blamed 
on some new type of aberration of the telescope, provided the 
suggestion was made in a way that made it possible to test for the 
reality of such aberrations. In a sense, the more testable moves that 
are made to solve a problem such as this the better, because this 
increases the chances of success (where success means the con-
firmation of the novel predictions ensuing from a move). Moves 
that are ad hoc are ruled out by Lakatos’s methodology. So, in our 
example, an attempt to accommodate Uranus’s problematic orbit 
by simply labelling that complex orbit as the natural motion of 
Uranus would be ruled out. It opens up no new tests and hence no 
prospect of novel discoveries.

A second kind of move ruled out by Lakatos’s methodology is 
one that involves a departure from the hard core. Making such a 
move destroys the coherence of a program and amounts to opting 
out of that program. For instance, a scientist attempting to cope 
with Uranus’s orbit by suggesting that the attraction between Ura-
nus and the sun was something other than the inverse square law 
would be opting out of the Newtonian research program.

The fact that any part of a complex theoretical maze might be 
responsible for an apparent falsification poses a serious problem for 
the falsificationist relying on an unqualified method of conjectures 
and refutations. For that person, the inability to locate the source 
of the trouble leads to unmethodical chaos. Lakatos’s methodol-
ogy is designed to avoid that consequence. Order is maintained by 
the inviolability of the hard core of the program and by the posi-
tive heuristic that accompanies it. The proliferation of ingenious 
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conjectures within that framework will lead to progress provided 
some of the predictions resulting from those conjectures occasionally 
prove successful. Decisions to retain or reject a hypothesis are fairly 
straightforwardly determined by the results of experimental tests. 
The bearing of observation on a hypothesis under test is relatively 
unproblematic within a research program because the hard core and 
the positive heuristic serve to define a fairly stable background.

As was mentioned above, Lakatos’s version of a Kuhnian revo-
lution involves the ousting of one research program by another. 
We have seen that Kuhn (1970, p. 94) was unable to give a clear 
answer to the question of the sense in which a paradigm can be 
superior to the one it replaces, and so left him with no option 
but to appeal to the authority of the scientific community. Later 
paradigms are superior to their predecessors because the scientific 
community judges them to be so, and ‘there is no standard higher 
than the assent of the relevant community’. Lakatos was dissatis-
fied with the relativist implications of Kuhn’s theory. He sought 
a standard that lay outside of particular paradigms or, in Lakatos’s 
case, research programs, which could be used to identify some 
non-relativist sense in which science progresses. To the extent that 
he had such a standard, it lay in his conception of progressing and 
degenerating research programs. Progress involves the replace-
ment of a degenerating program with a progressive one, with the 
latter being an improvement on the former in the sense that it has 
been shown to be a more efficient predictor of novel phenomena.

Novel predictions

The non-relativist measure of progress that Lakatos proposed 
relied heavily on the notion of a novel prediction. One program 
is superior to another insofar as it is a more successful predictor 
of novel phenomena. As Lakatos came to realise, the notion of a 
novel prediction is not as straightforward as it might at first appear, 
and care is needed to mould that notion into a form that serves the 
purpose required of it within Lakatos’s methodology or, indeed, 
any methodology that seeks to make significant use of it.

We have already met novel predictions in the context of Pop-
per’s methodology. In that context I suggested that the essence of 
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Popper’s position is that a prediction is novel, at a particular time, 
to the extent that it does not figure in, or perhaps clashes with, the 
knowledge that is familiar and generally accepted at that time. For 
Popper, testing a theory by way of its novel predictions amounted 
to a severe test of that theory just because the prediction clashed 
with prevailing expectations. Lakatos’s use of novel predictions in 
something like the Popperian sense to help him characterise the 
progressiveness of a research program will not do, as he himself 
came to realise, and this can be established by means of fairly 
straightforward counter examples, examples drawn from the very 
programs that Lakatos freely utilised to illustrate his position. The 
counter examples involve situations where the worth of a research 
program is demonstrated by its ability to explain phenomena that 
at the time were already well established and familiar, and so not 
novel in the Popperian sense.

There are features of planetary motion that have been well 
known since antiquity, but which were adequately explained 
only with the advent of the Copernican theory. They include 
the retrograde motion of the planets and the fact that the plan-
ets appear brightest when they are retrogressing, as well as the 
fact that Venus and Mercury never appear far from the sun. The 
qualitative features of these phenomena follow straightforwardly 
once it is assumed that the earth orbits the sun along with the 
planets and that the orbits of Mercury and Venus are inside that 
of the earth, whereas in the Ptolemaic theory they can only be 
explained by introducing epicycles designed specifically for the 
purpose. Lakatos joined Copernicus, and I imagine most of the 
rest of us, in recognising this as a major mark of the superiority of 
the Copernican over the Ptolemaic system. However, the Coper-
nican prediction of the general features of planetary motion did 
not count as novel in the sense we have defined it for the straight-
forward reason that those phenomena had been well known since 
antiquity. The observation of parallax in the stars was probably the 
first confirmation of the Copernican theory by a prediction that 
counts as novel in the sense we are discussing, but that doesn’t suit 
Lakatos’s purpose at all, since it did not occur until well into the 
nineteenth century, well after the superiority of Copernicus over 
Ptolemy had been accepted within science.
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Other examples are readily found. One of the few observa-
tions that could be invoked to support Einstein’s general theory of 
relativity was the precession of the perihelion of the orbit of the 
planet Mercury, a phenomenon well known and accepted long 
before Einstein’s theory explained it. One of the most impres-
sive features of quantum mechanics was its ability to explain the 
spectra exhibited by the light emitted from gases, a phenomenon 
familiar to experimenters for over half a century before the quan-
tum mechanical explanation was available. These successes can be 
described as involving the novel prediction of phenomena rather 
than the prediction of novel phenomena.

Lakatos came to realise, in the light of some considerations 
put forward by E. Zahar (1973), that the account of novel predic-
tions in his original formulation of the methodology of scientific 
research programs needed to be modified. After all, when assess-
ing the extent to which some observable phenomena support a 
theory or program, surely it is a historically contingent fact of no 
philosophical relevance whether it is the theory or knowledge of 
the phenomena that comes first. Einstein’s theory of relativity can 
explain the orbit of Mercury and also the bending of light rays 
in a gravitational field. These are both considerable achievements 
that support the theory. It so happens that the precession of the 
perihelion of Mercury was known prior to Einstein’s formulation 
of the theory, whereas the bending of light rays was discovered 
subsequently. But would it make any difference to our assessment 
of Einstein’s theory if it had been the other way around, or if 
both phenomena had been known before or both discovered after? 
The fine details of the appropriate response to these reflections 
are still being debated, for example by Alan Musgrave (1974b) 
and John Worrall (1985 and 1989a), but the intuition that needs 
to be grasped, and which is at work in the comparison of Coper-
nicus and Ptolemy, seems straightforward enough. The Ptolemaic 
explanation of retrograde motion did not constitute significant 
support for that program because it was artificially fixed up to fit 
the observable data by adding epicycles especially designed for 
the purpose. By contrast, the observable phenomena followed in 
a natural way from the fundamentals of the Copernican theory 
without any artificial adjustment. The predictions of a theory or 
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program that count are those that are natural rather than con-
trived. Perhaps what lies behind the intuition here is the idea that 
evidence supports a theory if, without the theory, there are unex-
plained coincidences contained in the evidence. How could the 
Copernican theory successfully predict all the observable general 
features of planetary motion if it wasn’t essentially correct? The 
same argument does not work in the case of the Ptolemaic expla-
nation of the same phenomena. Even if the Ptolemaic theory is 
quite wrong, it is no coincidence that it can explain the phenom-
ena because the epicycles have been added in such a way as to 
ensure that it does. This is the way in which Worrall (1985, 1989) 
treats the matter.

In the light of this, we should reformulate Lakatos’s methodol-
ogy so that a program is progressive to the extent that it makes 
natural, as opposed to novel, predictions that are confirmed, 
where ‘natural’ stands opposed to ‘contrived’ or ‘ad hoc’. (We shall 
revisit this issue from a different and perhaps superior angle in 
chapter 13.)

Testing the methodology against history

Lakatos shared Kuhn’s concern with the history of science. He 
believed it to be desirable that any theory of science be able to 
make sense of the history of science. That is, there is a sense in 
which a methodology or philosophy of science is to be tested 
against the history of science. However, the precise way in which 
this is so needs to be carefully spelt out, as Lakatos was well aware. 
If the need for a philosophy of science to match the history of sci-
ence is interpreted undiscriminatingly, then a good philosophy of 
science will become nothing more than an accurate description of 
science. As such, it will be in no position to capture the essential 
characteristics of science or to discriminate between good science  
and bad science. Popper and Lakatos tended to regard Kuhn’s 
account as ‘merely’ descriptive, in this sense, and hence deficient. 
Popper was so wary of the problem that he, unlike Lakatos, denied 
that comparison with the history of science was a legitimate way 
of arguing for a philosophy of science. 

I suggest that the essentials of Lakatos’s position, as described 
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in his 1978 text, are these. There are episodes in the history of 
science that are unproblematically progressive and which can be 
recognised as such prior to any sophisticated philosophy of science. 
If someone wants to deny that Galileo’s physics was an advance on 
Artistotle’s or that Einstein’s was an advance on Newton’s then 
he or she is just not using the word science in the way that the 
rest of us are. To be concerned with the question of how best 
to categorise science we must have some pre-theoretical notion 
of what science is in order to formulate the question, and that 
pre-theoretical notion will include the ability to recognise classic 
examples of major scientific achievements such as those of Gali
leo and Einstein. With these presuppositions as a background, 
we can now demand that any philosophy or methodology of sci-
ence be compatible with them. That is, any philosophy of science 
should be able to grasp the sense in which Galileo’s achievements 
in astronomy and physics were in the main major advances. So if 
the history of science reveals that in his astronomy Galileo trans-
formed what were considered to be the observable facts, and in 
his mechanics he relied mainly on thought experiments rather 
than real ones, then that poses a problem for those philosophies 
that portray scientific progress as cumulative, progressing by 
way of the accumulation of secure observational facts and cau-
tious generalisations from them. Lakatos’s own early version of his 
methodology of research programs can be criticised for utilising 
a notion of novel prediction in a way that makes it impossible to 
grasp the sense in which Copernicus’s astronomy was progressive, 
as I did in the previous section.

With this mode of argument, Lakatos proceeds to criticise 
positivist and falsificationist methodologies on the grounds that 
they fail to make sense of classic episodes in the progress of sci-
ence, and argues, by contrast, that his own account does not suffer 
from the same deficiency. Turning, then, to more minor episodes 
in the history of science, Lakatos, or a supporter, can pick on epi-
sodes from the history of science that have puzzled historians and 
philosophers and show how they make complete sense from the 
point of view of the methodology of scientific research programs. 
Thus, for example, many have been puzzled by the fact that when 
Thomas Young proposed the wave theory of light in the early 
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nineteenth century it won few supporters, whereas Fresnel’s ver-
sion, devised two decades later, won widespread acceptance. John 
Worrall (1976) gives historical support to Lakatos’s position when 
he shows that, as a matter of historical fact, Young’s theory was 
not strongly confirmed experimentally in a natural, as opposed 
to a contrived, way, as Fresnel’s was, and that Fresnel’s version of 
the wave theory had a vastly superior positive heuristic by virtue 
of the mathematical tools he was able to introduce. A number of 
Lakatos’s students or former students carried out studies, appear-
ing in Howson (1976), intended to support Lakatos’s methodology 
in this kind of way.

Lakatos came to see the main virtue of his methodology to be 
the aid it gives to the writing of the history of science. The historian 
must attempt to identify research programs, characterise their hard 
cores and protective belts, and document the ways in which they 
progressed or degenerated. In this way, light can be shed on the way 
science progresses by way of the competition between programs. I 
think it must be conceded that Lakatos and his followers did succeed 
in casting useful light on some classic episodes in the history of the 
physical sciences by studies carried out in this way, as the essays in 
Howson (1976) reveal. Although Lakatos’s methodology can offer 
advice to historians of science, it was not intended by Lakatos as a 
source of advice for scientists. This became an inevitable conclusion 
for Lakatos given the way he found it necessary to modify falsifi-
cationism to overcome the problems it faced. Theories should not 
be rejected in the face of apparent falsifications because the blame 
might in due course be directed at a source other than the theory, 
and single successes certainly do not establish the merit of a theory 
for all time. That is why Lakatos introduced research programs, 
which are given time to develop and may come to progress after a 
degenerating period, or degenerate after early successes. (It is worth 
recalling in this connection that the Copernican theory degener-
ated for about a century after its early successes before the likes of 
Galileo and Kepler brought it to life again.) But once this move is 
taken, it is clear that there can be no on-the-spot advice forthcom-
ing from Lakatos’s methodology along the lines that scientists must 
give up a research program, or prefer a particular research program 
to its rival. It is not irrational or necessarily misguided for a scientist 
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to remain working on a degenerating program if he or she thinks 
there are possible ways to bring it to life again. It is only in the long 
term (that is, from a historical perspective) that Lakatos’s methodol-
ogy can be used to meaningfully compare research programs. In 
this connection, Lakatos came to make a distinction between the 
appraisal of research programs, which can only be done with histori-
cal hindsight, and advice to scientists, which he denied it was the 
purpose of his methodology to offer. ‘There is no instant rational-
ity in science’ became one of Lakatos’s slogans, capturing the sense 
in which he considered positivism and falsificationism, insofar as 
they can be interpreted as offering criteria that can be used for the 
acceptance and rejection of theories, as striving for too much.

Problems with Lakatos’s methodology

As we have seen, Lakatos regarded it as appropriate to test meth-
odologies against the history of science. It is therefore legitimate, 
even in his own terms, to raise the question of whether his meth-
odology is descriptively adequate. There are grounds for doubting 
that it is. For instance, are there such things as ‘hard cores’ serving 
to identify research programs to be found in the history of science? 
Counter evidence comes from the extent to which scientists do on 
occasions attempt to solve problems by adjusting the fundamentals 
of the theories or programs in which they work. Copernicus him-
self, for example, moved the sun a little to the side of the centres 
of planetary orbits, had the moon orbit the earth rather than the 
sun, and came to use all sorts of devices to adjust the details of the 
epicyclical motions, to the extent that those motions ceased to be 
uniform. So what exactly was the hard core of the Copernican 
program? In the nineteenth century there were serious attempts 
to cope with problems such as the motion of the planet Mercury 
by modifying the inverse square law of attraction. There are viola-
tions of some of Lakatos’s own prime examples of hard cores to be 
found in history, therefore.

A deeper problem concerns the reality or otherwise of the 
methodological decisions that play such an important role in Laka-
tos’s account of science. For instance, as we have seen, according 
to Lakatos (1970, p. 133) the hard core of a program is rendered 
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unfalsifiable by ‘the methodological decisions of its protagonists’. 
Are these decisions a historical reality or a figment of Lakatos’s 
imagination? Lakatos does not really give any evidence for the 
answer that he needs, and it is not totally clear what kind of study 
would provide that evidence. The issue is a vital one for Lakatos, 
for the methodological decisions are the locus of the distinction 
between his own position and that of Kuhn. Both Kuhn and 
Lakatos agree that scientists work in a coordinated way within a 
framework. For Kuhn, in one of his moods at least, the question of 
how and why they do so is to be revealed by sociological analysis. 
For Lakatos this leads to an unacceptable relativism. So for him, 
the cohesion is brought about by methodological decisions that 
are rational. Lakatos does not provide an answer to the charge that 
these decisions have no historical (or contemporary) reality, nor 
does he give a clear answer to the question of the sense in which 
they should be regarded as rational.

Another fundamental criticism of Lakatos is directly connected 
with the central theme of this book, the question of what, if any-
thing, is characteristic of scientific knowledge. Lakatos’s rehetoric, 
at least, suggests that his methodology was intended to give a defini-
tive answer to that question. He claimed that the ‘central problem in 
the philosophy of science is – the problem of stating universal condi-
tions under which a theory is scientific’, a problem that is ‘closely 
linked with the problem of the rationality of science’ and whose 
solution ‘ought to give us guidance as to when the acceptance of 
a scientific theory is rational or not’ (Worrall and Currie, 1978a, 
pp. 168–9, italics in original). Lakatos (1970, p. 176) portrayed his 
methodology as a solution to these problems that would ‘help us 
in devising laws for stemming – intellectual pollution’. ‘I [Laka-
tos] give criteria for progression and stagnation within a program 
and also rules for the “elimination” of whole research programs’ 
(Worrall and Currie, 1978a, p. 112). It is clear from the details of 
Lakatos’s position, and his own comments on those details, that 
Lakatos’s methodology was not capable of living up to these expec-
tations. He did not give rules for the elimination of whole research 
programs because it is rational to stick to a degenerating program 
in the hope that it will make a comeback. And if it was scientific to 
stick to the Copernican theory for the century that it took for that 
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theory to bear significant fruit, why aren’t contemporary Marxists 
(one of Lakatos’s prime targets) scientific in attempting to develop 
historical materialism to a point where it will bear significant fruit? 
Lakatos in effect conceded that his methodology was in no position 
to diagnose any contemporary theory as non-scientific ‘intellectual 
pollution’ once he recognised and acknowledged, in the context of 
physical science, that his methodology could only make judgments 
in retrospect, with the benefit of historical hindsight. If there is no 
‘instant rationality’ then there can be no on-the-spot rejection of 
Marxism, sociology or any other of Lakatos’s bêtes noir.

Another basic problem with Lakatos’s methodology stems from 
the way in which he deemed it necessary to support it by studies 
from the history of science. Lakatos and his followers made the 
necessary case by means of case studies of physical sciences over 
the last three hundred years. But if the methodology supported 
in this way is then used to judge other areas, such as Marxism or 
astrology, what is in effect being assumed without argument is 
that all areas of study, if they are to be regarded as ‘scientific’, must 
share the basic characteristics of physics. Paul Feyerabend (1976) 
has criticised Lakatos in this way. Lakatos’s procedure certainly 
begs an important fundamental question and has only to be explic-
itly stated to reveal a problem. There are a number of prima facie 
reasons at least why one might expect that a methodology and set 
of standards for judging physics might not be appropriate in other 
areas. Physics can, and often does, proceed by isolating individual 
mechanisms – gravity, electromagnetic forces, the mechanisms 
at work when fundamental particles collide and so on – in the 
artificial circumstances of a controlled experiment. People and 
societies cannot in general be treated in this way without destroy-
ing what it is that is being investigated. A great deal of complexity 
is necessary for living systems to function as such, so even biol-
ogy can be expected to exhibit some important differences from 
physics. In social sciences the knowledge that is produced itself 
forms an important component of the systems being studied. So, 
for example, economic theories can affect the way in which indi-
viduals operate in the market place, so that a change in theory can 
bring about a change in the economic system being studied. This 
is a complication that does not apply in the physical sciences. The 
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planets do not change their motions in the light of our theories 
about those motions. Whatever the force of the arguments that 
can be developed from reflections such as these, it remains the 
case that Lakatos presupposes, without argument, that all scientific 
knowledge should in some fundamental sense be like the physics 
of the last three hundred years.

Another fundamental issue is brought to light when we con-
sider the implications of a study by Lakatos (1976a), published 
posthumously, on ‘Newton’s effect on scientific standards’. In that 
study, Lakatos makes the case that Newton, in practice, brought 
about a change in scientific standards, a change that Lakatos clearly 
regards as progressive. But the fact that Lakatos can make such a 
case does not rest easily with the assumption he makes repeat-
edly elsewhere, that an appraisal of science must be made with 
respect to some ‘universal’ criterion. If Newton changed scientific 
standards for the better, then one can ask, ‘with respect to what 
standard was the change progressive?’ We have a problem of a 
similar kind to the one that confronted Kuhn. It is a problem we 
will need to confront, or perhaps dispel, later in this book.

Further reading

The central text for Lakatos’s methodology is his 1970 text, ‘Falsi-
fication and the Methodology of Scientific Research Programmes’. 
Most of the other key papers have been collected in Worrall and 
Currie (1978a and 1978b). Also important is Lakatos (1968), The 
Problem of Inductive Logic, and (1971), ‘Replies to Critics’. A fascinat-
ing account of Lakatos’s application of his ideas to mathematics is his 
Proofs and Refutations (1976b). Howson (1976) contains historical case 
studies designed to support Lakatos’s position. Another such study is 
Lakatos and Zahar (1975). Cohen, Feyerabend and Wartofsky (1976) 
is a collection of essays in memory of Lakatos. Feyerabend (1976) is 
an important critique of Lakatos’s methodology. The notion of a 
novel prediction is discussed by Musgrave (1974b), Worrall (1985), 
Worrall (1989a) and Mayo (1996). A useful overview of Lakatos’s 
work is B. Larvor (1998), Lakatos: An Introduction.



CHAPTER 10

Feyerabend’s anarchistic theory  
of science

The story so far

We seem to be having trouble with our search for the characterisa-
tion of science that will serve to pick out what distinguishes it from 
other kinds of knowledge. We started with the idea, adopted by the 
positivists who were so influential earlier in the twentieth century, 
that science is special because it is derived from the facts, but this 
attempt floundered because facts are not sufficiently straightforward 
for this view to be sustained, since they are ‘theory-dependent’ 
and fallible, and because no clear account of how theories can be 
‘derived’ from the facts could be found. Falsificationism did not 
fare much better, mainly because in any realistic situation in sci-
ence it is not possible to locate the cause of a faulty prediction, so 
a clear sense of how theories can be falsified becomes almost as 
elusive as a clear sense of how they can be confirmed. Both Kuhn 
and Lakatos tried to solve the problem by focusing attention on the 
theoretical framework in which scientists work. However, Kuhn, 
for his part, stressed the extent to which workers in rival paradigms 
‘live in different worlds’ to such a degree that he left himself with 
inadequate resources for elucidating a sense in which a change from 
one paradigm to another in the course of a scientific revolution 
is a step forward. Lakatos tried to avoid that trap, but, apart from 
problems concerning the reality of the methodological decisions he 
freely invoked in his answer, he ended up with a criterion for char-
acterising science that was so lax that few intellectual pursuits could 
be ruled out. One philosopher of science who was not surprised by, 
and who attempted to draw out what he saw to be the full implica-
tions of, these failures was Paul Feyerabend, whose controversial but 
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nevertheless influential ‘anarchistic’ account of science is described 
and assessed in this chapter.

Feyerabend’s case against method

Paul Feyerabend, an Austrian who was based in Berkeley, Cali-
fornia, for most of his academic career, but who also spent time 
interacting with (and antagonising) Popper and Lakatos in Lon-
don, published a book in 1975 with the title Against Method: Outline 
of an Anarchistic Theory of Knowledge. In it he challenged all of the 
attempts to give an account of scientific method that would serve 
to capture its special status by arguing that there is no such method 
and, indeed, that science does not possess features that render it 
necessarily superior to other forms of knowledge. If there is a sin-
gle, unchanging principle of scientific method, Feyerabend came 
to profess, it is the principle ‘anything goes’. There are passages 
in Feyerabend’s writings, both early and late, that can be drawn 
on to severely qualify the extreme anarchistic account of science 
that is contained in the bulk of Against Method. However, it will 
be most instructive for our purpose to stick to the unqualified, 
anarchistic theory of science to see what we can learn from it. In 
any case, it is the extreme form of Feyerabend’s position that has 
made its mark in the literature and which philosophers of science 
have, not without difficulty, attempted to counter. 

Feyerabend’s main line of argument attempts to undermine 
characterisations of method and progress in science offered by 
philosophers by challenging them on their own ground in the 
following way. He takes examples of scientific change which his 
opponents (including the vast majority of philosophers) consider 
to be classic instances of scientific progress and shows that, as a 
matter of historical fact, those changes did not conform to the 
theories of science proposed by those philosophers. (Feyerabend 
does not have to himself agree that the episodes in question were 
progressive for his argument to go through.) The main exam-
ple appealed to by Feyerabend involves the advances in physics 
and astronomy made by Galileo. Feyerabend’s point is that if an 
account of method and progress in science cannot even make 
sense of Galileo’s innovations, then it is not much of an account of 
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science. In this outline of Feyerabend’s position I will stick largely 
to the Galileo example, mainly because it is sufficient to illus-
trate Feyerabend’s position, but also because the example is readily 
understood without requiring resort to recondite technicalities.

A number of Feyerabend’s points will be familiar because I 
have already drawn on them for various purposes earlier in this 
book. 

Quotations invoked in chapter 1 of this book illustrate the 
positivist or inductivist view that Galileo’s innovations can be 
explained in terms of the extent to which he took the observable 
facts seriously and built his theories to fit them. The following 
passage from Galileo’s Dialogue Concerning the Two Chief World Sys-
tems (1967), cited by Feyerabend (1975, pp. 100–1), indicates that 
Galileo thought otherwise.

You wonder that there are so few followers of the Pythagorean 
opinion [that the earth moves] while I am astonished that there 
have been any up to this day who have embraced and followed 
it. Nor can I ever sufficiently admire the outstanding acumen 
of those who have taken hold of this opinion and accepted it as 
true: they have, through sheer force of intellect done such vio-
lence to their own senses as to prefer what reason told them over 
that which sensible experience plainly showed them to the con-
trary. For the arguments against the whirling of the earth we have 
already examined are very plausible, as we have seen: and the fact 
that the Ptolemaics and the Aristotelians and all their disciples 
took them to be conclusive is indeed a strong argument of their 
effectiveness. But the experiences which overtly contradict the 
annual movement are indeed so much greater in their apparent 
force that, I repeat, there is no limit to my astonishment when I 
reflect that Aristarchus and Copernicus were able to make reason 
so conquer sense that, in defiance of the latter, the former became 
mistress of their belief. 

Far from accepting the facts considered to be borne out by the 
senses by his contemporaries, it was necessary for Galileo (1967,  
p. 328) to conquer sense by reason and even to replace the senses by 
‘a superior and better sense’, namely, the telescope. Let us consider 
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two instances where Galileo needed to ‘conquer’ the evidence of 
the senses – his rejection of the claim that the earth is stationary 
and his rejection of the claim that the apparent sizes of Venus and 
Mars do not change appreciably during the course of the year.

If a stone is dropped from the top of a tower it falls to the base of 
the tower. This, and other experiences like it, can be taken as evi-
dence that the earth is stationary. For if the earth moves, spinning 
on its axis, say (the whirling of the earth referred to by Galileo 
in the passage cited), then should it not move from beneath the 
stone during its fall, with the result that the stone should fall some 
distance from the base of the tower? Did Galileo reject this argu-
ment by appealing to the facts? That is certainly not how Galileo 
did it in the Dialogue, as Feyerabend pointed out. Galileo (1967, 
p. 125 ff ) achieved the desired result by ‘picking the brains’ of the 
reader. He argued as follows. The speed of a ball set rolling down 
a frictionless slope will increase, because it is ‘falling’ towards the 
centre of the earth to some degree. Conversely, the speed of a 
ball rolled up a frictionless slope will decrease because it is rising 
away from the centre of the earth. Having persuaded the reader to 
accept this as obvious, he or she is now asked what will happen to 
the speed of the ball if the slope is perfectly horizontal. It would 
seem that the answer is that the speed will neither increase nor 
decrease since the ball will be neither rising nor falling. The hori-
zontal motion of the ball persists and remains constant. Although 
this falls short of Newton’s law of inertia, it is an example of a 
uniform motion that persists without a cause, and it is sufficient 
for Galileo to counter a range of arguments against the spinning 
earth. Galileo draws the implication that the horizontal motion of 
the stone falling from the tower, which it shares with the tower 
as the earth spins, remains unchanged. That is why it stays with 
the tower, striking the ground at its foot. So the tower argument 
does not establish that the earth is stationary in the way many had 
supposed. To the extent that Galileo’s case was successful it did not 
involve appealing to the results of observation and experiment, at 
his own admittance. (I point out here that frictionless slopes were 
even harder to obtain in Galileo’s time than they are now, and that 
measuring the speed of a ball at various locations on the slope lay 
beyond what was feasible at the time.)
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We saw in chapter 1 that the apparent sizes of Venus and Mars 
were important insofar as the Copernican theory predicted that 
they should change appreciably, a prediction not borne out by 
naked-eye observations. The problem is resolved once the tele-
scopic rather than the naked-eye data is accepted. But how was 
the preference for the telescopic data to be defended? Feyerabend’s 
rendering of the situation and Galileo’s response to it run as fol-
lows. Accepting what the telescope revealed in the astronomical 
context was by no means straightforward. Galileo did not have 
an adequate or detailed theory of the telescope, so he could not 
defend the telescopic data by appeal to one. It is true that in a ter-
restrial context there were trial and error methods of vindicating 
telescopic sightings. For instance, the reading of an inscription on 
a distant building, indiscernible to the naked eye, could be checked 
by going close to the building, and the identification of the cargo 
of a distant ship could be vindicated once the ship arrived in port. 
But the vindication of terrestrial use could not be straightforwardly 
employed to justify astronomical use of the telescope. Terrestrial 
use of the telescope is aided by a range of visual cues absent in 
the astronomical case. Genuine images can be distinguished from 
many artifacts of the telescope because we are familiar with the 
kinds of things being inspected. So, for instance, if the telescope 
reveals the mast of a distant ship to be wavy, red on one side and 
blue on the other and accompanied by black specks hovering above 
it, the distortions, colours and specks can be dismissed as artifacts. 
However, when looking into the heavens, we are in unfamiliar ter-
ritory and lack clear guidance as to what is really there as opposed 
to an artifact. What is more, comparison with familiar objects to 
help judge size, and the use of parallax and overlap to help judge 
what is far and what is near, is a luxury not in general available 
in astronomy and it is certainly not the case that Galileo could 
check telescopic sightings of planets by moving closer to them to 
check with the naked eye. There was even direct evidence that the 
telescopic data was erratic insofar as it magnified the moon to a dif-
ferent degree than it magnified the planets and stars. 

According to Feyerabend (1975, p. 141), these difficulties 
were such that recourse to argument would have been inadequate 
for the task of convincing those opponents who wished to deny 
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both the Copernican theory and the telescopic data relating to 
the heavens. Consequently, Galileo needed to, and did, resort to 
propaganda and trickery.

On the other hand, there are some telescopic phenomena which 
are plainly Copernican. Galileo introduces these phenomena as 
independent evidence for Copernicus while the situation is rather 
that one refuted view – Copernicanism – has a certain similar-
ity to phenomena emerging from another refuted view – the idea 
that telescopic phenomena are faithful images of the sky. Galileo 
prevails because of his style and his clever techniques of persua-
sion, because he writes in Italian rather than in Latin, and because 
he appeals to people who are temperamentally opposed to the old 
ideas and the standards of learning connected with them.

It should be clear that if Feyerabend’s construal of Galileo’s 
methodology is correct and typical of science, then standard 
positivist, inductivist and falsificationist accounts of science have 
serious problems accommodating it. It can be accommodated 
into Lakatos’s methodology, according to Feyerabend, but only 
because that methodology is so lax that it can accommodate 
almost anything. Feyerabend teased Lakatos by welcoming him 
as a ‘fellow anarchist’, albeit one ‘in disguise’, playfully dedicating 
Against Method to Lakatos ‘friend and fellow anarchist’. The way in 
which Feyerabend construes the two frameworks, the Aristotelian 
stationary earth framework backed up by naked-eye data and the 
Copernican, moving earth theory supported by telescopic data, as 
mutually exclusive circles of thought, as it were, is reminiscent of 
Kuhn’s portrayal of paradigms as mutually exclusive ways of see-
ing the world. Indeed, the two philosophers both independently 
coined the word ‘incommensurable’ to describe the relationship 
between two theories or paradigms that cannot be logically com-
pared for lack of theory-neutral facts to exploit in the comparison. 
Kuhn avoided Feyerabend’s anarchistic conclusions essentially by 
appealing to social consensus to restore law and order. Feyera-
bend (1970) rejected Kuhn’s appeal to the social consensus of the 
scientific community, partly because he did not think Kuhn dis-
tinguished between legitimate and illegitimate ways (for example 



What is this thing called Science?144

by killing all opponents) of achieving consensus, and also because 
he did not think the appeal to consensus was capable of distin-
guishing between science and other activities such as theology and 
organised crime.

Given the failure of attempts to capture the special features of 
scientific knowledge that render it superior to other forms, which 
failure Feyerabend considered himself to have established, he drew 
the conclusion that the high status attributed to science in our society, 
and the superiority it is presumed to have not only over Marxism, 
say, but over such things as black magic and voodoo, are not justified. 
According to Feyerabend, the high regard for science is a dangerous 
dogma, playing a repressive role similar to that which he portrays 
Christianity as having played in the seventeenth century, having in 
mind such things as Galileo’s struggles with the Church.

Feyerabend’s advocacy of freedom

Feyerabend’s theory of science is situated in an ethical framework 
that places a high value on individual freedom, involving an atti-
tude that Feyerabend described as the ‘humanitarian attitude’. 
According to that attitude, individual humans should be free and 
possess liberty in something like the sense the nineteenth-century 
philosopher John Stuart Mill (1975) defended in his essay ‘On Lib-
erty’. Feyerabend (1975, p. 20) declared himself in favour of ‘the 
attempt to increase liberty, to lead a full and rewarding life’ and 
supports Mill in advocating ‘the cultivation of individuality which 
alone produces, or can produce, well-developed human beings’. 
From this humanitarian point of view, Feyerabend supports his 
anarchistic account of science on the grounds that it increases 
the freedom of scientists by removing them from methodological 
constraints and, more generally, leaves individuals the freedom to 
choose between science and other forms of knowledge. 

From Feyerabend’s point of view, the institutionalisation 
of science in our society is inconsistent with the humanitarian 
attitude. In schools, for example, science is taught as a matter of 
course. ‘Thus, while an American can now choose the religion he 
likes, he is still not permitted to demand that his children learn 
magic rather than science at school. There is a separation between 
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state and Church, there is no separation between state and science’ 
(1975, p. 299). What we need to do in the light of this, wrote 
Feyerabend (1975, p. 307), is to ‘free society from the strangling 
hold of an ideologically petrified science just as our ancestors freed 
us from the strangling hold of the One True Religion!’ In Feyera-
bend’s image of a free society, science will not be given preference 
over other forms of knowledge or over other traditions. A mature 
citizen in a free society is ‘a person who has learned to make up his 
mind and who has then decided in favour of what he thinks suits him 
best’. Science will be studied as a historical phenomenon ‘together 
with other fairy tales such as the myths of “primitive” societies’ 
so that each individual ‘has the information needed for arriving at 
a free decision’ (1975, p. 308, italics in original). In Feyerabend’s 
ideal society the state is ideologically neutral between ideologies 
to ensure that individuals maintain freedom of choice and do not 
have an ideology imposed on them against their will.

The culmination of Feyerabend’s case against method, together 
with his advocacy of a particular brand of freedom for the indi-
vidual, is his anarchistic theory of knowledge (1975, pp. 284–5, 
italics in original).

None of the methods which Carnap, Hempel, Nagel [three 
prominent positivists], Popper or even Lakatos want to use for 
rationalising scientific changes can be applied, and the one that 
can be applied, refutation, is greatly reduced in strength. What 
remains are aesthetic judgments, judgments of taste, metaphysical 
prejudices, religious desires, in short, what remains are our subjective 
wishes: science at its most advanced and general returns to the 
individual a freedom he seems to lose in its more pedestrian parts.

There is no scientific method, then. Scientists should follow their 
subjective wishes. Anything goes.

Critique of Feyerabend’s individualism

A critique of Feyerabend’s understanding of human freedom 
will act as a useful preliminary to an appraisal of his critique of 
method. A central problem with Feyerabend’s notion of freedom 
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stems from the degree to which it is entirely negative, in the sense 
that freedom is understood as freedom from constraints. Individu-
als should be free of constraints to the extent that they can follow 
their subjective wishes and do what they like. This overlooks the 
positive side of the issue, the extent to which individuals have 
access to the means to fulfil their wishes. For example, freedom 
of speech can be, and often is, discussed in terms of freedom from 
constraints, in the form of state suppression, libel laws and the 
like. So, for example, if students disrupt a lecture on campus by 
an academic expressing views sympathetic to Fascism they might 
well be accused of denying the speaker freedom of speech. They 
are accused of putting an obstacle in the way of the speaker’s natu-
ral right. However, freedom of speech can be considered, from 
the positive point of view, in terms of the resources available to 
individuals to have their views heard by others. What access does 
a particular individual have to the media, for example? This point 
of view puts our example in a different light. The disruption of the 
lecture could perhaps be justified on the grounds that the speaker 
was given access to a university lecture hall, microphone, media 
advertising and so on in a way that those advocating other views 
were not. The eighteenth-century philosopher David Hume 
nicely illustrated the point I am getting at when he criticised 
John Locke’s idea of the Social Contract. Locke had construed 
the social contract as being freely adopted by members of a demo-
cratic society and argued that anyone not wishing to subscribe to 
the contract was free to emigrate. Hume responded as follows:

Can we seriously say, that a poor peasant or artisan has a free 
choice to leave his country, when he knows no foreign language 
or manners, and lives from day to day, by the small wages which 
he acquires? We may as well assert that a man, by remaining in a 
vessel, freely consents to the domination of the master; though he 
was carried on board while asleep, and must leap into the ocean 
and perish, the moment he leaves her.1

Individuals are born into a society that pre-exists them and 
which, in that sense, possesses characteristics they do not choose 
and cannot be in a position to choose. The courses of action open 
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to them, and, consequently, the precise senses in which they are 
free, will be determined by the access that they have in practice to 
the resources necessary for various courses of action. In science too 
an individual who wishes to make a contribution to a science will 
be confronted by the situation as it stands: various theories, math-
ematical techniques, instruments and experimental techniques. 
The paths of action open to scientists in general will be delimited 
by that objectively existing situation, while the paths open to a 
particular scientist will be determined by the subset of the existing 
resources to which that individual scientist has access. Scientists 
will be free to follow their ‘subjective wishes’ only insofar as they 
are free to choose among the restricted range of options open to 
them. What is more, a prerequisite for an understanding of that 
situation will be a characterisation of the situation that individuals 
face, like it or not. Whether it be changes in science or in society 
generally, the main theoretical work involves understanding the 
situations confronted by individuals rather than involving some 
generalised appeal to unconstrained freedom.

It is ironic that Feyerabend, who in his study of science goes 
to great lengths to deny the existence of theory-neutral facts, in 
his social theory appeals to the far more ambitious notion of an 
ideology-neutral state. How on earth would such a state come into 
existence, how would it function and what would sustain it? In 
the light of work that has been done in making serious attempts 
to get to grips with questions about the origin and nature of ‘the 
state’, Feyerabend’s fanciful speculations about a utopia in which 
all individuals are free to follow their inclinations in an unre-
stricted way appear childish. 

Criticising Feyerabend for setting his views on science in an 
individualist framework involving a naive notion of freedom is one 
thing. Getting to grips with the details of the case he makes ‘against 
method’ in science is another. In the next chapter we will see what 
can be constructively salvaged from Feyerabend’s attack on method.

Further reading

Feyerabend develops some of the ideas of his Against Method: Out-
line of an Anarchistic Theory of Knowledge (1975) in Science in a Free 
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Society (1978). Realism, Rationalism and Scientific Method (Feyera-
bend, 1981a) and Problems of Empiricism (Feyerabend, 1981b) are 
collections of his articles, a number of which predate his ‘anar-
chistic’ phase. ‘Consolations for the Specialist’ (1970) and ‘On the 
Critique of Scientific Reason’ (1976) are his critiques of Kuhn 
and Lakatos respectively. I have taken issue with Feyerabend’s 
portrayal of Galileo’s science in ‘Galileo’s Telescopic Observa-
tions of Venus and Mars’ (Chalmers, 1985) and ‘The Galileo that 
Feyerabend Missed’ (Chalmers, 1986). Books on Feyerabend’s 
philosophy of science include Couvalis (1989), Farrell (2003) and 
Oberheim (2006).



CHAPTER 11

Methodical changes in method

Against universal method

We saw in the previous chapter that Feyerabend made a case 
against the various accounts of scientific method that have been 
put forward by philosophers as attempts to capture the distinctive 
feature of scientific knowledge. A key strategy that he employed 
was to argue for the incompatibility of those accounts and Galileo’s 
advances in physics and astronomy. Elsewhere (in Chalmers, 1985 
and 1986) I have taken issue with Feyerabend’s historical account 
of the Galileo episode and some of the details of my disagreement 
will be introduced and exploited in the next section. Once that 
history is corrected I believe it to remain the case that the cor-
rected history poses problems for standard accounts of science and 
the scientific method. That is, I suggest there is a sense in which 
Feyerabend’s case against method can be sustained, provided we 
are clear about the notion of method that has been refuted. Feyerabend’s 
case tells against the claim that there is a universal, ahistorical 
method of science that contains standards that all sciences should 
live up to if they are to be worthy of the title ‘science’. Here the 
term ‘universal’ is used to indicate that the proposed method is 
to apply to all sciences or putative sciences – physics, psychology, 
creation science or whatever – while the term ‘ahistorical’ signals 
the timeless character of the method. It is to be used to appraise 
Aristotle’s physics as much as Einstein’s and Democritus’s atomism 
as much as modern atomic physics. I am happy to join Feyera-
bend in regarding the idea of a universal and ahistoric method 
as highly implausible and even absurd. As Feyerabend (1975,  
p. 295) says, ‘The idea that science can, and should, be run accord-
ing to fixed and universal rules is both unrealistic and pernicious’, 
is ‘detrimental to science, for it neglects the complex physical 
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and historical conditions which influence scientific change’ and 
‘makes science less adaptable and more dogmatic’. If there is to be 
a scientific method capable of judging sciences of all kinds, past, 
present and future, one might well ask what resources philosophers 
have for arriving at such a potent tool, so potent that it can tell us 
in advance what are the appropriate standards for judging future 
science. If we have a conception of science as an open-ended quest 
to improve our knowledge, then why cannot there be room for us 
to improve our methods and adapt and refine our standards in the 
light of what we learn?

I have no problem joining the campaign that Feyerabend 
launched against method, then, provided method is understood 
as universal, unchanging method. We have seen that Feyerabend’s 
response to the case against method is to assume that there is no 
method, that scientists should follow their own subjective wishes 
and that anything goes. However, universal method and no 
method at all do not exhaust the range of possibilities. A middle 
way would hold that there are methods and standards in science, 
but that they can vary from science to science and can, within a 
science, be changed, and changed for the better. Not only does 
Feyerabend’s case not tell against this intermediate view, but his 
Galileo example can be construed in a way that supports it, as I 
shall attempt to show in the next section.

I hold that there is a middle way, according to which there are 
historically contingent methods and standards implicit in success-
ful sciences. A common response from philosophers of science 
who reject Feyerabend’s anarchism and extreme relativism as 
firmly as I do is that those like myself who seek a middle way are 
kidding ourselves. John Worrall (1988), for instance, has given 
clear expression to the general line of argument. If I am to defend 
a change in scientific method in a way that avoids extreme relativ-
ism then I am obliged to show in what way such a change is for the 
better. But better according to what standards? It would seem that 
unless there are some superstandards for judging changes in stand-
ards then those changes cannot be construed in a non-relativist 
way. But superstandards take us back to the universal method that 
is meant to yield such standards. So, Worrall’s argument goes, 
either we have universal method or relativism. There is no middle 
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way. As at least a preliminary to a rejoinder to this argument it is 
useful to take an example from science of a change in standards. 
The next section is devoted to such a change accomplished by 
Galileo.

Telescopic for naked-eye data: a change in standards

One of Galileo’s Aristotelian opponents (cited in Galileo, 1967, 
p. 248) referred to the idea that ‘the senses and experience should 
be our guide in philosophising’ as ‘the criterion of science itself ’. 
A number of commentators on the Aristotelian tradition have 
noted that it was a key principle within that tradition that knowl-
edge claims should be compatible with the evidence of the senses 
when they are used with sufficient care under suitable conditions. 
Ludovico Geymonat (1965, p. 45), a biographer of Galileo, refers 
to the belief ‘shared by most scholars at the time [of Galileo’s inno-
vations]’ that ‘only direct vision has the power to grasp actual 
reality’. Maurice Clavelin (1974, p. 384), in a context where he 
is comparing Galilean and Aristotelian science, observes that ‘the 
chief maxim of Peripatetic physics was never to oppose the evi-
dence of the senses’, and Stephen Gaukroger (1978, p. 92), in a 
similar context, writes of ‘a fundamental and exclusive reliance on 
sense-perception in Aristotle’s works’. A teleological defence of 
this fundamental standard was common. The function of the senses 
was understood to be to provide us with information about the 
world. Therefore, although the senses can mislead in abnormal 
circumstances, for instance in a mist or when the observer is sick 
or drunk, it makes no sense to assume that the senses can be sys-
tematically misleading when they are fulfilling the task for which 
they are intended. Irving Block (1961, p. 9), in an illuminating 
article on Aristotle’s theory of sense perception, characterises 
Aristotle’s view as follows:

Nature made everything for a purpose, and the purpose of man is 
to understand Nature through science. Thus it would have been 
a contradiction for Nature to have fashioned man and his organs 
in such a way that all knowledge and science must, from its incep-
tion, be false.
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Aristotle’s views were echoed by Thomas Aquinas many centuries 
later, as Block (1961, p.7) reports:

Sense perception is always truthful with respect to its proper 
objects, for natural powers do not, as a general rule, fail in the 
activities proper to them, and if they do fail, this is due to some 
derangement or other. Thus, only in a minority of cases do the 
senses judge inaccurately of their proper objects, and then only 
through some organic defect, e.g. when people sick with fever 
taste sweet things as bitter because their tongues are ill-disposed.

Galileo was faced with a situation in which a reliance on the 
senses, including naked-eye data was ‘a criterion of science itself ’. 
In order to introduce the telescope, and have telescopic data 
replace and overrule some naked-eye data, he needed to fly in the 
face of this criterion. By the time he had done so, he had effected 
a change in the standards of science. As we have seen, Feyerabend 
did not believe it was possible for Galileo to make a compelling 
case and needed to resort to propaganda and trickery. The histori-
cal facts tell otherwise.

I have already considered (pp. 20–3) the case that Galileo 
made for the veracity of his sightings of the moons of Jupiter. Here 
I will focus on the case that Galileo was able to muster for accept-
ing what the telescope revealed of the changing apparent sizes 
of Venus and Mars. We have already described, in the previous 
chapter, the urgency of the question and also accepted Feyera-
bend’s account of the difficulties that lay in the way of accepting 
telescopic observations of the heavens.

Galileo appealed to the phenomenon of irradiation to help 
discredit naked-eye observations of the planets and as provid-
ing grounds for preferring the telescopic observations. Galileo’s 
hypothesis (1967, p. 333) was that the eye ‘introduces a hindrance 
of its own’ when it views small, bright, distant light sources against 
a dark background. Because of this, such objects appear ‘festooned 
with adventitious and alien rays’. Thus, Galileo (1957, p. 46)  
explained elsewhere, if stars ‘are viewed by means of unaided 
vision, they present themselves to us not as of their simple (and, so 
to speak, their physical) size but as irradiated by a certain fulgor 
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and as fringed with sparkling rays’. In the case of the planets irra-
diation is removed by the telescope.

Since Galileo’s hypothesis involves the claim that irradiation 
arises as a consequence of the brightness, smallness and distance of 
the source, it can be tested by modifying those factors in a variety 
of ways that do not involve use of the telescope. A number of ways 
are explicitly invoked by Galileo (1957, pp. 46–7). The brightness 
of stars and planets can be reduced by viewing them through a 
cloud, a black veil, coloured glass, a tube, a gap between the fin-
gers or a pinhole in a card. In the case of planets the irradiation 
is removed by these techniques, so that they ‘show their globes 
perfectly round and definitely bounded’, whereas in the case of 
stars the irradiation is never completely removed, so that they are 
‘never seen to be bounded by a circular periphery, but have rather 
the aspect of blazes whose rays vibrate about them and scintillate a 
great deal’. As far as the dependence of irradiation on the apparent 
size of the observed light source is concerned, Galileo’s hypothesis 
is borne out by the fact that the moon and the sun are not subject 
to irradiation. This aspect of Galileo’s hypothesis, as well as the 
associated dependence of irradiation on the distance of the source, 
can be subject to a direct terrestrial test. A lighted torch can be 
viewed from near or far and at day or night. When viewed at a dis-
tance at night, when it is bright compared with its surroundings, 
it appears larger than its true size. Accordingly, Galileo (1967,  
p. 361) remarked that his predecessors, including Tycho and 
Clavius, should have proceeded with more caution when estimat-
ing the size of stars.

I will not believe that they thought that the true disc of a torch 
was as it appears in profound darkness, rather than as it is when 
perceived in lighted surroundings: for our lights seen from afar at 
night look large, but from near at hand their true flames are seen 
to be small and circumscribed.

The dependence of irradiation on the brightness of a source 
relative to its surroundings is further confirmed by the appearance 
of stars at twilight, which appear much smaller then than at night, 
and of Venus when observed in broad daylight, which appears ‘so 
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small that it takes sharp eyesight to see it, though in the follow-
ing night it appears like a great torch’. This latter effect provides a 
rough way of testing for the predicted change in size of Venus that 
does not involve an appeal to telescopic evidence. The test can be 
made with the naked eye provided observations are restricted to 
daytime or twilight. According to Galileo, at least, the changes 
in size are ‘quite perceptible to the naked eye’, although they 
can only be observed precisely with the telescope (Drake, 1957,  
p. 131).

By fairly straightforward practical demonstration, then, 
Galileo was able to show that the naked eye yields inconsistent 
information when small light sources, bright compared with their 
surroundings, are viewed in the terrestrial and celestial domain. 
The phenomenon of irradiation, for which Galileo provided a 
range of evidence, as well as the more direct demonstration with 
the lamp, indicated that naked-eye observations of small, bright 
light sources are unreliable. One implication of this is that naked-
eye observations of Venus in daylight are to be preferred to those 
made at night when Venus is bright compared with its surround-
ings. The former, unlike the latter, show that the apparent size 
of Venus varies during the course of the year. All this can be said 
without any reference to the telescope. When we now note that 
the telescope removes irradiation when used to observe planets 
and that, what is more, the variations in apparent size are compat-
ible with the variations observable with the naked eye in daylight, 
a strong case for the telescopic data begins to emerge.

A final argument for the veracity of the telescopic data on the 
sizes of Venus and Mars is that they corresponded precisely with 
the predictions of all of the serious astronomical theories at the 
time. This conflicts with the way in which Feyerabend, and Gali-
leo himself, presented the situation, implying, as they did, that the 
data offers support to the Copernican theory over its rivals. The 
rivals to the Copernican theory were those of Ptolemy and Tycho 
Brahé. Both of those theories predicted precisely the same varia-
tions in size as the Copernican theory did. Variations in distance 
from earth, leading to predicted changes in apparent size, arise in 
the Ptolemaic system because the planets move closer then fur-
ther from the earth as they traverse the epicycles superimposed on 
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the deferents, which latter were equidistant from the earth. They 
occur in Tycho Brahé’s system, in which planets other than earth 
orbit the sun while the sun itself orbits a stationary earth, for the 
same reason that they occur in the Copernican theory, since the 
two are geometrically equivalent. Derek J. de S. Price (1969) has 
shown quite generally that this must be so once the systems are 
adjusted to fit the observed angular positions of the planets and the 
sun. That the apparent sizes of the planets had posed a problem for 
the major astronomical theories since antiquity is acknowledged 
by Osiander in his introduction to Copernicus’s Revolutions of the 
Heavenly Spheres. 

We have surveyed the way in which Galileo argued for accept-
ance of some significant telescopic findings, arguments that, I 
suggest, were compelling, a suggestion borne out by the historical 
fact that they convinced all of Galileo’s serious rivals in a short 
space of time. But in establishing his case, Galileo made the first 
step in what was to be a common trend in science, the replacement 
of naked-eye data by data acquired by way of instruments, and in 
doing so violated, and brought about a change in, ‘the criterion of 
science itself ’. How does his accomplishment of this bear on the 
case for and against method?

Piecemeal change of theory, method and standards

How is it that Galileo has managed to change standards by mak-
ing a rational case in the face of arguments, such as John Worrall’s, 
to the effect that this is impossible? He was able to do so because 
there was much that was shared between him and his rivals. There 
was a large overlap in what they aimed for. Among much else, 
they shared the aim of giving a description of the motions of the 
heavenly bodies that was borne out by the empirical evidence. 
After all, Ptolemy’s Almagest is full of recordings of planetary posi-
tions, and Tycho Brahé is famed for his construction of massive 
quadrants and the like, which dramatically increased the accuracy 
of such recordings. There were low-level observations pointed out 
by Galileo that his opponents had no sensible option but to accept, 
such as the observation that a lamp appears larger than it really is 
from a distance at night, and that Venus looks smaller in the light 
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of day than in the dark of night. Shared observations such as these, 
against the background of the shared aim, were sufficient for Gali-
leo to be able to convince his opponents, using ‘clever techniques 
of persuasion’ that involved nothing other than straightforward 
argument, that in one context at least they should be willing to 
abandon the ‘criterion of science itself ’ and accept some telescopic 
data rather than their naked-eye counterpart.

At any stage in its development, a science will consist of some 
specific aims to arrive at knowledge of some specified kind, meth-
ods for arriving at those aims together with standards for judging 
the extent to which they have been met, and specific facts and 
theories that represent the current state of play as far as the reali-
sation of the aim is concerned. Each individual item in the web 
of entities will be subject to revision in the light of research. We 
have already discussed ways in which theories and facts are fallible 
(remember that supercooled liquids refute the claim that liquids 
cannot flow uphill) and we illustrated in the previous section a 
change in method and standards. The detailed form that the aim 
of a science takes can change too. Let me give an example. 

The experimental work of Robert Boyle is rightly seen as a 
major contribution to the scientific revolution of the seventeenth 
century. Two somewhat conflicting aspects of Boyle’s work can 
be discerned that, in a sense, represent the old and the new way of 
doing science. In his more philosophical writings Boyle advocated 
the ‘mechanical philosophy’. According to that philosophy, the 
material world is seen as consisting of pieces of matter. It is taken as 
obvious that there is just this one kind of matter. Observable-sized 
objects are made up of arrangements of microscopic corpuscles of 
matter, and change is to be understood in terms of the rearrange-
ment of corpuscles. The only properties corpuscles of matter have 
are the specific size, shape and motion that each one possesses, 
together with the property of impenetrability that serves to distin-
guish matter from empty space. The motion of a corpuscle changes 
when it collides with another, and this mechanism is the source of 
all activity and change in nature. An explanation of some physi-
cal process will involve tracing that process back to the motions, 
collisions and rearrangements of the corpuscles involved. In giving 
expression to a version of this view, Boyle was subscribing to the 
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new mechanical world view that was seen as the appropriate alter-
native to the Aristotelian one. In it, adequate explanations were 
ultimate explanations. They appealed to the shapes, sizes, motions 
and collisions of corpuscles, and these notions were themselves not 
considered to be in need of explanation. The aim of science, then, 
from this point of view, is ultimate explanations.

As well as advocating the mechanical philosophy, Boyle did 
experiments, notably his experiments in pneumatics and chem-
istry. As some of Boyle’s own remarks imply, his experimental 
successes did not yield scientific knowledge of the kind demanded 
within the mechanical philosophy. Boyle’s experiments on the 
physics of air, especially those with an air pump which enabled 
him to evacuate most of the air from a glass chamber, led him to 
explain a range of phenomena, such as the behaviour of barom-
eters both inside and outside of evacuated chambers, in terms of 
the weight and elasticity of air. He was even able to suggest a 
version of the law connecting the pressure and volume of a fixed 
mass of gas that bears his name. But his explanations were not 
scientific explanations from the point of view of the mechanical 
philosophy because they were not ultimate. Appealing to weight 
and elasticity was not acceptable until those properties themselves 
had been explained in terms of corpuscular mechanisms. Need-
less to say, Boyle was unable to satisfy that demand. Eventually 
it became appreciated that Boyle’s experimental science sought 
explanations that were both useful and attainable. By contrast, 
mechanical explanations in the strict sense came to be appreciated 
as unattainable. In effect, by the end of the seventeenth century 
the aim for ultimate explanations was given up in physics. That 
aim came to be seen as utopian, especially when contrasted with 
the achievements of experimental science.

The general idea, then, is that any part of the web of aims, 
methods, standards, theories and observational facts that consti-
tute a science at a particular time can be progressively changed, 
and the remaining part of the web will provide the background 
against which a case for the change can be made. However, it 
will certainly not be possible to make a reasoned case for chang-
ing everything in the web at once, for then there would be no 
ground on which to stand to make such a case. So if it were typical 
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of science that rival scientists see everything differently from the 
point of view of their respective paradigms and live in different 
worlds to the extent that they share nothing, it would indeed be 
impossible to capture an objective sense in which science pro-
gresses. But there are no situations in science or its history or, for 
that matter, anywhere else that conform to this caricature. We do 
not need a universal, ahistorical account of scientific method to 
give an objective account of progress in science, and, furthermore, 
an objective account of how method can be changed for the better 
is possible.

A light-hearted interlude

I can imagine how John Worrall, and like-minded opponents of 
relativism and defenders of universal method, would respond to 
the line I have taken above. They will say of my Galileo example, 
for instance, that, although it does illustrate a change in stand-
ards, an appeal to some higher, more general standards is involved. 
Both Galileo and his rivals demanded that their account of plan-
etary orbits should be borne out by appropriate evidence, for 
example. Once we have spelt out these general assumptions, my 
critics might well argue, then it is those general assumptions that 
constitute universal method, and it is precisely those which form 
the backdrop against which the change brought about by Galileo 
is to be judged progressive. Without such a backdrop, I hear them 
say, you cannot argue that the change is progressive. 

Let me make a concession. Suppose we do try to formu-
late some general principles that any proponent of science from 
Aristotle to Stephen Hawking might be expected to adhere to. 
Suppose the result is something like ‘take argument and the avail-
able evidence seriously and do not aim for a kind of knowledge or 
a level of confirmation that is beyond the reach of available meth-
ods’. Let us call it the commonsense version of scientific method. 
I concede that there is a universal method in the commonsense. 
But let me immediately attempt to remove any feeling of smug-
ness John Worrall and his allies might be enjoying having won 
this concession from me. Let me first point out that, to the extent 
that commonsense universal method is correct and adequate, it 



Methodical changes in method 159

puts them all, and myself, out of business, because it is hardly the 
kind of thing that it takes a professional philosopher to formulate, 
appreciate or defend. More seriously, I point out that once we do 
press the issue further, and demand that more detail be given, con-
cerning what counts as evidence and confirmation, and precisely 
what kind of claims can be defended and how, then those details 
will vary from science to science and from historical context to 
historical context.

A formulation of commonsense method might not be suf-
ficiently demanding a task to keep philosophers of science in 
business. However, I do suggest that an appreciation of it is suffi-
cient to resist some contemporary trends in science studies. I have 
in mind those sociologists of science and postmodernists (let’s call 
them ‘the levellers’ for short) who downplay or deny the special 
status to be accorded scientific knowledge on the grounds that 
establishing its credentials necessarily involves the interests of sci-
entists and groups of scientists, such things as financial or social 
status, professional interests and the like, in much the same way 
as any other social task does. In response to this I suggest there 
is a commonsense distinction between, say, the aim to improve 
knowledge of how chemicals combine and the aim to improve 
the social standing of professional chemists. I would even go so 
far as to suggest that if there are academic movements that fly in 
the face of this commonsense, then those in possession of such 
sense should demand that those movements be starved of funds. It 
is interesting to note that traditional philosophers of science have 
themselves contributed to the manufacturing of a situation that 
opens a space for the levellers. It is they who have presumed that 
a distinction between science and other kinds of knowledge can 
only be achieved with the aid of some philosophically articulated 
account of universal method. Consequently, when those attempts 
fail, in a way that the preceding chapters of this book have shown 
them to have done, the way seems open for the levellers to move 
in. Michael Mulkay (1979), one of the most modest of levellers 
to be sure, provides just one of the many possible examples of an 
analyst of science who draws the conclusion that a sociological 
categorisation of science is made necessary by the failure of what 
he terms ‘the standard view’.1 
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This brings us to the point at which the debate within philo
sophy of science stood about fifteen years ago. We cannot leave 
matters here, because during that period there have been two 
important movements that have developed since then and which 
warrant attention. One of these movements involves an attempt 
to develop an account of universal method by adapting a version 
of probability theory. We investigate it in the next chapter. The 
second movement has attempted to counter what it sees as the 
excesses of the theory-dominated accounts of science that have 
held sway for some time by taking a close look at experiment and 
what it involves. This approach is discussed in chapter 13.

Further reading

My case against universal method is made in a little more detail 
in Science and Its Fabrication (Chalmers, 1990, chapter 2), while 
‘Galileo’s Telescopic Observations of Venus and Mars’ (Chalmers, 
1985) and ‘The Galileo that Feyerabend Missed’ (Chalmers, 1986) 
contain a critique and improvement of Feyerabend’s Galileo case 
study. Laudan (1977) and Laudan (1984) involve an attempt to 
find a middle way between universal method and anarchism that 
differs from mine. More details of the case I make with relation to 
Boyle’s work can be found in ‘The Lack of Excellence of Boyle’s 
Mechanical Philosophy’ (Chalmers, 1993) and ‘Ultimate Expla-
nation in Science’ (Chalmers, 1995).



CHAPTER 12

The Bayesian approach

Introduction

Many of us had sufficient confidence in the prediction of the 
most recent return of Halley’s comet that we booked weekends 
in the country, far from city lights and well in advance, in order 
to observe it. Our confidence proved not to be misplaced. Scien-
tists have enough confidence in the reliability of their theories to 
send manned spacecraft into space. When things went amiss in 
one of them, we were impressed, but perhaps not surprised, when 
the scientists, aided by computers, were able to rapidly calculate 
how the remaining rocket fuel could be utilised to fire the rocket 
motor in just the right way to put the craft into an orbit that would 
return it to earth. These stories suggest that perhaps the extent 
to which theories are fallible, stressed by the philosophers in our 
story so far, from Popper to Feyerabend, are misplaced or exagger-
ated. Can the Popperian claim that the probability of all scientific 
theories is zero be reconciled with them? It is worth stressing, in 
this connection, that the theory used by the scientists in both of 
my stories was Newtonian theory, a theory falsified in a number 
of ways at the beginning of the twentieth century according to the 
Popperian account (and most others). Surely something has gone 
seriously wrong.

One group of philosophers who do think that something has 
gone radically wrong, and whose attempts to put it right have 
become popular in the last few decades, are the Bayesians, so 
called because they base their views on a theorem in probability 
theory proved by the eighteenth-century mathematician Thomas 
Bayes. The Bayesians regard it as inappropriate to ascribe zero 
probability to a well-confirmed theory, and they seek some kind 
of inductive inference that will yield non-zero probabilities for 
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them in a way that avoids the difficulties of the kind described 
in chapter 4. For example, they would like to be able to show 
how and why a high probability can be attributed to Newtonian 
theory when used to calculate the orbit of Halley’s comet or a 
spacecraft. An outline and critical appraisal of their viewpoint is 
given in this chapter.

Bayes’ theorem

Bayes’ theorem is about conditional probabilities, probabilities 
for propositions that depend on (and hence are conditional on) 
the evidence bearing on those propositions. For instance, the 
probabilities ascribed by a punter to each horse in a race will be 
conditional on the knowledge the punter has of the past form of 
each of the horses. What is more, those probabilities will be sub-
ject to change by the punter in the light of new evidence, when, 
for example, he finds on arrival at the racetrack that one of the 
horses is sweating badly and looking decidedly sick. Bayes’ theo-
rem is a theorem prescribing how probabilities are to be changed 
in the light of new evidence.

In the context of science the issue is how to ascribe probabili-
ties to theories or hypotheses in the light of evidence. Let P(h/e) 
denote the probability of a hypothesis h in the light of evidence 
e, P(e/h) denote the probability to be ascribed to the evidence e 
on the assumption that the hypothesis h is correct, P(h) the prob-
ability ascribed to h in the absence of knowledge of e, and P(e) the 
probability ascribed to e in the absence of any assumption about 
the truth of h. Then Bayes’ theorem can be written:

P(h/e) = P(h).P(e/h)
                      P(e)

P(h) is referred to as the prior probability, since it is the probability 
ascribed to the hypothesis prior to consideration of the evidence, 
e, and P(h/e) is referred to as the posterior probability, the prob-
ability after the evidence, e, is taken into account. So the formula 
tells us how to change the probability of a hypothesis to some new, 
revised probability in the light of some specified evidence.
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The formula indicates that the prior probability, P(h), is to be 
changed by a scaling factor P(e/h)/P(e) in the light of evidence 
e. It can readily be seen how this is in keeping with common 
intuitions. The factor P(e/h) is a measure of how likely e is given 
h. It will take a maximum value of 1 if e follows from h and a 
minimum value of zero if the negation of e follows from h. (Prob-
abilities always take values in between 1, representing certainty, 
and zero, representing impossibility.) The extent to which some 
evidence supports a hypothesis is proportional to the degree to 
which the hypothesis predicts the evidence, which seems reason-
able enough. The term in the divisor of the scaling factor, P(e), 
is a measure of how likely the evidence is considered to be when 
the truth of the hypothesis, h, is not assumed. So, if some piece 
of evidence is considered extremely likely whether we assume a 
hypothesis or not, the hypothesis is not supported significantly 
when that evidence is confirmed, whereas if that evidence is con-
sidered very unlikely unless the hypothesis is assumed, then the 
hypothesis will be highly confirmed if the evidence is confirmed. 
For instance, if some new theory of gravitation were to predict 
that heavy objects fall to the ground, it would not be significantly 
confirmed by the observation of the fall of a stone, since the stone 
would be expected to fall anyway. On the other hand, if that 
new theory were to predict some small variation of gravity with 
temperature, then the theory would be highly confirmed by the 
discovery of that effect, since it would be considered most unlikely 
in the absence of the new theory.

An important aspect of the Bayesian theory of science is that 
the calculations of prior and posterior probabilities always take place 
against a background of assumptions that are taken for granted, that is, 
assuming what Popper called background knowledge. So, for exam-
ple, when it was suggested in the previous paragraph that P(e/h) 
takes the value 1 when e follows from h, it was taken for granted 
that h was to be taken in conjunction with the available background 
knowledge. We have seen in earlier chapters that theories need to be 
augmented by suitable auxiliary assumptions before they yield test-
able predictions. The Bayesians take these considerations on board. 
Throughout this discussion it is assumed that probabilities are calcu-
lated against a background of assumed knowledge.
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It is important to clarify in what sense Bayes’ theorem is indeed 
a theorem. Although we will not consider the details here, we note 
that there are some minimal assumptions about the nature of 
probability which taken together constitute the so-called prob-
ability calculus. These assumptions are accepted by Bayesians and 
non-Bayesians alike. It can be shown that denying them has a 
range of undesirable consequences. It can be shown, for exam-
ple, that a gambling system that violates the probability calculus 
is ‘irrational’ in the sense that it makes it possible for wagers to 
be placed on all possible outcomes of a game, race or whatever in 
such a way that the participants on one or other side of the betting 
transaction will win whatever the outcome. (Systems of betting odds 
that allow this possibility are called Dutch Books. They violate 
the probability calculus.) Bayes’ theorem can be derived from the 
premises that constitute the probability calculus. In that sense, the 
theorem in itself is uncontentious. 

So far, we have introduced Bayes’ theorem, and have tried to 
indicate that the way in which it prescribes that the probability of 
a hypothesis be changed in the light of evidence captures some 
straightforward intuitions about the bearing of evidence on theo-
ries. Now we must press the question of the interpretation of the 
probabilities involved more strongly.

Subjective Bayesianism

The Bayesians disagree among themselves on a fundamental ques-
tion concerning the nature of the probabilities involved. On one 
side of the division we have the ‘objective’ Bayesians. According to 
them, the probabilities represent probabilities that rational agents 
ought to subscribe to in the light of the objective situation. Let 
me try to indicate the gist of their position with an example from 
horse racing. Suppose we are confronted by a list of the runners 
in a horse race and we are given no information about the horses 
at all. Then it might be argued that on the basis of some ‘principle 
of indifference’ the only rational way of ascribing probabilities to 
the likelihood of each horse winning is to distribute the probabili-
ties equally among the runners. Once we have these ‘objective’ 
prior probabilities to start with, then Bayes’ theorem dictates how 
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the probabilities are to be modified in the light of any evidence, 
and so the posterior probabilities that result are also those that a 
rational agent ought to accept. A major, and notorious, problem 
with this approach, at least in the domain of science, concerns 
how to ascribe objective prior probabilities to hypotheses. What 
seems to be necessary is that we list all the possible hypotheses in 
some domain and distribute probabilities among them, perhaps 
ascribing the same probability to each employing the principle 
of indifference. But where is such a list to come from? It might 
well be thought that the number of possible hypotheses in any 
domain is infinite, which would yield zero for the probability of 
each and the Bayesian game cannot get started. All theories have 
zero probability and Popper wins the day. How is some finite list 
of hypotheses enabling some objective distribution of non-zero 
prior probabilities to be arrived at? My own view is that this prob-
lem is insuperable, and I also get the impression from the current 
literature that most Bayesians are themselves coming around to 
this point of view. So let us turn to ‘subjective’ Bayesianism.

For the subjective Bayesian the probabilities to be handled 
by Bayes’ theorem represent subjective degrees of belief. They 
argue that a consistent interpretation of probability theory can 
be developed on this basis, and, moreover, that it is an interpreta-
tion that can do full justice to science. Part of their rationale can 
be grasped by reference to the examples I invoked in the opening 
paragraph of this chapter. Whatever the strength of the arguments 
for attributing zero probability to all hypotheses and theories, it 
is simply not the case, argue the subjective Bayesians, that people 
in general and scientists in particular ascribe zero probabilities to 
well-confirmed theories. The fact that I pre-booked my trip to 
the mountains to observe Halley’s comet suggests that they are 
right in my case at least. In their work, scientists take many laws 
for granted. The unquestioning use of the law of refraction of light 
by astronomers and Newton’s laws by those involved in the space 
program demonstrates that they ascribe to those laws a probability 
close, if not equal, to unity. The subjective Bayesians simply take 
the degrees of belief in hypotheses that scientists as a matter of 
fact happen to have as the basis for the prior probabilities in their 
Bayesian calculations. In this way they escape Popper’s strictures 
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to the effect that the probability of all universal hypotheses must 
be zero.

Bayesianism makes a great deal of sense in the context of 
gambling. We have noted that adherence to the probability cal-
culus, within which Bayes’ theorem can be proved, is a sufficient 
condition to avoid Dutch Books. Bayesian approaches to science 
capitalise on this by drawing a close analogy between science and 
gambling systems. The degree of belief held by a scientist in a 
hypothesis is analogous to the odds on a particular horse winning 
a race that he or she considers to be fair. Here there is a possible 
source of ambiguity that needs to be addressed. If we stick to our 
analogy with horse racing, then the odds considered to be fair by 
punters can be taken as referring either to their private subjec-
tive degrees of belief or to their beliefs as expressed in practice in 
their betting behaviour. These are not necessarily the same thing. 
Punters can depart from the dictates of the odds they believe in by 
becoming flustered at the race-track or by losing their nerve when 
the system of odds they believe in warrants a particularly large bet. 
Not all Bayesians make the same choice between these alternatives 
when applying the Bayesian calculus to science. For example, Jon 
Dorling (1979) takes the probabilities to measure what is reflected 
in scientific practice and Howson and Urbach (1993) take them to 
measure subjective degrees of belief. A difficulty with the former 
stand is knowing what it is within scientific practice that is meant 
to correspond to betting behaviour. Identifying the probabilities 
with subjective degrees of belief, as Howson and Urbach do, at 
least has the advantage of making it clear what the probabilities 
refer to.

Attempting to understand science and scientific reasoning in 
terms of the subjective beliefs of scientists would seem to be a 
disappointing departure for those who seek an objective account 
of science. Howson and Urbach have an answer to that charge. 
They insist that the Bayesian theory constitutes an objective theory 
of scientific inference. That is, given a set of prior probabilities 
and some new evidence, Bayes’ theorem dictates in an objective 
way what the new, posterior, probabilities must be in the light 
of that evidence. There is no difference in this respect between 
Bayesianism and deductive logic, because logic has nothing to say 
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about the source of the propositions that constitute the premises 
of a deduction either. It simply dictates what follows from those 
propositions once they are given. The Bayesian defence can be 
taken a stage further. It can be argued that the beliefs of individual 
scientists, however much they might differ at the outset, can be 
made to converge given the appropriate input of evidence. It is 
easy to see in an informal way how this can come about. Suppose 
two scientists start out by disagreeing greatly about the probable  
truth of hypothesis h which predicts otherwise unexpected experi
mental outcome e. The one who attributes a high probability to  
h will regards e as less unlikely than the one who attributes a low 
probability to h. So P(e) will be high for the former and low for 
the latter. Suppose now that e is experimentally confirmed. Each 
scientist will have to adjust the probabilities for h by the factor 
P(e/h)/P(e). However, since we are assuming that e follows from 
h, P(e/h) is 1 and the scaling factor is 1/P(e). Consequently, the 
scientist who started with a low probability for h will scale up 
that probability by a larger factor than the scientist who started 
with a high probability for h. As more positive evidence comes in, 
the original doubter is forced to scale up the probability in such 
a way that it eventually approaches that of the already convinced 
scientist. In this kind of way, argue the Bayesians, widely differing 
subjective opinions can be brought into conformity in response to 
evidence in an objective way.

Applications of the Bayesian formula

The preceding paragraph has given a strong foretaste of the kind 
of ways in which the Bayesians wish to capture and sanction typi-
cal modes of reasoning in science. In this section we will sample 
some more examples of Bayesianism in action.

In earlier chapters it was pointed out that there is a law of 
diminishing returns at work when testing a theory against experi-
ment. Once a theory has been confirmed by an experiment once, 
repeating that same experiment under the same circumstances 
will not be taken by scientists as confirming the theory to as high 
a degree as the first experiment did. This is readily accounted for 
by the Bayesian. If the theory T predicts the experimental result 
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E then the probability P(E/T) is 1, so that the factor by which the 
probability of T is to be increased in the light of a positive result 
E is 1/P(E). Each time the experiment is successfully performed, 
the more likely the scientist will be to expect it to be performed 
successfully again the subsequent time. That is, P(E) will increase. 
Consequently, the probability of the theory being correct will 
increase by a smaller amount on each repetition.

Other points in favour of the Bayesian approach can be made 
in the light of historical examples. Indeed, I suggest that it is the 
engagement by the Bayesians with historical cases in science that 
has been a key reason for the rising fortunes of their approach in 
recent years, a trend begun by Jon Dorling (1979). In our discus-
sion of Lakatos’s methodology we noted that according to that 
methodology it is the confirmations of a program that are impor-
tant rather than the apparent falsifications, which can be blamed 
on the assumptions in the protective belt rather than on the hard 
core. The Bayesians claim to be able to capture the rationale for 
this strategy. Let us see how they do it, by looking at a historical 
example utilised by Howson and Urbach (1993, pp. 136–42).

The example concerns a hypothesis put forward by William 
Prout in 1815. Prout, impressed by the fact that atomic weights of 
the chemical elements relative to the atomic weight of hydrogen 
are in general close to whole numbers, conjectured that atoms of 
the elements are made up of whole numbers of hydrogen atoms. 
That is, Prout saw hydrogen atoms as playing the role of elemen-
tary building blocks. The question at issue is what the rational 
response was for Prout and his followers to the finding that the 
atomic weight of chlorine relative to hydrogen (as measured 
in 1815) was 35.83, that is, not a whole number. The Bayesian 
strategy is to assign probabilities that reflect the prior probabili-
ties that Prout and his followers might well have assigned to their 
theory together with relevant aspects of background knowledge, 
and then use Bayes’ theorem to calculate how these probabili-
ties change in light of the discovery of the problematic evidence, 
namely, the non-integral value of the atomic weight of chlorine. 
Howson and Urbach attempt to show that when this is done 
the result is that the probability of Prout’s hypothesis falls just a  
little, whereas the probability of the relevant measurements being 
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accurate falls dramatically. In light of this it seems quite reasonable 
for Prout to have retained his hypothesis (the hard core) and to 
have put the blame on some aspect of the measuring process (the 
protective belt). It would seem that a clear rationale has been given 
for what in Lakatos’s methodology appeared as ‘methodological 
decisions’ that were not given any grounding. What is more, it 
would seem that Howson and Urbach, who are following the lead 
of Dorling here, have given a general solution to the so-called 
Duhem-Quine problem. Confronted with the problem of which 
part of a web of assumptions to blame for an apparent falsification, 
the Bayesian answer is to feed in the appropriate prior probabilities 
and calculate the posterior probabilities. These will show which 
assumptions slump to a low probability, and consequently which 
assumptions should be dropped to maximise the chances of future 
success. 

I will not go through the details of the calculations in the 
Prout case, or any of the other examples that Bayesians have given, 
but I will say enough to at least give the flavour of the way in 
which they proceed. Prout’s hypothesis, h, and the effect of the 
evidence, e, the non-integral atomic weight of chlorine, on the 
probability to be assigned to it is to be judged in the context of  
the available background knowledge, a. The most relevant aspect 
of the background knowledge is the confidence to be placed in the 
available techniques for measuring atomic weights and the degree 
of purity of the chemicals involved. Estimates need to be made 
about the prior probabilities of h, a and e. Howson and Urbach 
suggest a value of 0.9 for P(h), basing their estimate on historical 
evidence to the effect that the Proutians were very convinced of 
the truth of their hypothesis. They place P(a) somewhat lower at 
0.6, on the grounds that chemists were aware of the problem of 
impurities, and that there were variations in the results of different 
measurements of the atomic weight of particular elements. The 
probability P(e) is assessed on the assumption that the alternative 
to h is a random distribution of atomic weights, so, for instance, 
P(e/not h & a) is ascribed a probability 0.01 on the grounds that, 
if the atomic weight of chlorine is randomly distributed over a 
unit interval it would have a one in a hundred chance of being 
35.83, rather than 35.82, 35.61 or any of the hundred possibilities 
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between 35.00 and 36.00. These probability estimates, and a few 
others like them, are fed into Bayes’ theorem to yield posterior 
probabilities, P(h/e) and P(a/e), for h and a. The result is 0.878 
for the former and 0.073 for the latter. Note that the probability 
for h, Prout’s hypothesis, has fallen only a small amount from 
the original 0.9, whereas the probability of a, the assumption that 
the measurements are reliable, has fallen dramatically from 0.6 to 
0.073. A reasonable response for the Proutians, conclude Howson 
and Urbach, was to retain their hypothesis and doubt the measure-
ments. They point out that nothing much hinges on the absolute 
value of the numbers that are fed into the calculation so long as 
they are of the right kind of order to reflect the attitudes of the 
Proutians as reflected in the historical literature.

The Bayesian approach can be used to mount a criticism of 
some of the standard accounts of the undesirability of ad hoc 
hypotheses and related issues. Earlier in this book I proposed the 
idea, following Popper, that ad hoc hypotheses are undesirable 
because they are not testable independently of the evidence that 
led to their formulation. A related idea is that evidence that is used 
to construct a theory cannot be used again as evidence for that 
theory. From the Bayesian point of view, although these notions 
sometimes yield appropriate answers concerning how well theo-
ries are confirmed by evidence, they also go astray, and, what is 
more, the rationale underlying them is misconceived. The Bayes-
ians attempt to do better in the following kinds of ways.

Bayesians agree with the widely held view that a theory is bet-
ter confirmed by a variety of kinds of evidence than by evidence 
of a particular kind. There is a straightforward Bayesian rationale 
that explains why this should be so. The point is that there are 
diminishing returns from efforts to confirm a theory by a single 
kind of evidence. This follows from the fact that each time the 
theory is confirmed by that kind of evidence, then the probabil-
ity expressing the degree of belief that it will do so in the future 
gradually increases. By contrast, the prior probability of a theory 
being confirmed by some new kind of evidence may be quite low. 
In such cases, feeding the results of such a confirmation, once it 
occurs, into the Bayesian formula leads to a significant increase 
in the probability ascribed to the theory. So the significance of 
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independent evidence is not in dispute. Nevertheless, Howson and 
Urbach urge that, from the Bayesian point of view, if hypotheses 
are to be dismissed as ad hoc, the absence of independent testabil-
ity is not the right reason for doing so. What is more, they deny 
that data used in the construction of a theory cannot be used to 
confirm it.

A major difficulty with the attempt to rule out ad hoc hypoth-
eses by the demand for independent testability is that it is too 
weak, and admits hypotheses in a way that at least clashes with 
our intuitions. For instance, let us consider the attempt by Gali-
leo’s rival to retain his assumption that the moon is spherical in 
the face of Galileo’s sightings of its moons and craters by propos-
ing the existence of a transparent, crystalline substance enclosing 
the observable moon. This adjustment cannot be ruled out by 
the independent testability criterion because it was independently 
testable, as evidenced by the fact that it has been refuted by the 
lack of interference from any such crystalline spheres experienced 
during the various moon landings. Greg Bamford (1993) has 
raised this, and a range of other difficulties with a wide range of 
attempts to define the notion of ad hocness by philosophers in 
the Popperian tradition, and suggest that they are attempting to 
define a technical notion for what is in effect nothing more than 
a commonsense idea. Although Bamford’s critique is not from a 
Bayesian point of view, the response of Howson and Urbach is 
similar, insofar as their view is that ad hoc hypotheses are rejected 
simply because they are considered implausible, and are credited 
with a low probability because of this. Suppose a theory t has run 
into trouble with some problematic evidence and is modified by 
adding assumption a, so that the new theory, t, is (t & a). Then 
it is a straightforward result of probability theory that P(t & a) 
cannot be greater than P(a). From a Bayesian point of view, then, 
the modified theory will be given a low probability simply on 
the grounds that P(a) is unlikely. The theory of Galileo’s rival 
could be rejected to the extent that his suggestion was implausible. 
There is nothing more to it, and nothing else needed.

Let us now turn to the case of the use of data to construct a 
theory, and the denial that that data can be considered to sup-
port it. Howson and Urbach (1993, pp. 154–7) suggest counter 
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examples. Consider an urn containing counters, and imagine 
that we begin with the assumption that all of the counters are 
white and none of them coloured. Suppose we now draw counters 
1,000 times, replacing the counter and shaking the urn after each 
draw, and that the result is that 495 of the counters are white. 
We now adjust our hypothesis to be that the urn contains white 
and coloured counters in equal numbers. Is this adjusted hypoth-
esis supported by the evidence used to arrive at the revised, equal 
numbers, hypothesis? Howson and Urbach suggest, reasonably, 
that it is, and show why this is so on Bayesian grounds. The crucial 
factor that leads to the probability of the equal numbers hypoth-
esis increasing as a result of the experiment that drew 495 white 
counters is the probability of drawing that number if the equal 
numbers hypothesis is false. Once it is agreed that that proba-
bility is small, the result that the experiment confirms the equal 
numbers hypothesis follows straightforwardly from the Bayesian 
calculus, even though the data were used in the construction of 
the hypothesis.

There is a standard criticism often levelled at the Bayesian 
approach that does strike at some versions of it, but I think the 
version defended by Howson and Urbach can counter it. To utilise 
Bayes’ theorem it is necessary to be able to evaluate P(e), the prior 
probability of some evidence that is being considered. In a context 
where hypothesis h is being considered, it is convenient to write 
P(e) as P(e/h).P(h) + P(e/not h).P(not h), a straightforward 
identity in probability theory. The Bayesian needs to be able to 
estimate the probability of the evidence assuming the hypothesis 
is true, which may well be unity if the evidence follows from the 
hypothesis, but also the probability of the evidence should the 
hypothesis be false. It is this latter factor that is the problematic 
one. It would appear that it is necessary to estimate the likelihood 
of the evidence in the light of all hypotheses other than h. This 
is seen as a major obstacle, because no particular scientist can be 
in a position to know all possible alternatives to h, especially if, 
as some have suggested, this must include all hypotheses not yet 
invented. The response open to Howson and Urbach is to insist 
that the probabilities in their Bayesian calculus represent personal 
probabilities, that is, the probabilities that individuals, as a matter 
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of fact, attribute to various propositions. The value of the prob-
ability of some evidence being true in the light of alternatives to 
h will be decided on by a scientist in the light of what that sci-
entist happens to know (which will certainly exclude hypotheses 
not yet invented). So, for instance, when dealing with the Prout 
case, Howson and Urbach take the only alternative to Prout’s 
hypothesis to be the hypothesis that atomic weights are randomly 
distributed on the basis of historical evidence to the effect that that 
is what the Proutians believed to be the alternative. It is the thor-
oughgoing nature of their move to subjective probabilities that 
makes it possible for Howson and Urbach to avoid the particular 
problem raised here.

In my portrayal of the elements of the Bayesian analysis of 
science, I have concentrated mainly on the position outlined by 
Howson and Urbach because it seems to me to be the one most 
free of inconsistencies. Because of the way in which probabilities 
are interpreted in terms of degrees of the beliefs actually held by 
scientists, their system enables non-zero probabilities to be attrib-
uted to theories and hypotheses, it gives a precise account of how 
the probabilities are to be modified in the light of evidence, and 
it is able to give a rationale for what many take to be key features 
of scientific method. Howson and Urbach embellish their system 
with historical case studies.

Critique of subjective Bayesianism

As we have seen, subjective Bayesianism, the view that consist-
ently understands probabilities as the degrees of belief actually 
held by scientists, has the advantage that it is able to avoid many of 
the problems that beset alternative Bayesian accounts that seek for 
objective probabilities of some kind. For many, to embrace subjec-
tive probabilities is to pay too high a price for the luxury of being 
able to attribute probabilities to theories. Once we take probabili-
ties as subjective degrees of belief to the extent that Howson and 
Urbach, for example, urge that we do, then a range of unfortunate 
consequences follow.

The Bayesian calculus is portrayed as an objective mode of 
inference that serves to transform prior probabilities into posterior 
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probabilities in the light of given evidence. Once we see things in 
this way, it follows that any disagreements in science, between pro-
ponents of rival research programs, paradigms or whatever, reflected 
in the (posterior) beliefs of scientists, must have their source in the 
prior probabilities held by the scientists, since the evidence is taken 
as given and the inference considered to be objective. But the prior 
probabilities are themselves totally subjective and not subject to a 
critical analysis. They simply reflect the various degrees of belief 
each individual scientist happens to have. Consequently, those of us 
who raise questions about the relative merits of competing theories 
and about the sense in which science can be said to progress will not 
have our questions answered by the subjective Bayesian, unless we 
are satisfied with an answer that refers to the beliefs that individual 
scientists just happen to have started out with.

If subjective Bayesianism is the key to understanding science and 
its history, then one of the most important sources of information 
that we need to have access to in order to acquire that understand-
ing is the degrees of belief that scientists actually do or did hold. 
(The other source of information is the evidence, which is discussed 
below.) So, for instance, an understanding of the superiority of the 
wave theory over the particle theory of light will require some 
knowledge of the degrees of belief that Fresnel and Poisson, for 
instance, brought to the debate in the early 1830s. There are two 
problems here. One is the problem of gaining access to a knowledge 
of these private degrees of belief. (Recall that Howson and Urbach 
distinguish between private beliefs and actions and insist that it is 
the former with which their theory deals, so we cannot infer beliefs 
of scientists from what they do, or even write.) The second prob-
lem is the implausibility of the idea that we need to gain access to 
these private beliefs in order to grasp the sense in which, say, the 
wave theory of light was an improvement on its predecessor. The 
problem is intensified when we focus on the degree of complexity 
of modern science, and the extent to which it involves collaborative 
work. (Recall my comparison with workers constructing a cathe-
dral in chapter 8.) An extreme, and telling, example is provided by 
Peter Galison’s (1997) account of the nature of the work in current 
fundamental particle physics, where very abstruse mathematical 
theories are brought to bear on the world via experimental work 
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that involves elaborate computer techniques and instrumentation 
and requires state-of-the-art engineering for its operation. In situ-
ations like this there is no single person who grasps all aspects of 
this complex work. The theoretical physicist, the computer pro-
grammer, the mechanical engineer and the experimental physicist 
all have their separate skills, which are brought to bear on a col-
laborative enterprise. If the progressiveness of this enterprise is to be 
understood as focusing on degrees of belief, then whose degree of 
belief do we choose and why?

The extent to which degrees of belief are dependent on prior 
probabilities in Howson and Urbach’s analysis is the source of 
another problem. It would seem that, provided a scientist believes 
strongly enough in his or her theory to begin with (and there is 
nothing in subjective Bayesianism to prevent degrees of belief as 
strong as one might wish), then this belief cannot be shaken by any 
evidence to the contrary, however strong or extensive it might be. 
This point is in fact illustrated by the Prout study, the very study 
that Howson and Urbach use to support their position. Recall that 
in that study we assume that the Proutians began with a prior prob-
ability of 0.9 for their theory that atomic weights are equal multiples 
of the atomic weight of hydrogen and a prior probability of 0.6 
for the assumption that atomic weight measurements are reason-
ably accurate reflections of actual atomic weights. The posterior 
probabilities, calculated in the light of the 35.83 value obtained for 
chlorine, were 0.878 for Prout’s theory and 0.073 for the assump-
tion that the experiments are reliable. So the Proutians were right to 
stick to their theory and reject the evidence. I point out here that the 
original incentive behind Prout’s hypothesis was the near integral 
values of a range of atomic weights other than chlorine, measured 
by the very techniques that the Proutians have come to regard as 
so unreliable that they warrant a probability as low as 0.073! Does 
this not show that if scientists are dogmatic enough to begin with 
they can offset any adverse evidence? Insofar as it does, there is no 
way that the subjective Bayesian can identify such activity as bad  
scientific practice. The prior probabilities cannot be judged. They 
must be taken as simply given. As Howson and Urbach (1993, p. 418)  
observe, ‘how prior distributions are determined is simply not 
something that comes within the scope of [their] theory’.
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Bayesians seem to have a counter to the Popperian claim that 
the probability of all theories must be zero, insofar as they identify 
probabilities with the degrees of belief that scientists happen, as a 
matter of fact, to possess. However, the Bayesian position is not 
that simple. For it is necessary for the Bayesians to ascribe prob-
abilities that are counterfactual, and so cannot be simply identified 
with degrees of belief actually held. Let us take the problem of 
how past evidence is to count for a theory as an example. How can 
the observations of Mercury’s orbit be taken as confirmation of 
Einstein’s theory of general relativity, given that the observations 
preceded the theory by a number of decades? To calculate the 
probability of Einstein’s theory in the light of this evidence, the 
subjective Bayesian is required, among other things, to provide 
a measure for the probability an Einstein supporter would have 
given to the probability of Mercury’s orbit precessing in the way 
that it does without a knowledge of Einstein’s theory. That probability 
is not a measure of the degree of belief that a scientist actually has 
but a measure of a degree of belief they would have had if they did 
not know what they in fact do know. The status of these degrees 
of belief, and the problem of how one is to evaluate them, pose 
serious problems, to put it mildly.

Let us now turn to the nature of ‘evidence’ as it figures in 
subjective Bayesianism. We have treated the evidence as a given, 
something that is fed into Bayes’ theorem to convert prior prob-
abilities to posterior probabilities. However, as the discussion of 
the early chapters of this book should have made clear, evidence in 
science is far from being straightforwardly given. The stand taken 
by Howson and Urbach (1993, pp. 406–7) is explicit and totally in 
keeping with their overall approach.

The Bayesian theory we are proposing is a theory of inference 
from data; we say nothing about whether it is correct to accept the 
data or even whether your commitment to the data is absolute. It 
may not be, and you may be foolish to repose in it the confidence 
you actually do. The Bayesian theory of support is a theory of 
how the acceptance as true of some evidential statement affects 
your belief in some hypothesis. How you come to accept the truth 
of the evidence and whether you are correct in accepting it as 
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true are matters which, from the point of view of the theory, are 
simply irrelevant.

Surely this is a totally unacceptable position for those who pur-
port to be writing a book on scientific reasoning. For is it not the case 
that we seek an account of what counts as appropriate evidence 
in science? Certainly a scientist will respond to some evidential 
claim, not by asking the scientist making the claim how strongly 
he or she believes it, but by seeking information on the nature of 
the experiment that yielded the evidence, what precautions were 
taken, how errors were estimated and so on. A good theory of 
scientific method will surely be required to give an account of the 
circumstances under which evidence can be regarded as adequate, 
and be in a position to pinpoint standards that empirical work in 
science should live up to. Certainly experimental scientists have 
plenty of ways of rejecting shoddy work, and not by appealing to 
subjective degrees of belief.

Especially when they are responding to criticism, Howson 
and Urbach stress the extent to which both the prior probabili-
ties and the evidence which need to be fed into Bayes’ theorem 
are subjective degrees of belief about which the subjective Bayes-
ian has nothing to say. But to what extent can what remains of 
their position be called a theory of scientific method? All that 
remains is a theorem of the probability calculus. Suppose we con-
cede to Howson and Urbach that this theorem, as interpreted by 
them, is indeed a theorem with a status akin to deductive logic. 
Then this generous concession serves to bring out the limitation 
of their position. Their theory of scientific method tells us as much 
about science as the observation that science adheres to the dic-
tates of deductive logic. The vast majority, at least, of philosophers 
of science would have no problem accepting that science takes 
deductive logic for granted, but would wish to be told much more.

Further reading

Dorling (1979) was an influential paper that put subjective Bayesi-
anism on its modern trend, and Howson and Urbach (1993) is a 
sustained and unabashed case for it. Horwich (1982) is another 
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attempt to understand science in terms of subjective probability. 
Rosenkrantz (1977) is an attempt to develop a Bayesian account of 
science involving objective probabilities. Earman (1992) is a criti-
cal, but technical, defence of the Bayesian program. Mayo (1996) 
contains a sustained critique of Bayesianism.



CHAPTER 13

The new experimentalism

Introduction

If we regard the Bayesian account of scientific inference as a failure, 
we still have not provided much by way of some characterisation 
of what it is that is distinctive about scientific knowledge. Popper 
posed problems for positivism and inductivism by stressing the  
theory-dependence of observation and the extent to which theories 
always transcend, and so can never be derived from, the evidence. 
Popper’s account of science was based on the idea that the best the-
ories are those that survive the severest tests. However, his account 
was unable to give clear guidance as to when a theory, rather than 
some element of background knowledge, should be held respon-
sible for a failed test, and was unable to say something sufficiently 
positive about theories that happen to have survived tests. The 
subsequent attempts that we discussed all involved taking the idea 
of theory-dependence further than Popper did. Lakatos introduced 
research programs, and saw them retained or rejected according to 
conventional decisions, decisions, for example, to blame auxiliary 
assumptions rather than hard-core principles for apparent falsifica-
tions. However, he was unable to give grounds for those decisions, 
and in any case they were too weak to specify when it was time 
to abandon a research program in favour of another. Kuhn intro-
duced paradigms rather than research programs, thus introducing 
a degree of paradigm-dependence in science that was more far-
reaching than Popper’s theory-dependence, so much so that Kuhn 
was even worse off than Lakatos in giving a clear answer to the 
question of the sense in which a paradigm could be said to be 
an improvement on the one it replaced. Feyerabend can be seen 
as taking the theory-dependence movement to its extreme, giv-
ing up on the idea of special methods and standards for science 
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altogether, and joining Kuhn in the portrayal of rival theories as 
incommensurable. The Bayesians can also be seen as part of what 
I am calling the theory-dependence tradition. For them the back-
ground theoretical assumptions that inform the judgments about 
the merits of scientific theories are brought in by way of the prior 
probabilities.

For one group of philosophers, the range of problems that 
beset contemporary philosophy of science are to be confronted 
by tackling the move towards radical theory-dependence at its 
source. Although they do not wish to return to the positivist idea 
that the senses provide an unproblematic basis for science, they do 
seek a relatively secure basis for science, not in observation but in 
experiment. I shall follow Robert Ackermann (1989) and refer to 
this recent trend as ‘the new experimentalism’. According to its 
proponents, experiment can, in the words of Ian Hacking (1983, 
p. vii) have a ‘life of its own’ independent of large-scale theory. 
It is argued that experimentalists have a range of practical strate-
gies for establishing the reality of experimental effects without 
needing recourse to large-scale theory. What is more, if scientific 
progress is seen as the steady build-up of the stock of experimental 
knowledge, then the idea of cumulative progress in science can be 
reinstated and is not threatened by claims to the effect that there 
are scientific revolutions involving large-scale theory change.

Experiment with life of its own

We begin this section with a historical story, drawing heavily 
on Gooding (1990). Late in the summer of 1820 reports reached 
Britain of Oersted’s finding that the magnetic effect of a current-
carrying wire in some way circulates the wire. Faraday undertook 
experimental work to clarify what this claim amounted to and 
to develop it further. Within a few months he had constructed 
what was, in effect, a primitive electric motor. A cylindrical 
glass tube was sealed by corks, top and bottom. A wire running 
through the centre of the top cork into the cylinder ended in a 
hook from which a second wire hung vertically. Its lower end was 
free to rotate around the tip of a soft iron cylinder protruding into 
the base of the cylinder via the bottom cork. Electrical contact 
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between the lower tip of the dangling wire and the iron core was 
maintained via a pool of mercury resting on the lower cork. To 
activate this ‘motor’, one pole of a bar magnet was held adjacent 
to the end of the iron core emerging from the lower cork, while 
a conducting wire connected the iron core to the wire emerging 
from the top cork via an electric cell. The ensuing current caused 
the lower tip of the dangling wire to rotate around the magnet-
ised iron core, maintaining contact with the mercury as it did so. 
Faraday promptly sent a sample of this device to his rivals around 
Europe, complete with instructions on how to make it work. He 
pointed out to them that they could reverse the direction of the 
rotation either by reversing the connections to the battery or by 
reversing the magnet.

Is it useful or appropriate to regard this accomplishment of 
Faraday’s as theory-dependent and fallible? It can be said to be 
theory-dependent in a very weak sense. Faraday’s rivals on the 
Continent would not have been able to follow his instructions 
if they did not know what a magnet, mercury and an electric 
cell were. But this amounts to no more than a refutation of the 
extreme empiricist idea that facts must be established directly by 
the entry of sensory data into a mind that otherwise knows noth-
ing. Nobody need deny the claim that someone who cannot tell 
the difference between a magnet and a carrot is not in a position to 
appreciate what counts as an established fact in electromagnetism. 
It is surely injudicious to use the term ‘theory’ in such a general 
sense that ‘carrots are not magnets’ becomes a theory. What is 
more, construing all talk as ‘theory-dependent’ does not help get 
to grips with the genuine differences between the likes of Faraday 
and Ampere. Faraday, as is well known, sought to understand elec-
tric and magnetic phenomena in terms of lines of force emanating 
from electrically charged bodies and magnets and filling the space 
around them, while theorists on the Continent thought of electric 
fluids residing in insulators and flowing through conductors, with 
elements of fluid acting on each other at a distance. These were 
the theories at stake, and the appreciation of Faraday’s motor effect 
was not ‘theory-dependent’ in the sense that an appreciation of it 
depended on the acceptance of or familiarity with some version 
of one of the rival theories. Within electromagnetism at the time 
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Faraday’s motor constituted an experimentally established theory-
neutral effect which all electromagnetic theories were obliged to 
take account of.

Nor is it helpful to regard Faraday’s motor effect as fallible. It 
is true that Faraday’s motors sometimes do not work, because the 
magnet is too weak or because the wire is immersed so far into 
the mercury that the latter offers too much resistance to rotation, 
or whatever. Consequently, the statement ‘all wires situated in an 
experimental arrangement meeting Faraday’s description rotate’ 
is false. But this simply indicates that attempting to capture the 
essence of Faraday’s discovery with universal statements of this 
kind is inappropriate. Faraday discovered a new experimental 
effect, demonstrated it by constructing a version of his device that 
did work, and gave instructions to his rivals that enabled them to 
build devices that worked too. The odd failure is neither surpris-
ing nor relevant. The theoretical explanation of Faraday’s motor 
that would be accepted today differs from that offered by both 
Faraday and Ampere in significant respects. But it remains the case 
that Faraday’s motors usually work. It is difficult to comprehend 
how future advances in theory could somehow lead to the conclu-
sion that electric motors don’t work (although they might well 
be rendered obsolete by future discoveries of yet other experi-
mental effects). Looked at in this way, experimental effects that 
can be produced in a controlled way are not fallible, they are here 
for keeps. What is more, if we understand progress in science in 
terms of the accumulation of such effects, then we have a theory-
independent understanding of its growth.

A second example supports further this way of looking at 
things. Jed Buchwald’s (1989) detailed study of the experimen-
tal career of Heinrich Hertz indicates the extent to which Hertz 
aimed to produce novel experimental effects. Some of his claims 
to have done so did not meet with general acceptance. It is not 
difficult to appreciate why. Hertz had learnt his electromagnetism 
through Helmholtz and saw things in terms of Helmholtz’s theo-
retical framework, which was just one of the several theoretical 
approaches to electromagnetism at the time (the chief alternatives 
being those of Weber and Maxwell). That the experimental find-
ings of Hertz constituted novel effects could only be appreciated 



The new experimentalism 183

and defended if the fine details of the theoretical interpretation 
Hertz brought to his experiments were appreciated and defended. 
These results were highly theory-dependent, and this, a new 
experimentalist might well argue, is precisely why they were not 
generally accepted as constituting novel effects. Things were quite 
otherwise once Hertz had produced his electric waves. That there 
were such waves could be demonstrated in a way that was inde-
pendent of which general theory was subscribed to. Hertz was able 
to exhibit this new effect in a controlled way. He set up standing 
waves and showed that small spark detectors showed maximum 
sparking at the antinodes and no sparking at the nodes of these 
waves. This was by no means easily achieved, nor were the results 
easily reproduced, as Buchwald found when he tried it. But I am 
not claiming the experiments were easy. I am simply claiming that 
the fact that the experiments demonstrated the existence of a new 
experimentally produced phenomenon could be appreciated in a 
way that did not rely on recourse to one or other of the competing 
electromagnetic theories, a claim borne out by the rapidity with 
which Hertz’s waves were accepted by all camps.

The production of controlled experimental effects can be 
accomplished and appreciated independently of high-level the-
ory, then. In a similar vein, the new experimentalist can point 
to a range of strategies available to experimenters for establish-
ing their claims that do not involve appeal to high-level theory. 
Let us consider, for example, how an experimentalist might argue 
that a particular observation by way of an instrument represents  
something real rather than an artifact. Ian Hacking’s (1983,  
pp. 186–209) stories concerning the use of microscopes illustrate 
the point well. A miniature grid, with labelled squares is etched on 
a piece of glass which is then photographically reduced to such an 
extent that the grid becomes invisible. The reduced grid is viewed 
through a microscope that reveals the grid, complete with labelled 
squares. This already is a strong indication that the microscope 
magnifies, and magnifies reliably – an argument, incidentally, 
that does not rely on a theory of how the microscope works. We 
now reflect on a biologist who is using an electron microscope 
to view red blood platelets mounted on our grid. (Here Hack-
ing is reporting an actual sequence of affairs reported to him by a 
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scientist.) Some dense bodies are observable within the cell. The 
scientist wonders if the bodies are present in the blood or are arti-
facts of the instrument. (He suspects the latter.) He notes which of 
the labelled squares on the grid contain these dense bodies. Next 
he views his sample through a fluorescence microscope. The same 
bodies appear once again, in the same locations on the grid. Can 
there be any doubt that what is being observed represents bodies 
in the blood rather than artifacts? All that is required to render this 
argument persuasive is the knowledge that the two microscopes 
work on quite different physical principles, so that the chance of 
both of them producing identical artifacts can be recognised as 
highly improbable. The argument does not require detailed theo-
retical knowledge of the workings of either instrument.

Deborah Mayo on severe experimental testing

Deborah Mayo (1996) is a philosopher of science who has 
attempted to capture the implications of the new experimentalism 
in a philosophically rigorous way. Mayo focuses on the detailed 
way in which claims are validated by experiment, and is con-
cerned with identifying just what claims are borne out and how. 
A key idea underlying her treatment is that a claim can only be 
said to be supported by experiment if the various ways in which 
the claim could be at fault have been investigated and eliminated. 
A claim can only be said to be borne out by experiment if it has 
been severely tested by experiment, and a severe test of a claim, as 
usefully construed by Mayo, must be such that the claim would be 
unlikely to pass it if it were false. 

Her idea can be illustrated by some simple examples. Sup-
pose Snell’s law of refraction of light is tested by some very rough 
experiments in which very large margins of error are attributed 
to the measurements of angles of incidence and refraction, and 
suppose that the results are shown to be compatible with the law 
within those margins of error. Has the law been supported by 
experiments that have severely tested it? From Mayo’s perspective 
the answer is ‘no’ because, owing to the roughness of the measure-
ments, the law of refraction would be quite likely to pass this test 
even if it were false and some other law differing not too much 
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from Snell’s law true. An exercise I carried out in my school-
teaching days serves to drive this point home. My students had 
conducted some not very careful experiments to test Snell’s law. I 
then presented them with some alternative laws of refraction that 
had been suggested in antiquity and medieval times, prior to the 
discovery of Snell’s law, and invited the students to test them with 
the measurements they had used to test Snell’s law. Because of the 
wide margins of error they had attributed to their measurements, 
all of these alternative laws passed the test. This clearly brings out 
the point that the experiments in question did not constitute a 
severe test of Snell’s law. That law would have passed the test even 
if it were false and one of the historical alternatives true. 

A second example further illustrates the rationale behind 
Mayo’s position. I had two cups of coffee this morning and this 
afternoon I have a headache. Is the claim ‘my morning coffee 
caused me to have a headache’ thereby confirmed? Mayo’s position 
captures the reason why the answer is ‘no’. Before the claim can 
be said to have been severely tested, and so confirmed, we must 
eliminate the various ways in which the claim could be in error. 
Perhaps my headache is due to the particularly strong Vietnamese 
beer I drank last night, to the fact that I got up too early, that I 
am finding this section particularly difficult to write, and so on. 
If some causal connection between coffee drinking and headaches 
is to be established then it will be necessary to conduct controlled 
experiments that will serve to eliminate other possible causes. We 
must seek to establish results that would be most unlikely to occur 
unless coffee does indeed cause headaches. An experiment consti-
tutes support for a claim only if possible sources of error have been 
eliminated, so that the claim would be unlikely to pass the test 
unless it were true. This simple idea serves to capture some com-
mon intuitions about experimental reasoning in a neat way and is 
also extended by Mayo to offer some fresh insights.

Let us consider the so-called tacking paradox, which I illus-
trate with an example. Let us imagine Newton’s theory, T, has 
been confirmed by carefully observing the motion of a comet, 
with care being taken to eliminate sources of error due to attrac-
tion from nearby planets, refraction in the earth’s atmosphere and 
so on. Suppose that we now construct theory T’ by tacking a 
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statement such as ‘emeralds are green’ onto Newton’s theory. Is T’ 
confirmed by the observations of the comet? If we hold the view 
that a prediction, p, confirms a theory if p follows from the theory 
and is confirmed by experiment, then T’ (and a vast number of 
similarly constructed theories) is confirmed by the observations in 
question, counter to our intuitions. Hence the ‘tacking paradox’. 
However, T’ is not confirmed from Mayo’s point of view and the 
‘paradox’ is dissolved. Given our assumptions about the elimina-
tion of possible sources of error, we can say that the orbit of the 
comet would be unlikely to have conformed to the Newtonian 
prediction unless Newton’s theory were true. The same cannot 
be said about T’ because the likelihood of the comet conforming 
to the Newtonian prediction would be totally unaltered if some 
emeralds were blue and hence T’ false. T’ is not confirmed by the 
experiment in question because that experiment does not probe 
the various ways in which ‘emeralds are green’ might be false. 
Observations of comets can severely test T but not T’.

Mayo extends this line of reasoning to less trivial cases. She 
is keen to keep theoretical speculation in check by identifying 
theoretical conclusions that go further beyond the experimental 
evidence than is warranted. Her analysis of Eddington’s test of 
Einstein’s prediction of the bending of light in a gravitational field 
illustrates the point.

Eddington took advantage of an eclipse of the sun to observe 
the relative position of stars in a situation where the light from 
them passed close to the sun on their passage to earth. He com-
pared these relative positions with those observed later in the year, 
when the stars were no longer closely aligned with the sun. A 
measurable difference was detected. By looking at the details of 
the eclipse experiments Mayo is able to argue that Einstein’s law of 
gravity, which is a consequence of his general theory of relativity, 
was confirmed by them, but the general theory of relativity itself 
was not. Let us see how she does so.

If the results of the eclipse experiments are to be taken as con-
firming the general theory of relativity, then it must be possible 
to argue that those results would be most unlikely to occur if the 
general theory is false. We must be able to eliminate erroneous 
links between the general theory and the results. This could not 
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be done in the case in question because there are, as a matter of 
fact, a whole class of theories of space-time of which Einstein’s 
theory is only one, all of which predict Einstein’s law of gravity 
and hence the results of the eclipse experiments. If one of this 
class of theories other than Einstein’s were true, and Einstein’s 
false, exactly the same results of the eclipse experiments would 
be expected. Consequently, those experiments did not constitute 
a severe test of Einstein’s general theory. They did not serve to 
distinguish between it and known alternatives. To claim that the 
eclipse experiments supported Einstein’s general theory of rela-
tivity is to go beyond the experimental evidence further than is 
warranted.

The situation is different when we consider the more restricted 
claim that the eclipse experiments confirmed Einstein’s law of 
gravity. The observations certainly were in conformity with that 
law, but before it is legitimate to take this as evidence for the law, 
we must eliminate other possible causes of the conformity. It is 
only then we can say that the observed displacements would not 
have occurred unless Einstein’s law is true. Mayo shows in some 
detail how alternatives to Einstein’s law, including Newtonian  
alternatives arising from an inverse square law of attraction 
between the sun and photons presumed to have mass, were con-
sidered and eliminated. Einstein’s law of gravity was severely 
tested by the eclipse experiments in a way that the general theory 
of relativity was not.

The new experimentalists are generally concerned to capture 
a domain of experimental knowledge that can be reliably estab-
lished independent of high-level theory. Mayo’s position meshes 
well with that aspiration. From her perspective, experimental laws 
can be confirmed by severely testing them along the lines discussed 
above. The growth of scientific knowledge is to be understood as 
the accumulation and extension of such laws.

Learning from error and triggering revolutions

Experimental results confirm a claim when they can be argued to 
be free from error, and when the results would be unlikely if the 
claim were false. However, there is more to Mayo’s focus on the 
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importance of experimental error than this. She is concerned with 
how well-conducted experiments enable us to learn from error. 
Looked at from this point of view, an experiment that serves to 
detect an error in some previously accepted assertion serves a posi-
tive as well as a negative function. That is, it not only serves as a 
falsification of the assertion, but also positively identifies an effect 
not previously known. The positive role of error detection in sci-
ence is well illustrated by Mayo’s reformulation of Kuhn’s notion 
of normal science.

Let us recall our account, in chapter 8, of the conflicting 
answers given by Popper and Kuhn to the question of why astrol-
ogy fails to qualify as a science. According to Popper, astrology 
is not a science because it is unfalsifiable. Kuhn points out that 
this is inadequate because astrology was (and is) falsifiable. In the 
sixteenth and seventeenth centuries, when astrology was ‘respect-
able’, astrologers did make testable predictions, many of which 
turned out to be false. Scientific theories make predictions that 
turn out to be false too. The difference, according to Kuhn, is 
that science is in a position to learn constructively from the ‘fal-
sifications’, whereas astrology was not. For Kuhn, there exists in 
normal science a puzzle-solving tradition that astrology lacked. 
There is more to science than the falsification of theories. There is 
also the way in which falsifications are constructively overcome. 
It is ironic, from this point of view, that Popper, who at times 
characterised his own approach with the slogan ‘we learn from 
our mistakes’, failed precisely because his negative, falsificationist 
account did not capture an adequate, positive account of how sci-
ence learns from mistakes (falsifications).

Mayo sides with Kuhn here, identifying normal science with 
experimentation. Let us note some examples of the positive role 
played by error detection. The observation of the problematic fea-
tures of Uranus’s orbit posed problems for Newtonian theory in 
conjunction with the background knowledge of the time. But the 
positive side of the problem was the extent to which the source 
of the trouble could be traced, leading to the discovery of Nep-
tune in the way we have already described. Another episode we 
have mentioned before concerns Hertz’s experiments on cathode 
rays, which led him to conclude that they are not deflected by an 
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electric field. J. J. Thomson was able to show that he was in error, 
in part by appreciating the extent to which the rays ionise the 
residual gas in discharge tubes, leading to a build-up of charged 
ions on electrodes and the formation of electric fields. By achiev-
ing lower pressures in his tubes and arranging his electrodes more 
appropriately, Thomson detected the influence of electric fields 
on cathode rays that Hertz had missed. But he had also learnt 
something about new effects concerning ionisation and the build-
up of space charge. In the context of the deflection experiments 
these constituted impediments to be removed. However, they also 
turned out to be important in their own right. The ionisation of 
gases by the passage of charged particles through them was to be 
fundamental for the study of charged particles in cloud chambers. 
The experimentalist’s detailed knowledge of the effects at work 
in an apparatus puts him or her in a position to be able to learn 
from error.

Mayo does more than simply translate Kuhn’s notion of nor-
mal science into experimental practice. She points to the way in 
which the facility of experiment to detect and accommodate error 
can prove sufficient to trigger or contribute to a scientific revolu-
tion, a decidedly unKuhnian thesis. Mayo’s best example concerns 
the experiments on Brownian Motion conducted by Jean Per-
rin towards the end of the first decade of last century. Perrin’s 
detailed, ingenious, down-to-earth observations of the motions 
of Brownian particles established beyond reasonable doubt that 
their motion was random. This, together with observations of the 
variation of the density of the distribution of particles with height, 
enabled Perrin to show as conclusively as one could wish that the 
motion of the particles violate the second law of thermodynamics 
as well as conforming to detailed predictions of the kinetic theory. 
You can’t get much more revolutionary than that. A similar story 
could be told about the way in which experimental investigations 
of black body radiation, radioactive decay and the photoelectric 
effect, for instance, forced an abandonment of classical physics and 
constituted important elements of the new quantum theory in the 
early decades of the twentieth century.

Implicit in the new experimentalist’s approach is the denial 
that experimental results are invariably ‘theory’ or ‘paradigm’ 
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dependent to the extent that they cannot be appealed to to adju-
dicate between theories. The reasonableness of this stems from 
the focus on experimental practice, on how instruments are used, 
errors eliminated, cross-checks devised and specimens manipu-
lated. It is the extent to which this experimental life is sustained 
in a way that is independent of speculative theory that enables the 
products of that life to act as major constraints on theory. Scien-
tific revolutions can be ‘rational’ to the extent that they are forced 
on us by experimental results. The extremes of the theory- or 
paradigm-dominated views of science have lost touch with, and 
cannot make sense of, one of its most distinctive components, 
experimentation.

The new experimentalism in perspective

The new experimentalists have shown how experimental results 
can be substantiated and experimental effects produced by an array 
of strategies involving practical interventions, cross-checking and 
error control and elimination in a way that can be, and typically is, 
independent of high-level theory. As a consequence of this, they 
are able to give an account of progress in science that construes 
it as the accumulation of experimental knowledge. Adopting the 
idea that the best theories are those that survive the severest tests, 
and understanding a severe experimental test of a claim as one 
that the claim is likely to fail if it is false, the new experimen-
talists can show how experiment can bear on the comparison of 
radically different theories, and also how experiment can serve to 
trigger scientific revolutions. Careful attention to the details of 
experiments and to exactly what they do establish serves to keep 
theorising in check, and helps to distinguish between what has 
been substantiated by experiment and what is speculative.

There is no doubt that the new experimentalism has brought 
philosophy of science down to earth in a valuable way, and that it 
stands as a useful corrective to some of the excesses of the theory-
dominated approach. However, I suggest it would be a mistake to 
regard it as the complete answer to our question about the charac-
ter of science. Experiment is not so independent of theory as the 
emphasis of the previous sections of this chapter might suggest. 
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The healthy and informative focus on the life of experiment 
should not blind us to the fact that theory has an important life 
too.

The new experimentalists are right to insist that to see every 
experiment as an attempt to answer a question posed by theory 
is a mistake that underestimates the extent to which experiment 
can have a life of its own. Galileo didn’t have a theory about Jupi-
ter’s moons to test when he turned his telescope skywards, and, 
ever since then, many novel phenomena have been discovered 
by exploiting the opportunities opened up by new instruments 
or technologies. On the other hand, it does remain the case that 
theory often does guide experimental work and has pointed the 
way towards the discovery of novel phenomena. After all, it was 
a prediction of Einstein’s theory of general relativity that moti-
vated Eddington’s eclipse expeditions and it was implications of 
the kinetic theory of gases that led Perrin to investigate Brownian 
motion in the way that he did. In a similar vein, it was fundamen-
tal theoretical issues concerned with whether the rate of change of 
the polarisation of dielectric media should have magnetic effects 
like a conduction current that put Hertz onto the experimental  
path that culminated in the production of radio waves, and  
Arago’s discovery of the bright spot at the centre of a disc’s shadow 
resulted from a direct test of Fresnel’s wave theory of light.

Whether theory can sometimes guide the experimentalist in 
the right direction or not, the new experimentalists are keen to 
capture a sense in which experimental knowledge can be vindi-
cated in a way that is independent of high-level theory. Certainly 
Deborah Mayo has given a detailed and convincing account of 
how experimental results can be reliably established using an array 
of error-eliminating techniques and error statistics. However, as 
soon as the need arises to attach significance to experimental 
results that extends beyond the experimental situations in which 
they were produced, then reference to theory needs to be made.

Mayo endeavours to show how error statistics can be applied 
to carefully controlled experiments to yield the conclusion that 
experiments of that type yield specified results with a (specified) 
high degree of probability. Recorded experimental results are 
treated as a sample of all the possible results that might be achieved 



What is this thing called Science?192

by experiments of that type, and error statistics can be applied to 
attribute probabilities to the population on the basis of the sample. 
A basic issue here is the question of what counts as an experiment 
of the same type. All experiments will differ from one another in 
some respects, insofar as, for example, they are conducted at dif-
ferent times, in different laboratories, using different instruments 
and so on. The general answer to the query is that the experi-
ments must be similar in relevant respects. However, judgments 
about what counts as relevant are made by drawing on current 
knowledge, and so are subject to change when that knowledge is 
improved. Imagine, for example, Galileo conducting a range of 
experiments from the results of which he concludes that accel-
eration due to gravity is a constant (and let us, counterfactually, 
allow Galileo the use of modern error statistics and imagine he 
is able to attribute a low probability to the possibility of a future 
experiment telling against him). From a modern standpoint one 
can see how Galileo’s reliance on his value for the acceleration 
could let him down if, on some future occasion, he were working 
well above sea level. Working in a context where it was assumed 
that the tendency to fall is an inherent property of heavy objects 
that they possess just in virtue of their being material objects, as 
Galileo did, it is not apparent that height above sea level is rele-
vant, and so not apparent that Galileo’s sample is unrepresentative. 
Judgments about what counts as experiments of a similar type are 
made against a theoretical background.

Leaving that kind of problem aside, as soon as experimental 
results are considered to have a significance that goes beyond 
the specific conditions in which they were produced, theoreti-
cal considerations become crucial. This is evident, for example, 
in the way Deborah Mayo herself argues that the eclipse experi-
ments confirmed Einstein’s law of gravity. As Mayo explains, this 
involved showing that the results were incompatible with the best 
Newtonian estimates of the phenomena as well as any other alter-
native that could be dreamt up, such as Oliver Lodge’s appeal to 
an ether mechanism. One by one, these alternatives were found 
wanting. Mayo (1996, p. 291) quotes with approval Dyson and 
Crommelin writing in an article in Nature: ‘Hence we seem to be 
driven by exhaustion to the Einstein law as the only satisfactory 
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explanation.’ I do not wish to dispute that this shows that it was 
reasonable to accept Einstein’s theory of gravity at the time in 
the light of these circumstances. But a crucial part of the argu-
ment rests on the assumption that there are, as a matter of fact, 
no acceptable alternatives. Mayo cannot rule out the possibility 
that there is some modification of Newtonian theory or an ether 
theory, not yet thought of, that is able to explain the results of 
the eclipse experiments. That is why she is wise not to attempt 
to attribute probabilities to hypotheses. So her argument for sci-
entific laws and theories boils down to the claim that they have 
withstood severe tests better than any available competitor. The 
only difference between Mayo and the Popperians is that she has 
a superior version of what counts as a severe test. Theoretical con-
siderations play a crucial role.

The new experimentalists insist that experimenters have at 
their disposal powerful techniques for establishing experimental 
knowledge in a robust and reliable way that can be relatively inde-
pendent of rarefied theory. To the extent that these claims can be 
secured, it would seem that the excesses of fallibilism can be curbed 
and a cumulative account of scientific progress, understood as the 
growth of reliable experimental knowledge, defended. However, 
once theoretical considerations of the kind I have discussed in this 
section are admitted to play a crucial role, then a corresponding 
degree of fallibilism must be admitted.

The new experimentalism has not shown how theory, some-
times high-level theory, can be eliminated from science. It is 
significant, in this connection, to note that an important factor 
in decisions about the reliability of Newtonian mechanics in the 
context of space flights is the extent to which, given the expected 
speeds, deviations from it can be shown to be negligible in the 
light of relativity theory. It is undoubtedly the case that there is an 
important ‘life of theory’ in science. The principles of quantum 
mechanics, employed, for instance, in the refinements of the 
electron microscope or even the conservation of energy, used 
throughout science, are much more than generalisations from 
specified experiments. What kind of life do they have in science, 
and how is that life related to experiment?

Some of the new experimentalists seem to wish to draw a line 
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between well-established experimental knowledge on the one 
hand and high-level theory on the other. (Deborah Mayo seems 
to be heading in this direction when she distinguishes between 
the general theory of relativity on the one hand and some more 
restricted theory of gravity supported by Eddington’s experiments 
on the other.) Some have pushed this view to a point where only 
experimental laws are to be taken as making testable claims about 
the way the world is. High-level theory is seen as playing some 
kind of organising or heuristic role rather than making claims 
about the way the world is. These kinds of considerations point us 
in the direction of the issues discussed in the final two chapters.

Appendix: happy meetings of theory and experiment

Many agree that the merit of a theory is demonstrated by the 
extent to which it survives severe tests. However, there is a wide 
class of cases of confirmation in science that do not fit readily 
into this picture, unless great care is taken in characterising sever-
ity of tests. The cases I have in mind involve significant matches 
between theory and observation in circumstances where a lack of 
match would not tell against the theory. The idea is best brought 
out with examples.

One common kind of situation in science involves making a 
novel prediction from a theory in conjunction with some com-
plicated and perhaps dubious auxiliary assumptions. When that 
prediction is confirmed, it is reasonable to suppose that the theory 
gains significant support. On the other hand, if it is not confirmed, 
the problem could as well lie with the auxiliary hypotheses as 
with the theory. Consequently, it might appear that testing the 
prediction did not constitute a severe test of the theory. The the-
ory receives significant support when the prediction is confirmed 
nevertheless. Neil Thomason, (1994 and 1998) has developed this 
point in some detail. A nice example is the following. The Coper-
nican theory predicts that Venus should exhibit phases like the 
moon that are correlated with its change in apparent size in a 
specified way, provided it is assumed that Venus is opaque. From a 
historical point of view, as Copernicus and Galileo both stated 
quite explicitly, the claim I have italicised was very much an open 
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question. When, using his telescope, Galileo observed the phases 
of Venus, varying with the relative positions of earth, the sun 
and Venus and with the apparent size of Venus, in precisely the 
way predicted by the Copernican theory in conjunction with the 
assumption that Venus is opaque, this, quite reasonably, was taken 
as evidence offering strong support to the theory (and the auxil-
iary assumption). Had the phases not been observed, this could 
have been blamed on the auxiliary assumption as much as on the 
theory, so the exercise, in a sense, did not constitute a particularly 
severe test of the Copernican system. 

A related, and quite common, situation involves exploring a 
theory in a messy situation where the significance of observations 
is far from clear. Here, a detailed matching of a theoretical pre-
diction with observation can serve to confirm both the theory 
and the interpretation of the observation, whereas the failure to 
achieve a match simply indicates that there is more work to be 
done. An example involves the use of the electron microscope 
to observe dislocations in crystals. These dislocations, imperfec-
tions in the otherwise regular arrays of atoms in crystalline solids, 
had been predicted on theoretical grounds in the mid-1930s to 
account for the strength, ductility and plasticity of solids. If crystal 
structures were totally regular then the forces between crystal lat-
tices would be much too strong to allow for the known strengths 
and malleability of solids. In the early 1950s electron microscopes 
had been developed to a stage that led some to believe that crystal 
lattices, and dislocations, might be observable by them, although 
theory of electron/specimen interaction had not been developed 
sufficiently to give a definite prediction one way or the other. In 
1956 Jim Menter (1956) and Peter Hirsch et al. (1956) produced 
electron microscope images that they identified as exhibiting 
dislocations. Some of the ways they justified this interpretation 
of the complicated images are very much in line with the tech-
niques highlighted by the new experimentalists. For example, 
the effects of practical intervention, such as bending the crystal, 
were observed to be in accordance with the assumption that the 
images were indeed of crystal lattices, while the effects of dif-
ferent physical processes, such as X-ray and electron diffraction, 
were shown to give mutually supportive results. More to the point 
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that I am making here, however, is the extent to which matches 
between theory and observation served to confirm both. Menter, 
for instance, applied Abbe’s theory of the microscope to the for-
mation of electron images by crystals, and took the significant 
match between his predictions and the observed patterns to con-
firm his theory and also the interpretation of the images as images 
of crystal lattices. Hirsch observed his dislocations to move in just 
the way predicted by the prevailing theory of dislocations, and 
took this to confirm both that theory and the fact that his images 
represented dislocations. In these cases, the happy match between 
theory and observation constituted significant support for the 
theory. On the other hand, the experimental situations were suffi-
ciently messy and ill-understood to permit plenty of explanations 
for failure other than implicating the theory of dislocations under 
test. I suggest the kind of situation I have described here can be 
expected to occur commonly in experimental science.

Deborah Mayo’s characterisation of severity is able to accom-
modate these examples.1 She will ask whether the confirmations 
would have been likely to occur if the theory were false. Both in 
the case of my Copernican example and the dislocations example, 
the answer is that they would be very unlikely to occur. Con-
sequently, in each case the relevant theories received significant 
support from the observed coincidences between theoretical pre-
diction and observation. Mayo’s conception of severity is in line 
with scientific practice.

Further reading

Hacking (1983) was a pioneering work in the new experimental-
ism. Other works in that category are Franklin(1986) and Franklin 
(1990), Galison (1987) and Galison (1997) and Gooding (1990). A 
summary of the position is given by Ackermann (1989). The most 
sophisticated philosophical defence of the position is Mayo (1996).



CHAPTER 14

Why should the world obey laws?

Introduction

In the foregoing chapters we have been concerned with episte-
mological questions, that is, questions concerning how scientific 
knowledge is vindicated by appeal to evidence, and the nature 
of that evidence. In this and the next chapter we turn to ontologi-
cal questions, questions about the kinds of things there are in the 
world. What kinds of entities are assumed or shown to exist in 
the world by modern science? Part of an answer to that question 
has been taken for granted in this book up until now. It has been 
taken for granted that there are such things as laws which govern 
the behaviour of the world and which it is the business of science 
to discover. This chapter is concerned with what kinds of entities 
these laws are.

The idea that the world is governed by laws that it is the busi-
ness of science to discover is commonplace. However, the question 
of what this idea amounts to is far from being unproblematic. 
A fundamental problem was highlighted by Robert Boyle in the 
seventeenth century. The notion of a law originates in the social 
sphere where it makes straightforward sense. Society’s laws are 
obeyed or not obeyed by individuals who can comprehend the 
laws and the consequences of violating them. But once laws are 
understood in this natural way, how can it be said that material 
systems in nature obey laws? For they can hardly be said to be in 
a position to comprehend the laws they are meant to obey, and, in 
any case, a fundamental law as it applies in science is supposed to 
be exceptionless, so there is no correlate to an individual’s violat-
ing a social law and taking the consequences. What is it that makes 
matter conform to laws? This is a reasonable and straightfor-
ward question, it would appear, and yet it is not one that is easily 
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answered. I take it that Boyle’s answer, namely, that God makes 
matter behave in accordance with the laws He has ordained, leaves 
a lot to be desired from a modern point of view. Let us see if we 
can do better.

Laws as regularities

One common response to the question ‘What makes matter 
behave in accordance with laws?’ is to deny its legitimacy. The 
line of reasoning involved here was forcefully expressed by the 
philosopher David Hume, and has been influential ever since. 
From the Humean standpoint it is a mistake to assume that lawlike 
behaviour is caused by anything. Indeed, the whole idea of causa-
tion in nature is brought into question. The reasoning goes like 
this. When, for example, two billiard balls collide, we can observe 
their motions immediately before and immediately after collision, 
and we may be able to discern a regular way in which the speeds 
after impact are connected to the speeds before impact, but what 
we never see is something in addition to this, which can be identi-
fied with the causal effect of the one ball on the other. From this 
point of view causation is nothing other than regular connection, 
and laws take the form ‘Events of type A are invariably accompa-
nied or followed by events of type B’. For instance, Galileo’s law 
of fall would take the form ‘Whenever a heavy object is released 
near the earth’s surface it falls to the ground with a uniform accel-
eration’. This is the so-called regularity view of laws. Nothing 
makes matter behave in accordance with laws because laws are 
nothing other than de facto regularities between events.

A standard, and telling, set of objections to the regularity view 
of laws involves the claim that it does not distinguish between 
accidental and lawlike regularities. Popper gives the example ‘no 
moa lives beyond fifty years’ as an example. It may well be the case 
that no moa, a species now extinct, ever lived beyond fifty years, 
but some might well have done so had the environmental condi-
tions been more favourable, and for this reason we are inclined to 
discount the generalisation as a law of nature. But it qualifies as a 
law on the ground that it is an exceptionless regularity. It may well 
be the case that whenever the factory hooter sounds at the end of 
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the working day in Manchester the workers down tools in Lon-
don, but even if there are no exceptions to this generalisation, it 
hardly qualifies as a law of nature. Examples of this kind abound, 
and they suggest that there is something more to a law of nature 
than mere regularity. Another difficulty with the regularity view 
is that it fails to identify the direction of causal dependency. There 
is a regular connection between instances of smoking and lung 
cancer, but this is because smoking causes lung cancer, not the 
reverse. That is why we can hope to decrease the occurrence of 
cancer by eliminating smoking, but cannot hope to combat smok-
ing by finding a cure for cancer. A regularity exhibited by events 
is not a sufficient condition for the regularity to constitute a law 
for there is more to lawlike behaviour than mere regularity.

Apart from difficulties with the idea that regularities are a suf-
ficient condition for a law, straightforward considerations about 
laws as they figure in science strongly suggest that regularity is not 
a necessary condition either. If the view that laws describe excep-
tionless regular connections between events is taken seriously, 
then none of the claims typically taken to be scientific laws would 
qualify. Galileo’s law of fall, mentioned above, is a case in point. 
Autumn leaves rarely fall to the ground with a uniform accelera-
tion. On an unqualified regularity view this would make the law 
false. In a similar fashion Archimedes’ principle, which claims in  
part that objects denser than water sink, is refuted by floating  
needles. If laws are taken to be exceptionless regularities, then it is 
very difficult to find a serious candidate for a law for want of the 
appropriate regularities. More to the point, most if not all of the 
generalities taken to be laws within science fail to qualify.

From the point of view of scientific practice, and commonsense 
for that matter, there is a ready response to these observations. 
After all, it is well understood why autumn leaves do not fall to 
the ground in a regular fashion. They are influenced by draughts 
and air-resistance which act as a disturbing influence, just as 
the sinking of a needle can be inhibited by surface tension. It is 
because physical processes are hindered by disturbing influences 
that physical laws characterising those processes need to be tested 
in contrived experimental circumstances in which the hindrances 
are eliminated or controlled. The regularities of relevance to 
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science, and which are indications of lawlike behaviour, are typi-
cally the hard-won results of detailed experimentation. Think, for 
example, of the lengths to which Henry Cavendish had to go to 
get attracting spheres to exhibit the inverse square law of attrac-
tion and how J. J. Thomson eventually succeeded, where Hertz 
had failed, to exhibit the regular deflection of moving electrons 
in an electric field.

An obvious response that the defender of the regularity view 
of laws can give to these observations is to restate that view in a 
conditional form. Laws can be formulated in the form ‘events of 
type A are regularly followed, or accompanied, by events of type 
B provided disturbing factors are not present’. So Galileo’s law 
of fall becomes ‘heavy objects fall to the ground with a uniform 
acceleration provided they do not encounter a variable resistance 
or are not deflected by winds or other disturbing factors’. The 
phrase ‘other disturbing factors’ is indicative of a general prob-
lem concerning how a precise statement of the conditions to be 
satisfied for a law to apply can be formulated. But I will leave 
that difficulty aside, because I suggest there is a much more fun-
damental one facing the regularity view here. If we accept the 
characterisation of laws as regularities stated in conditional form, 
then we must accept that laws only apply when those conditions 
are satisfied. Since the satisfaction of the appropriate conditions 
will normally only obtain in special experimental set-ups, we 
are forced to conclude that scientific laws generally apply only 
within experimental situations and not outside of them. Galileo’s 
law of fall will be considered to apply only when heavy objects 
are dropped in situations where air resistance and the like have 
been removed. So autumn leaves are not subject to Galileo’s law 
of fall, according to this revised version of the regularity view. 
Does this not clash with our intuition? Do we not wish to say 
that an autumn leaf is governed by the law of fall, but is also 
governed by the laws governing air-resistance and aerodynamics 
as well, so that the resulting fall is the complicated result of the 
various laws acting in conjunction? Because the regularity view, 
in its conditional form, restricts the applicability of laws to those 
experimental situations where the appropriate conditions are met, 
it is incapable of saying anything about what happens outside of 
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those conditions. On this view, science is incapable of saying why 
autumn leaves usually end up on the ground!

The difficulty here echoes a problem that arises if the new 
experimentalism is taken as exhausting what can be said of scien-
tific knowledge. For, as we saw in the previous chapter, although 
it may well be the case that the new experimentalism can capture 
a strong sense in which the progress of science can be understood 
as a steady accumulation of experimental knowledge, to leave it at 
that leaves us with no account of how knowledge arrived at inside 
experimental situations can be transported outside of those situ-
ations and used elsewhere. How are we to explain the engineer’s 
use of physics, the use of radioactive dating in historical geology 
or the application of Newton’s theory to the motion of comets? 
If scientific laws are assumed to apply outside, as well as inside, of 
experimental situations then laws cannot be identified with the 
regularities that are achievable in experimental situations. The 
regularity view of laws will not do.

Laws as characterisations of powers or dispositions

There is a straightforward way out of the problems with the idea 
of a law that we have so far discussed. It involves taking seriously 
what is implicit in much commonsense as well as science, namely, 
that the material world is active. Things happen in the world of 
their own accord, and they happen because entities in the world 
possess the capacity or power or disposition or tendency to act 
or behave in the way that they do. Balls bounce because they are 
elastic. Warnings on containers that declare the contents to be 
poisonous or inflammable or explosive tell us what the contents 
are capable of doing or how they are inclined to act. Specifying 
the mass and charge of an electron indicates how it will respond 
to electric and magnetic fields. An important element of what a 
thing is, is what it is capable of doing or becoming. We need to 
characterise things in terms of their potential as well as their actual 
being, as Aristotle correctly observed. Just as the ability to grow 
into an oak tree is an important part of what it is to be an acorn, 
so the capacity to attract unlike and repel like charges, and to 
radiate when accelerating, is an important part of what it is to be 
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an electron. We experiment on systems to find out how they are 
disposed to behave.

Once we admit such things as dispositions, tendencies, powers 
and capacities into our characterisation of material systems, then 
laws of nature can be taken as characterising those dispositions, 
tendencies, powers or capacities. Galileo’s law of fall describes the 
disposition heavy objects possess to fall to the ground with a uni-
form acceleration and Newton’s law of gravitation describes the 
power of attraction between massive bodies. Once we interpret laws 
in this way, we need no longer expect laws to describe sequences 
of happenings in the world because those happenings will typically 
be the result of several dispositions, tendencies, powers or capacities 
acting in conjunction in complex ways. The fact that the tendency 
of a leaf to fall in accordance with Galileo’s law is swamped by the 
effect of the wind is no reason in itself to doubt that that tendency 
continued to act on the leaf in accordance with the law. From this 
point of view, we can readily understand why experiment is neces-
sary to glean information relevant for the identification of a law. 
The tendencies corresponding to the law under investigation need 
to be separated from other tendencies, and this separation requires 
the appropriate practical intervention to bring it about. Given the 
irregularities of ocean beds and the attraction of the sun and planets 
as well as the moon, we cannot hope to arrive at a precise account 
of the tides from Newton’s theory plus initial conditions. Neverthe-
less, gravity is the major cause of the tides and there are appropriate 
experiments for identifying the law of gravity.

From the point of view I am advocating, causes and laws are 
intimately linked. Events are caused through the action of par-
ticulars that possess the power to act as causes. The gravitational 
attraction of the moon is the main cause of the tides, charged 
particles cause the ionisation responsible for the tracks in a cloud 
chamber and oscillating charges cause the radio waves emit-
ted from a transmitter. Descriptions of the mode of acting of 
the active powers involved in such cases constitute the laws of 
nature. The inverse square law of gravitation describes quantita-
tively the power to attract possessed by massive bodies, and the 
laws of classical electromagnetic theory describe, among other 
things, the capacity of charged bodies to attract and radiate. It is 
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the active powers at work in nature that makes laws true when 
they are true. We thus have a ready answer to Boyle’s question. It 
is the powers and capacities possessed by particulars and operative 
when particulars interact that compel those particulars to behave 
in accordance with laws. Lawlike behaviour is brought about by 
efficient causation. Boyle faced the problem he did with laws, and 
needed to invoke God, just because he declined to ascribe dispo-
sitional properties to matter.

The majority of philosophers seem reluctant to accept an 
ontology which includes dispositions or powers as primitive. I do 
not understand their reluctance. Perhaps the reasons are in part 
historical. Powers were given a bad name by the mystical and 
obscure way they were employed in the magical tradition in the 
Renaissance, and they are alleged to have been exploited by the 
Aristotelians in a cavalier way under the guise of forms. Boyle’s 
rejection of active properties in his mechanical philosophy can be 
seen as a reaction, and perhaps an overreaction, to the excesses 
of those traditions, as well as being motivated by theological 
concerns. However, there need be nothing mysterious or epis-
temologically suspect about invoking powers, tendencies and the 
like. Claims concerning them can be subject to stringent empiri-
cal tests to as great an extent as any other kind of claim. What is 
more, however much philosophers may be averse to dispositional 
properties, scientists systematically invoke them and their work 
would be incapacitated without them. It is significant to note in 
this respect that Boyle, in his experimental science as opposed to 
his mechanical philosophy, freely employed dispositional proper-
ties such as acidity and the spring of the air. Elasticity in various 
forms was an embarrassment to the seventeenth-century mechan-
ical philosophers. Hobbes complained that Boyle’s attribution 
of elasticity to air was equivalent to the admission that air could 
move itself. Boyle and other seventeenth-century scientists con-
tinued to employ the concept of elasticity, and never succeeded 
in explaining it away by reference to non-dispositional proper-
ties. Nor has anyone succeeded since. I do not understand what 
grounds philosophers have for questioning, or feeling the need to 
explain away, this common, indeed ubiquitous, usage by scientists 
of dispositional properties.
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The view that laws characterise the dispositions, powers, 
capacities or tendencies of things has the merit that it acknowl-
edges at the outset what is implicit in all scientific practice, namely, 
that nature is active. It makes clear what makes systems behave in 
accordance with laws, and it links laws with causation in a natural 
way. It also offers a ready solution to the problem, encountered in 
the previous chapter, concerning the transportability of knowl-
edge acquired in experimental situations beyond those situations. 
Once the assumption is made that entities in the world are what 
they are by virtue of the powers and capacities that they possess, 
and I claim that that assumption is implicit in scientific practice 
as well as everyday life, then the laws describing those powers 
and capacities, identified in experimental situations, can be pre-
sumed to apply outside of those situations too. Nevertheless, I 
cannot leave things here with a good conscience, because there are 
important laws of science that are difficult to fit into this scheme.

Thermodynamic and conservation laws

Let us refer to the view I have outlined and defended in the pre-
vious paragraph, which understands laws as characterising causal 
powers, as the causal view of laws. There are important laws in 
physics that do not fit well into this scheme. The first and second 
laws of thermodynamics do not and nor do a range of conservation 
laws in fundamental particle physics. The first law of thermody-
namics asserts that the energy of an isolated system is constant. 
The second law, which asserts that the entropy of an isolated sys-
tem cannot decrease, has consequences such as ensuring that heat 
flows from hot to cold bodies and not the other way round and 
ruling out the possibility of extracting heat energy from the sea 
and putting it to useful work, where the only price paid for the 
work is a decrease in temperature of the sea. A machine that suc-
ceeded in doing this would be a perpetual motion machine of the 
second kind, distinct from a machine that results in a net increase 
in energy, which is a perpetual motion machine of the first kind. 
The first law of thermodynamics rules out perpetual motion 
machines of the first kind and the second law rules out perpetual 
motion machines of the second kind. These quite general laws 
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have consequences for the behaviour of physical systems, and can 
be used to predict their behaviour, quite independently of the 
details of the causal processes at work. That is why it is not pos-
sible to construe these laws as causal laws.

Let me give an example that illustrates my point. If ice is sub-
jected to pressures higher than normal atmospheric pressure its 
melting point is lowered. This is why a wire from which weights 
are suspended will cut its way through a block of ice. The expla-
nation of this at the molecular level is far from straightforward and 
a precise, detailed account is probably not available. Since pressure 
tends to push molecules closer together, one might expect the 
forces of attraction between them to increase under such circum-
stances, leading to an increase in the thermal energy necessary to 
drag them apart and thus to an elevation in melting point. This is 
precisely what happens in a typical solid near melting point. But ice 
is not a typical solid. The water molecules in ice are rather loosely 
packed, more so than they are in the liquid state, which is why ice 
is less dense than water. (This is just as well, otherwise lakes and 
rivers would freeze from the bottom up, and would freeze in their 
entirety in periods of prolonged cold, thus eliminating fish and 
anything evolved from fish as a viable life form.) If the molecules 
in ice are forced closer together than normal, the force between 
them decreases, so less thermal energy is needed to separate them, 
and the melting point falls. The precise way in which the forces 
depend on molecular positions is complicated, depending on fine 
quantum mechanical detail involving exchange as well as Cou-
lomb forces, and is not known with precision.

Given the above complications, it may come as a surprise that 
James Thomson was able to predict the depression of the freez-
ing point of water with pressure in 1849 thereby anticipating the 
empirical discovery of the phenomenon. All he needed for his 
derivation were the laws of thermodynamics plus the empirically 
known fact that water is denser than ice. Thomson devised, in 
thought, a cyclic process that involved extracting heat from water 
at 0°C and converting it into ice at 0°C. It seemed as if this engine 
provided a means of extracting heat from water and converting all 
of it into the work done by the expansion involved, thus compris-
ing a perpetual motion machine of the second kind, ruled out by 
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the second law of thermodynamics. Thomson realised that this 
unacceptable conclusion could be blocked by assuming the freez-
ing point to be lowered by an increase in pressure.

The feature of this case that I wish to highlight is that Thom-
son’s prediction was made in ignorance of the details of the causal 
process at the molecular level. A characteristic feature, and a major 
strength, of thermodynamics is that it applies at the macroscopic 
level whatever the details of the underlying causal process. It is 
precisely this feature of the laws of thermodynamics that prevents 
them being construed as causal laws.

The difficulties for the causal view do not stop here. The 
behaviour of a mechanical system can be understood and pre-
dicted by specifying the forces on each component of the system 
and using Newton’s laws to trace the development of the system. 
Within this approach Newton’s laws can readily be interpreted 
as causal laws describing the disposition of objects to exert and 
respond to specified forces. However, this is not the only way of 
dealing with mechanical systems. The laws of mechanics can also 
be written in a form that takes energy, rather than forces, as the 
starting point. In the Hamiltonian and Lagrangian formulations 
of mechanics, where this approach is adopted, what is required is 
expressions for the potential and kinetic energy of a system as a 
function of whatever coordinates are necessary to fix them. The 
evolution of a system can then be completely specified by feeding 
these expressions into the Hamiltonian or Lagrangian equations 
of motion. This can be done without a detailed knowledge of the 
causal processes at work.

James Clerk Maxwell (1965, vol. 2, pp. 783–4), who attempted 
to cast his electromagnetic theory in Lagrangian form, illustrated 
this point in a characteristically vivid way. We imagine a belfry 
in which a complicated piece of machinery is driven by bell ropes 
that drop to the bell ringer’s room below. We assume the number 
of ropes to be equal to the number of degrees of freedom of the 
system. The potential and kinetic energy of the system as a func-
tion of the position and velocity of the ropes can be determined by 
experiments done with the ropes. Once we have these functions 
we can write down Lagrange’s equations for the system. It is then 
possible, given the positions and velocities of the ropes at any one 
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instant, to derive their positions and velocities at any other instant. 
We can do this without needing to know the details of the causal 
story of what is happening in the belfry. Lagrange’s equations do 
not state causal laws.

It might be objected that these observations about the Lagran-
gian formulation of mechanics do not constitute a serious counter 
example to the causal view of laws. It might be pointed out, for 
example, that, although a Lagrangian treatment of the mecha-
nism in the belfry can work as well as it does by ignoring the 
detailed causal story of the mechanism in the belfry, there is such 
a story to be had that can be formulated in Newtonian, and hence 
causal, terms once appropriate empirical access to the belfry is 
gained. After all, it might be observed, Lagrange’s equations can 
be derived from Newton’s.

This last claim is no longer true (if it ever was). In modern 
physics Lagrange’s equations are interpreted in a more general 
way than the version of those equations that can be derived 
from Newton’s laws. The energies involved are interpreted in 
a general way that includes all kinds of energy, not just energy 
arising from the motion of massive bodies under the influence of 
forces. For instance, the Lagrangian formulation can accommo-
date electromagnetic energy, which includes velocity-dependent 
potential energies and necessitates such things as the electromag-
netic momentum of a field, which is a momentum different from 
that corresponding to a mass times velocity. When pushed to the 
limit in modern physics, these Lagrangian (or related Hamil
tonian) formulations are not such that they can be replaced by 
the causal accounts that underlie them. For instance, the various 
conservation principles, such as conservation of charge and parity, 
intimately connected with symmetries in the Lagrangian function 
of the energies, are not explicable by reference to some underly-
ing process.

The outcome of all this can be summarised as follows. A wide 
range of laws within physics can be understood as causal laws. 
When this is possible, there is a ready answer to Boyle’s ques-
tion concerning what it is that compels physical systems to behave 
in accordance with laws. It is the operation of the causal powers 
and capacities characterised by laws that make systems obey them. 



What is this thing called Science?208

However, we have seen that there are fundamental laws in physics 
that cannot be construed as causal laws. In these cases there is no 
ready answer to Boyle’s question. What makes systems behave in 
accordance with the law of conservation of energy? I don’t know. 
They just do. I am not entirely comfortable with this situation, but 
I don’t see how it can be avoided.

Further reading

For a different view of laws than the one characterised here, 
and for a detailed critique of the regularity view, see Armstrong 
(1983). The way in which experiment points towards the causal 
view of laws is shown in Bhaskar (1978). Cartwright (1983) casts 
doubt on the idea that there can be fundamental laws that are 
true of the world, but modifies her views to defend something 
more like the causal view in her 1989 text. The clash between 
how many philosophers characterise laws and the notion of laws 
employed by scientists is described with interesting examples in 
Christie (1994). The material of this chapter is largely derived 
from, and is dealt with in a little more detail in, Chalmers (1999). 
Another recent discussion of the nature of laws is van Fraassen 
(1989). Psillos (2002, pp. 122–68) is a good overall summary of 
the issue.



CHAPTER 15

Realism and anti-realism

Introduction

A natural assumption to make about scientific knowledge is that it 
tells us much about the nature of the world that goes well beyond 
what it appears to be like on the surface. It tells us about electrons 
and DNA molecules, the bending of light in gravitational fields, 
and even about the conditions that prevailed in the world long 
before there were humans to observe it. Not only does science 
aim to give us knowledge of such things, but it has, in the main, 
succeeded in doing so. Science describes not just the observable 
world but also the world that lies behind the appearances. This is 
a rough statement of realism with respect to science.

Why would anyone wish to deny realism? There are certainly 
many contemporary philosophers of science that do. One source 
of doubts about realism is the extent to which claims about the 
unobservable world must be hypothetical to the extent that they 
do transcend what can be firmly established on the basis of obser-
vation. Realism with respect to science is too rash, it would seem, 
insofar as it claims more than can reasonably be defended. These 
doubts can be reinforced by a historical reflection. Many theo-
ries of the past which made claims about unobservable entities 
did indeed turn out to be rash in this respect because they have 
been rejected. Newton’s particle theory of light, the caloric theory 
of heat, and also Maxwell’s electromagnetic theory, insofar as it 
assumed electric and magnetic fields to be states of a material ether, 
provide examples. Although the theoretical parts of those theories 
have been rejected, the anti-realist can note, those parts of them 
that were based on observation have been retained. Newton’s 
observations concerning chromatic aberration and interference, 
calorimetry, Coulomb’s law of attraction and repulsion of charged 
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bodies and Faraday’s laws of electromagnetic induction have been 
incorporated into modern science. The enduring part of science 
is that part which is based on observation and experiment. The 
theories are mere scaffolding which can be dispensed with once 
they have outlived their usefulness. This is the typical anti-realist 
position.

So the realist position reflects the unthinking attitude of most 
scientists and non-scientists, and realists will ask ‘how could scien-
tific theories involving unobservable entities such as electrons and 
gravitational fields be as successful as they are if they did not cor-
rectly describe the unobservable realm, at least approximately?’ 
The anti-realist, in response, stresses the inconclusiveness of the 
evidence for the theoretical part of science and points out that, 
just as theories in the past proved successful in spite of the fact that 
they were not correct descriptions of reality, so it is reasonable to 
assume the same about contemporary ones. This is the debate that 
we explore in this chapter.

Global anti-realism: language, truth and reality

There is a form that the realism/anti-realism debate frequently 
takes in contemporary literature that I do not think is helpful, 
and which, in any case, is a different debate from the one I, and 
many others, wish to address. Readers who are unimpressed by 
the general and abstract terms of the discussion can safely skip this 
section. Global anti-realism, as I will call it, raises the question 
of how language of any kind, including scientific language, can 
engage with, or hook onto, the world. Its defenders observe that 
we have no way of coming face to face with reality to read off 
facts about it, by way of perception or in any other way. We can 
view the world only from our humanly generated perspectives 
and describe it in the language of our theories. We are forever 
trapped within language and cannot break out of it to describe 
reality ‘directly’ in a way that is independent of our theories. 
Global anti-realism denies we have access to reality generally, and 
not just within science.

I doubt if any serious contemporary philosopher holds that we 
can come face to face with reality and directly read off facts about 
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it. I remind the reader that in this book we left any such idea 
behind round about chapter 2. So in that sense we are all global 
anti-realists, but that is not saying much because it is such a weak 
thesis. It becomes a stronger thesis when this lack of direct access 
to reality is taken to have consequences justifying a skeptical atti-
tude towards science and to knowledge generally. The idea seems 
to be that no knowledge can have any kind of privileged posi-
tion as a characterisation of the world because we lack the kind 
of access to the world that would serve to justify this. This move 
is unwarranted. Although it is true that we cannot describe the 
world without using some conceptual framework, we can never-
theless test the adequacy of those descriptions by interacting with 
the world. We find out about the world not just by observing and 
describing it but by interacting with it. As discussed in chapter 1, 
the construction of, necessarily linguistically formulated, claims 
about the world is one thing. Their truth or falsity is another. The 
notion of truth is often seen as having an important bearing on the 
debates about realism, so a discussion of the notion is called for.

The theory of truth most conducive to the needs of a realist 
is the so-called correspondence theory of truth. The general idea 
is straightforward enough and can be illustrated in commonsense 
terms in a way that makes it appear almost trivial. According to 
the correspondence theory, a sentence is true if and only if it cor-
responds to the facts. The sentence ‘the cat is on the mat’ is true 
if the cat is on the mat and is false if it isn’t. A sentence is true if 
things are as the sentence says they are and false otherwise.

One difficulty with the notion of truth is the ease with which 
it can lead to paradoxes. The so-called liar paradox provides an 
example. If I say ‘I never tell the truth’ then if what I have said 
is true then what I have said is false! Another example goes as 
follows. We imagine a card, on one side of which is written ‘the 
sentence on the other side of this card is true’, and on the other 
side is written ‘the sentence written on the other side of this card 
is false’. A little thought will reveal the paradoxical conclusion that 
either of the sentences are both true and false.

The logician Alfred Tarski demonstrated how, for a reasonably 
simple language system, paradoxes can be avoided. The crucial step 
was his insistence that, when one is talking of the truth or falsity 
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of the sentences in some language, one must carefully distinguish 
sentences in the language system that is being talked about, the 
‘object language’, from sentences in the language system in which 
talk about the object language is carried out, the ‘metalanguage’. 
Referring to the paradox involving the card, if we adopt Tarski’s 
recommendation then we must decide whether each sentence on 
the card is in the language being talked about or in the language in 
which the talking is being done. If one follows the rule that each 
of the sentences must be in either the object or the metalanguage 
but not in both, then neither sentence can both refer to the other 
and be referred to by the other, and no paradoxes arise.

A key idea of Tarski’s correspondence theory, then, is that if 
we are to talk about truth for the sentences of a particular lan-
guage, then we need a more general language, the metalanguage, 
in which we can refer both to the sentences of the object language 
and to the facts to which those object language sentences are 
intended to correspond. Tarski needed to be able to show how the 
correspondence notion of truth can be systematically developed 
for all sentences within the object language in a way that avoids 
paradoxes. The reason that this was a technically difficult task is 
that for any interesting language there is an infinite number of 
sentences. Tarski achieved his task for languages involving a finite 
number of single placed predicates, that is, predicates such as ‘is 
white’ or ‘is a table’. His technique involved taking as given what 
it means for a predicate to be satisfied by an object. Examples from 
everyday language sound trivial. For instance, the predicate ‘is 
white’ is satisfied by x if and only if x is white. Given this notion 
of satisfaction for all the predicates of a language, Tarski showed 
how the notion of truth can be built up from this starting point for 
all the sentences of the language. (To use technical terminology, 
taking the notion of primitive satisfaction as given, Tarski defined 
truth recursively.)

Tarski’s result was certainly of major technical importance for 
mathematical logic. It had a fundamental bearing on model theory 
and also had ramifications for proof theory. But these are matters 
far beyond the scope of this book. Tarski also showed how it is 
that contradictions can arise when truth is discussed in natural 
languages, and showed how those contradictions can be avoided. 
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But I do not think he did more than that, and Tarski himself 
seemed not to have thought so either. For our purposes I suggest 
there is nothing more to Tarski’s correspondence theory than is 
encapsulated in the trivial sounding prescription ‘snow is white’ 
is true if and only if snow is white. That is, Tarski has shown that 
a commonsense idea of truth can be utilised in a way that is free 
from the paradoxes that were thought to threaten it. From this 
point of view, a scientific theory is true of the world if the world 
is the way the theory says it is, and false otherwise. Insofar as our 
discussion of realism involves a notion of truth, this is the notion 
of truth that I will employ.

Those keen on defending global anti-realism maintain that 
the correspondence theory of truth does not escape from lan-
guage to describe a relationship between sentences and the world 
in the way it is claimed to. If I am asked what a statement such 
as ‘the cat is on the mat’ corresponds to, then unless I refuse to 
answer I must offer a statement in reply. I will reply ‘the cat is on 
the mat’ corresponds to the cat’s being on the mat. Those who 
support the objection I have in mind would respond to this by 
saying that in giving my reply I have not characterised a relation-
ship between a statement and the world but between a statement 
and another statement. That this is a misguided objection can be 
brought out with an analogy. If I have a map of Australia and I 
am asked to what the map refers, then the answer is ‘Australia’. 
In giving this answer I am not saying that the map refers to the 
word ‘Australia’. If I am asked what the map refers to, I have no 
alternative but to give a verbal reply. The map is a map of a large 
land mass that is named Australia. Neither in the case of the cat 
nor the map can it be sensibly said that the verbal reply involves 
me in the claim that, in the first case, the sentence ‘the cat is on 
the mat’ and, in the second case, the map refers to something 
verbal. (It seems to me that, for example, Steve Woolgar’s (1988) 
global anti-realism with respect to science involves the confu-
sion I have tried to unravel here.) To me at least, the claim that 
‘the cat is on the mat’ refers to a state of affairs in the world and 
is true if the cat is on the mat and false if it isn’t is perfectly intel-
ligible and trivially correct.

A realist will typically claim that science aims at theories that 
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are true of the world, both observable and unobservable, where 
truth is interpreted as the commonsense notion of correspond-
ence to the facts. A theory is true if the world is as the theory says 
it is and false otherwise. In the case of cats on mats, the truth of 
statements can be fairly straightforwardly established. In the case 
of scientific theories this is far from being the case. I repeat, the 
brand of realism I wish to explore does not involve the claim that 
one can come face to face with reality and read off which facts are 
true and which are false.

The traditional debate between realists and anti-realists with 
respect to science concerns the issue of whether scientific theo-
ries should be taken as candidates for the truth in an unrestricted 
sense, or whether they should be taken as making claims about the 
observable world only. So both sides see science aiming at truth 
in some sense (a sense which I will interpret as correspondence of 
the kind discussed above). So neither side of the debate supports 
global anti-realism. So let us leave global anti-realism behind and 
get down to the serious business.

Anti-realism

The anti-realist maintains that the content of a scientific theory 
involves nothing more than the set of claims that can be sub-
stantiated by observation and experiment. Many anti-realists can 
usefully be called, and often are called, instrumentalists. For them 
theories are nothing more than useful instruments for helping us 
to correlate and predict the results of observation and experiment. 
Theories are not appropriately interpreted as being true or false. 
Henri Poincaré (1952, p. 211) exemplified this position when 
he compared theories to a library catalogue. Catalogues can be 
appraised for their usefulness, but it would be wrong-headed to 
think of them as true or false. So it is with theories for the instru-
mentalist. The latter will demand of theories that they be general 
(bringing under their umbrella a wide range of kinds of observa-
tion) and simple, as well as the main requirement, that they be 
compatible with observation and experiment. Bas van Fraassen 
(1980) is a contemporary anti-realist who is not an instrumen-
talist insofar as he thinks that theories are indeed true or false. 
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However, he regards their truth or falsity as beside the point as 
far as science is concerned. For him the merit of a theory is to be 
judged in terms of its generality and simplicity and the extent to 
which it is borne out by observation and leads to new kinds of 
observation. Van Fraassen calls his position ‘constructive empiri-
cism’. An advocate of the new experimentalism who sees the 
growth of science in terms of the growth of controllable scientific 
effects and nothing more would qualify as an anti-realist in the  
sense I am using that term.

A motivation underlying anti-realism seems to be the desire 
to restrict science to those claims that can be justified by scien-
tific means, and so avoid unjustifiable speculation. Anti-realists 
can point to the history of science to substantiate their claim that 
the theoretical part of science does not qualify as securely estab-
lished. Not only have theories of the past been rejected as false, but 
many of the entities postulated by them are no longer believed to 
exist. Newton’s corpuscular theory of light was an accepted part 
of physics for over a hundred years. Not only is it now regarded 
as false, but there are no such things as the corpuscles that New-
ton’s optics implied. The ether that was centrally involved in 
nineteenth-century wave optics and electromagnetic theory has 
been similarly discarded, and a key idea in Maxwell’s theory, that 
electric charge is nothing other than a discontinuity in a strain 
in the ether, is now regarded as plain wrong. However, the anti-
realist will insist that, although these theories proved to be untrue, 
there is no denying the positive role they played in helping to 
order, and indeed to discover, observable phenomena. After all, it 
was Maxwell’s speculations about electromagnetism as represent-
ing states of an ether that led him to an electromagnetic theory of 
light and was eventually to lead to the discovery of radio waves. 
In the light of this, it seems plausible to evaluate theories solely in 
terms of their ability to order and predict observable phenomena. 
As such, the theories themselves can be discarded when they have 
outlived their usefulness, and the observational and experimental 
discoveries to which they have led can be retained. Just as past 
theories and the unobservable entities employed by them have 
been discarded, so we can expect our present ones to be. They are 
simply scaffolding to help erect the structure of observational and 
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experimental knowledge, and they can be rejected once they have 
done their job.

Some standard objections and the anti-realist response

The anti-realist presupposes a distinction between knowledge at the 
observational level, which is regarded as securely established, and 
theoretical knowledge, which cannot be securely established and is 
best seen as a heuristic aid. The discussion of the theory-dependence 
and fallibility of observation and experiment in the early chapters 
of the book poses problems for this view, at least on the surface. 
If observation statements and experimental results are regarded as 
acceptable to the extent that they can survive tests, but are liable to 
be replaced in the future in the light of new, more discerning tests, 
then this opens the way for the realist to treat theories in exactly the 
same way, and to deny that there is a fundamental or sharp distinc-
tion between observational and theoretical knowledge of the kind 
that the anti-realist bases his or her position on.

Let us engage with this issue at the level of experiment rather 
than mere observation. Here the anti-realist need not deny that 
theory plays a role in the discovery of new experimental effects. 
He or she can stress, however, as I did in the chapter on the new 
experimentalism, that new experimental effects can be appreciated 
and manipulated in a way that is independent of theory, and this 
experimental knowledge does not get lost when there is a radical 
theory change. I gave Faraday’s discovery of the electric motor and 
Hertz’s production of radio waves as examples. Cases such as these 
can be deployed in a way that gives credence to the anti-realist’s 
position. Whether all experimental results as they figure in sci-
ence can be construed as theory-independent in this kind of way 
is disputable, however. Let me crystallise the problem by invok-
ing again my story about the use of the electron microscope to 
investigate dislocations in crystals. Some aspects of the early work 
can aid the anti-realist. The validity of the observations of dislo-
cations was established by various manipulations and cross-checks 
that did not rely on an appeal to a detailed theory of the electron 
microscope and the interaction of electron beams with crystals. 
However, as the work got more sophisticated, interpretations of 
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the observable images could only be achieved and supported by 
the agreement between fine detail and the predictions of theory. 
There is no denying that knowledge of dislocations has been of 
immense practical importance for understanding the strengths of 
materials and many other properties of solids. What an anti-realist 
needs to be able to do is show how the experimentally useful part 
of that knowledge can be formulated and vindicated in a way that 
is independent of theory. The issue is discussed in more detail in 
Chalmers (2003).

Another standard objection to anti-realism concerns the pre-
dictive success of theories. How can it be, so the objection goes, 
that theories are so predictively successful if they are not at least 
approximately true? The argument seems to have particular force 
in those cases where a theory leads to the discovery of a new kind 
of phenomenon. How can Einstein’s theory of general relativity 
be considered as a mere calculating device given that it success-
fully predicted the bending of light rays by the sun? How can it 
be seriously maintained that the structures attributed to organic 
molecules were mere instruments when those structures can now 
be witnessed ‘directly’ with electron microscopes?

The anti-realist can respond as follows. They can certainly 
agree that theories can lead to the discovery of new phenomena. 
Indeed, this is one of the desiderata they themselves place on a 
good theory. (Remember, it is not part of the anti-realist’s posi-
tion that there is no place for theory in science. It is the status of 
theory that is in question.) However, the fact that a theory is pro-
ductive in this respect need be no indication that it is true. This 
is evident from the fact that theories of the past have proved suc-
cessful in this respect even though, from a modern point of view, 
they cannot be regarded as true. Fresnel’s theory of light as waves 
in an elastic ether successfully predicted the bright spot discovered 
by Arago and Maxwell’s speculations about the displacement of 
the ether led to the prediction of radio waves. The realist regards 
Newton’s theory as false in the light of Einstein’s theory and quan-
tum mechanics. And yet Newton’s theory had over two centuries 
of predictive success to its credit before it was eventually refuted. 
So doesn’t history force the realist to admit that predictive success 
is not a necessary indication of truth?
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There is an important historical episode in the history of sci-
ence that has been used in attempts to discredit anti-realism. It 
involves the Copernican revolution. As we have seen, Copernicus 
and his followers faced problems defending their claim that the 
earth moves. One response to those problems was to take an anti-
realist stance with respect to that theory, deny that it be taken 
literally as describing true motions, and demand merely that it 
be compatible with astronomical observations. A clear expression 
of this view was formulated by Osiander in the Preface that he 
wrote for Copernicus’s main work, The Revolutions of the Heavenly 
Spheres. He wrote,

. . . it is the duty of an astronomer to compose the history of the 
celestial motions through careful and skillful observation. Then 
turning to the causes of these motions or hypotheses about them, 
he must conceive and devise, since he cannot in any way attain 
to the true causes, such hypotheses as, being assumed, enable 
the motions to be calculated correctly from the principles of 
geometry, for the future as well as the past. The present author 
[Copernicus] has performed both these duties excellently. For 
the hypotheses need not be true nor even probable; if they pro-
vide a calculus consistent with observation that alone is sufficient. 
(Rosen, 1962, p. 125)

By taking this stance, Osiander and like-minded astronomers 
were removed from the need to face up to the difficulties posed 
by the Copernican theory, especially those stemming from the 
claim that the earth moves. Realists such as Copernicus and Gali-
leo, however, were forced to try to face up to those difficulties 
and attempt to remove them. In Galileo’s case this led to major 
advances in mechanics. The moral that the realist wishes to draw 
from this is that anti-realism is unproductive because difficult 
questions, which demand a solution from a realist perspective, are 
swept under the carpet by anti-realists.

The anti-realist can respond that this example is a caricature of 
the anti-realist position. Among the demands that an anti-realist 
makes of theories is the insistence that theories be general and 
unified – that they embrace a wide range of phenomena. From 
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this perspective, the anti-realist must seek to embrace astronomy 
and mechanics under one theoretical framework, and so would 
be just as motivated to tackle the mechanical problems associated 
with the Copernican theory as the realist. It is ironic in this con-
nection that a prominent anti-realist, Pierre Duhem (1969), in his 
book To Save the Phenomena, chose the example of the Copernican 
revolution to support his case!

Scientific realism and conjectural realism

I begin by stating realism in a very strong form, to which some 
have given the name ‘scientific realism’. According to scientific 
realism, science aims at true statements about what there is in 
the world and how it behaves, at all levels, not just at the level of 
observation. What is more, it is claimed that science has made 
progress towards this aim, insofar as it has arrived at theories that 
are at least approximately true and discovered at least some of what 
there is. So, for example, science has discovered that there are such 
things as electrons and black holes, and, although earlier theories 
about such entities have been improved upon, those earlier theo-
ries were approximately true, as can be shown by deriving them as 
approximations to current theory. We cannot know that our cur-
rent theories are true, but they are truer than earlier theories, and 
will retain at least approximate truth when they are replaced by 
something more accurate in the future. These claims are regarded 
by the scientific realist as on a par with scientific claims them-
selves. It is claimed that scientific realism is the best explanation 
of the success of science and can be tested against the history of 
science and contemporary science in much the same way as scien-
tific theories are tested against the world. It is the claim about the 
testability of realism against the history of science that is seen as 
warranting the naming of this brand of realism ‘scientific’. Rich-
ard Boyd (1984) has given a clear statement of scientific realism of 
the kind I have summarised here.

A key problem for this strong version of realism stems from 
the history of science and the extent to which that history reveals 
science to be fallible and revisable. The history of optics pro-
vides the strongest example. Optics has undergone fundamental 
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changes in its progress from Newton’s corpuscular theory through 
to modern times. According to Newton, light consists of beams of 
material corpuscles. Fresnel’s theory, which replaced it, construed 
light as a transverse wave in an all-pervasive elastic ether. Max-
well’s electromagnetic theory of light reinterpreted these waves 
as involving fluctuating electric and magnetic fields, although the 
idea that those fields were states of an ether was retained. By early 
in the twentieth century the ether had been eliminated leaving 
the fields as entities in their own right. It soon became necessary 
to supplement the wave character of light with a particle aspect 
by introducing photons. I take it that realists and anti-realists 
alike consider this series of theories to have been progressive from 
beginning to end. But how can this progress be reconciled with 
the scientific realist’s strictures? How can this series of theories 
be construed as moving towards better and better approximations 
to a characterisation of what there is in the world, when what is 
in evidence is a drastic fluctuation? First light is characterised in 
terms of particles, then waves in an elastic medium, then as fluc-
tuating fields-in-themselves and then as photons.

Admittedly, there are other examples that seem to fit the real-
ist picture better. The history of the electron is a case in point. 
When it was first discovered in the form of cathode rays towards 
the end of the nineteenth century, it was construed as simply a 
tiny particle with a small mass and an electric charge. Bohr needed 
to qualify this picture in his early version of a quantum theory of 
the atom, in which electrons orbited a central positive nucleus but 
without radiating, as circling charged particles would be expected 
to do. They are now regarded as quantum mechanical entities that 
have a half integral spin, can behave like waves in appropriate cir-
cumstances and obey Fermi-Dirac rather than classical statistics. 
It is reasonable to suppose that throughout this history it is the 
same electrons that are being referred to and experimented on, 
but that we have steadily improved and corrected our knowledge 
of them, so that it is reasonable to see the sequence of theories 
about electrons as approaching truth. Ian Hacking (1983) has 
indicated a way in which the realist position can be strengthened 
from this kind of perspective. He argues that the anti-realists place 
an inappropriately strong emphasis on what can and what cannot 
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be observed and pay insufficient attention to what can be practi-
cally manipulated in science. He argues that entities in science 
can be shown to be real once they can be practically manipulated 
in a controlled way and used to bring about effects in something 
else. Beams of positrons can be produced and trained on targets 
to bring about effects in a controlled way, so how can they not be 
real, in spite of the fact that they cannot be directly observed? If 
you can spray them, says Hacking, then they are real (p. 23). If 
this criterion for judging what is real is adopted, then perhaps my 
example concerning particles of light and the ether need not tell 
against realism, because those entities were never established as 
real by practically manipulating them.

There are realists who regard scientific realism as too strong 
and attempt to weaken it in various ways. The brand of realism 
advocated by Popper and his followers is of that kind and can be 
referred to as conjectural realism. The conjectural realist stresses 
the fallibility of our knowledge, and is well aware that theories 
of the past, together with their claims about the kinds of entities 
there are in the world, have been falsified and replaced by supe-
rior theories that construe the world quite differently. There is no 
knowing which of our current theories might suffer a similar fate. 
So the conjectural realist will not claim that our current theories 
have been shown to be approximately true, nor that they have 
conclusively identified some of the kinds of things there are in the 
world. The conjectural realist will not rule out the possibility that 
the electron might suffer the same fate as the ether. Nevertheless, 
it is still maintained that it is the aim of science to discover the 
truth about what really exists and theories are to be appraised for 
the extent to which they can be said to fulfil that aim. The con-
jectural realist will say that the very fact that we can declare past 
theories to be false indicates that we have a clear idea of the ideal 
that those past theories have fallen short of.

Although conjectural realists will insist that their position is 
the most fruitful one to adopt in science, they will stop short of 
describing their position as scientific. Scientific realists claim that 
their position can be tested against the history of science and can 
explain the success of science. The conjectural realist regards this 
as too ambitious. Before a theory in science can be accepted as 
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an explanation for a range of phenomena it can reasonably be 
demanded that there be some independent evidence for the the-
ory, independent, that is, of the phenomena to be explained. As 
John Worrall (1989b, p. 102) has pointed out, there is no question 
of scientific realism living up to this demand since there is no 
question of there being evidence independent of the history of 
science which scientific realism is meant to explain. The general 
point is that it is difficult to see how scientific realism can be con-
firmed by the historical evidence once one takes seriously the kind 
of stringent demands made within science itself concerning what 
counts as a significant confirmation. Conjectural realism is seen as 
a philosophical, rather than scientific, position by the conjectural 
realist, to be defended in terms of the philosophical problems it 
can solve.

A major problem with conjectural realism is the weakness of 
its claims. It does not claim that current theories can be known 
to be true or approximately true nor does it claim that science has 
conclusively discovered some of the things that there are in the 
world. It simply claims that science aims to achieve such things, 
and that there are ways of recognising when science falls short 
of this aim. The conjectural realist has to admit that even if true 
theories and true characterisations of what there is were arrived at 
in science there would be no way of knowing it. It might well be 
asked what differences there are between this view and that of the 
most sophisticated anti-realist when it comes to an understanding 
and appraisal of current or past science.

Idealisation

A standard objection to realism, raised by Duhem (1962, p. 175), 
for example, is that theories cannot be taken as literal descriptions 
of reality because theoretical descriptions are idealised in a way 
that the world is not. We will all recall that the science we learnt 
at school involved such things as frictionless planes, point masses 
and inextensible strings and we all know that there are no items in 
the world that match these descriptions. Nor should it be thought 
that these are simplifications introduced only in elementary texts, 
with more complicated descriptions characterising the real state of 
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affairs introduced later in more advanced science. Newtonian sci-
ence inevitably makes approximations in astronomy, for example, 
treating the planets as point masses or homogeneous spheres and 
the like. When quantum mechanics is used to derive the proper-
ties of the hydrogen atom, such as its characteristic spectra, it is 
treated as a negatively charged electron moving in the vicinity of 
a positively charged proton, isolated from its surroundings. No 
real hydrogen atom is ever isolated from its surroundings. Carnot 
cycles and ideal gases are other idealisations that play a crucial role 
in science without there being counterparts to them in the real 
world. Finally, we note that from a realist perspective, the param-
eters that are taken to characterise systems in the world, such as 
the position and velocity of a planet or the charge on the elec-
tron, are treated as indefinitely precise when manipulated by exact 
mathematical equations, whereas experimental measurements are 
always accompanied by some margin of error, so that a meas-
ured quantity will be denoted as x ± dx, where dx represents the 
margin of error. The general idea, then, is that in various ways, 
theoretical descriptions are idealisations that cannot correspond to 
real-world situations.

My own view is that idealisations in science do not pose the 
difficulties for realism that they are often thought to do. As far 
as the undoubted inaccuracy of all experimental measurements is 
concerned, it does not follow from this that the quantities meas-
ured do not possess precise values. I would argue, for example, that 
in physics we have strong evidence for the claim that the charge 
on every electron is absolutely identical, in spite of the inaccuracy 
of measurements of that charge. Many macroscopic properties, 
such as the conductivity of metals and the spectra of gases, depend 
on the way electrons, because of the strong sense in which they 
are identical, obey Fermi-Dirac rather than classical, Boltzmann 
statistics. This example is not likely to impress the anti-realist who 
regards the electron as a theoretical fiction, but, like Hacking, it 
seems to me that the experimental manipulation of electrons that 
is now commonplace makes an anti-realist attitude with respect to 
them extremely implausible.

Idealisation can be viewed in an instructive way in the light of 
the discussion of the nature of laws in the previous chapter. There 
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it was suggested that a common class of laws describes the pow-
ers and tendencies of particulars to behave or act in certain ways. 
It was stressed that observable sequences of events should not be 
expected to reflect the orderly action of these powers and tenden-
cies because the systems in which they operate will typically be 
complex and involve the simultaneous operation of other powers 
and tendencies. So, for instance, however accurate we attempt to 
make an experiment designed to measure the deflection of cath-
ode rays in a discharge tube, we will never be able to completely 
eliminate the effect of the gravitational attraction on the electrons 
due to nearby masses, the effect of the earth’s magnetic field, and 
so on. To the extent that it is accepted that the causal account of 
laws is able to make sense of laws in science where the regularity 
view fails, then this requires us to view laws as describing causal 
powers that act behind the appearances, combining with other 
powers to yield resulting events or sequences of events that may be 
observable. That is, the causal account of laws is a realist account. 
The anti-realist seems obliged to capture the functioning of laws 
in science with some version of the regularity view. We discussed 
the difficulties they face in the previous chapter.

Unrepresentative realism or structural realism

If we take the most sophisticated versions of realism and anti-
realism, then each seems to have a major point in its favour. The 
realist can point to the predictive success of scientific theories, and 
can ask, how can this success be explained if theories are mere cal-
culating devices? The anti-realist can counter by pointing out that 
past scientific theories were predictively successful even though 
the realist is forced to characterise them as false. This dramatic 
turnover in theories is the key point in favour of the anti-realist. Is 
there a position that manages to capture the best of both worlds? 
In the past I have attempted to do so with a position I called 
unrepresentative realism. That view has similarities with a posi-
tion developed by John Worrall (1989b) which he calls structural 
realism. My phrase has not caught on. Worrall seems to be having 
more luck.

The history of optics provided us with the most problematic 
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example from the realist point of view, because there we see 
undoubtedly successful theories being overthrown with an accom-
panying change in the understanding of the kind of thing that 
light is. So let us concentrate on this problem case and see to what 
extent a realist view can be salvaged. Popperian realists, in their 
zeal to combat positivist or inductivist understandings of science, 
point to the falsification of previously well-confirmed theories to 
bolster their case that scientific knowledge remains fallible how-
ever much positive evidence there is in its favour. In this spirit 
they will insist, for example, that Fresnel’s wave theory of light 
has been shown to be false. (There is no elastic ether and the wave 
theory cannot handle phenomena such as the photoelectric effect, 
where light exhibits its particle-like nature.) But is it helpful or 
accurate to dismiss Fresnel’s theory as simply false? After all, there 
is a wide range of circumstances in which light does behave like 
a wave. There was more to Fresnel’s theory than mere predictive 
success. It successfully captured something right about light in a 
wide range of circumstances, its wave-like structure as exhibited 
in those circumstances. It was because Fresnel’s theory success-
fully captured that structure that it was predictively successful, 
leading to dramatically successful predictions such as the famous 
white spot. Worrall stresses this point by focusing on the math-
ematical structure of Fresnel’s theory and points out that many of 
the equations that figure in Fresnel’s treatment of light, such as the 
equations giving the detail of reflection and refraction at trans-
parent surfaces, are retained in current theory. That is, from the 
point of view of the contemporary understanding of the matter, 
Fresnel’s equations provide true, not false, descriptions of a wide 
range of optical phenomena, notwithstanding the fact that some 
of Fresnel’s interpretations of the reality underlying his equations 
have been discarded.

So science is realist in the sense that it attempts to characterise 
the structure of reality, and has made steady progress insofar as it 
has succeeded in doing so to an increasingly accurate degree. Past 
scientific theories were predictively successful to the extent that 
they did at least approximately capture the structure of reality (so 
their predictive success is not an unexplained miracle), so a major 
problem with anti-realism is avoided. On the other hand, while 
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science steadily progresses insofar as the structures attributed to 
reality are constantly refined, the representations that accompany 
those structures (the elastic ether, space as a receptacle for objects 
independent of those objects) are often replaced. There is a turn-
over in representations but a steady refinement of mathematical 
structure. So the terms ‘unrepresentative realism’ and ‘structural 
realism’ both have their point.

An important feature of progress in physics is the extent to 
which a theory can explain the degree of success enjoyed by the 
one it supersedes that goes beyond merely being able to repro-
duce its predictive success. Fresnel’s theory of light was successful 
because, under a wide variety of circumstances, light does indeed 
have wave-like properties, a fact reinforced, not refuted, by con-
temporary theory. Similarly, from the point of view of relativity 
theory it can be appreciated why, under a wide variety of circum-
stances, involving masses that are not too great moving at speeds 
not too close to the velocity of light, treating space as a receptacle 
independent of time and of the objects in it, is an assumption 
that will not lead us far wrong. Any account of progress in phys-
ics needs to be able to accommodate such general features. What 
one calls the position that can accomplish this is of much less 
importance.

Further reading

This discussion has relied heavily on John Worrall’s 1982 and 
1989b texts. A collection of papers on scientific realism is Leplin 
(1984). Popper’s defence of realism over instrumentalism is in his 
1969 text (chapter 3) and his 1983 text. Classic defences of anti-
realism are Duhem’s 1962 and 1969 texts and Poincaré (1952), 
and a modern version is van Fraassen (1980). Scientific realism 
is defended in Psillos (1999), structural realism in Ladyman and 
Ross (2007) and anti-realism in Stanford (2006).



CHAPTER 16

Epilogue to the third edition

In this concluding section I offer some reflections on what has 
been achieved in the foregoing chapters. I raise three interrelated 
questions or problems that have concerned me during the writing 
of this book, and continue to do so.

1.	 Have I answered the question that forms the title of this 
book? What is this thing called science?

2.	 What is the relation between the historical examples given 
in the book and the philosophical thesis defended? Do the 
examples constitute evidence for my case, or are they simply 
illustrations?

3.	 How do the general claims made about science by the Bayes-
ians and new experimentalists, discussed in chapters 12 and 
13, relate to the case against method made in chapter 11? Isn’t 
it the case that if there is no general account of science then 
all further discussion of the issue is redundant?

My response is as follows: I reaffirm that there is no general 
account of science and scientific method to be had that applies 
to all sciences at all historical stages in their development. Cer-
tainly philosophy does not have the resources to provide such an 
account. There is a sense in which the question that forms the title 
of this book is misguided. Nevertheless, a characterisation of the 
various sciences at various stages is a meaningful and important 
task. In this book I have attempted to accomplish that task for 
the physical sciences from the time of the scientific revolution in 
the seventeenth century until the present time (although I have 
refrained from tackling the question of the extent to which mod-
ern innovations such as quantum mechanics and quantum field 
theory involve characteristics that are qualitatively new). This task 
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involves displaying the nature of the physical sciences mainly by 
means of historical examples of the appropriate kind. The his-
torical examples therefore constitute an important part of the case 
rather than being mere illustrations of it.

Although the account of the physical sciences presented falls 
far short of providing a universal definition of science, it is far 
from useless when it comes to debates about what is or is not to 
count as science, exemplified, for example, in disputes about the 
status of ‘creation science’. I presume that the main aim of those 
who defend creation science under that name is to imply that it 
has a character similar to that of acknowledged sciences such as 
physics. The position defended in this book enables that claim to 
be appraised. Having displayed what kind of knowledge claims are 
sought in physics, what kinds of methods are available for estab-
lishing them and what kind of success has been achieved, we have 
what we need as the basis for a comparison with creation science. 
Once the similarities and differences between the disciplines have 
been displayed, we have all that we need for a judicious appraisal 
of them, and will be in a position to appreciate whether anything 
can be legitimately read into the naming of creation science as a 
science. No universal account of science is necessary.

In the paragraph before last I indicated that my portrayal of 
the physical sciences is to be defended by reference to ‘historical 
examples of the appropriate kind’. Some elaboration is called for 
here. Examples of the appropriate kind are concerned with the 
way in which the physical sciences function as knowledge. They are 
concerned with the kinds of claims made about the world in the 
physical sciences and the kinds of ways those claims are brought 
to bear on the world and tested against it. They are concerned 
with what philosophers call the epistemology of science. Philosophy 
of science is conducted by way of historical examples that display 
and clarify the epistemological function of science. The kind of 
history of science involved is a selective kind of history, and cer-
tainly not the only kind of history of science that is possible or 
important. The production of scientific knowledge always takes 
place in a social context in which that aim is interrelated with 
other practices with different aims, such as those involving the 
personal or professional aims of scientists, the economic aims of 
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funding agencies, the ideological interests of religious or political 
groups of various kinds and so on. A history that explores these 
connections is both legitimate and important, but, I claim, beside 
the point as far as the project of this book is concerned. There is a 
range of kinds of ‘social studies of science’ currently in vogue that 
imply that an epistemological study of the kind I have conducted 
in this book cannot be achieved without due attention to the full 
range of senses in which science is social. In this book I have not 
faced the challenge posed by these schools of thought head-on. I 
have been content to show that what they say cannot be done can 
indeed be done simply by doing it. My attempt to square accounts 
with contemporary social studies of science appears in my Science 
and Its Fabrication (1990), a book in which I hope I make it clear 
that I regard a study of the social and political aspects of science 
as of great importance. The point at issue is the epistemological 
relevance of such studies.

Let me now turn to the question of the status of Bayesian-
ism and the new experimentalism in the light of my denial of 
universal method. Bayesianism appears as an attempt to give an 
account of scientific reasoning in general, as is clearly signalled 
by the title of Howson and Urbach’s 1993 text. However, this 
impression does not bear analysis. Even if we accept unquestion-
ingly the Bayesian machinery, what that machinery gives us is a 
general way of adjusting the probability to be ascribed to beliefs in 
the light of new evidence. It does not single out scientific reason-
ing and distinguish it from other areas. Indeed, the most useful 
applications of Bayesianism are in gambling rather than science. 
Consequently, if Bayesianism is to tell us something distinctive 
about science in particular, then it will need to be augmented 
by some account of the kinds of beliefs and the evidence bearing 
upon them that occur in the sciences. I suggest that this can only 
be done by a careful look at the sciences themselves. What is more, 
I suggest that when that is done differences in the various sciences, 
and even qualitative changes within the methods of a single sci-
ence, will emerge. That is, even if the Bayesian approach is the 
correct one, it does not stand as a threat to the denial of universal 
method, and is in need of the kind of epistemological history of 
science that I advocate.
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The new experimentalists have certainly revealed some 
important features of experiment and its achievements within the 
physical and biological sciences. However, the account of science 
that this yields cannot be taken as providing the universal account of 
science. By way of examples, the new experimentalists have dem-
onstrated the capabilities and achievements of experiment in the 
natural sciences during the last three hundred years and Deborah 
Mayo has provided a formal underpinning for much experimental 
reasoning by appeal to error theory and statistics. This does not 
amount to a universal account of science for two reasons. First, 
the emphasis on experimental manipulation involved in the new 
experimentalism renders that account largely irrelevant for an 
understanding of disciplines, especially in the social and histori-
cal sciences, where experimental manipulation is impossible or 
inappropriate. This conclusion could conceivably be avoided by 
identifying science with experimental science, but this would 
hardly serve to appease those who wish to call themselves political 
scientists or social scientists, for example. Second, as was argued in 
chapter 13, the new experimentalist account is incomplete insofar 
as it does not include an adequate account of the various crucial 
roles played by theory in science. The problem is very evident, I 
suggest, in Peter Galison’s 1997 text in which he gives a descrip-
tively rich account of progress in twentieth-century microparticle 
physics by focusing on the particle detectors and counters, their 
capabilities and their evolution. What is left unclear in the book 
is the relation between the experimental detection of particles 
and the high-level theory, involving symmetry and conservation 
principles, by means of which the particles are understood and 
classified. At the time of writing this epilogue, I regard it as an 
outstanding and pressing problem in the philosophy of the natural 
sciences to augment the insights of the new experimentalists with 
a correspondingly updated account of the role or roles of theory in 
the experimental sciences, substantiated by detailed case studies.

The following historical reflection illustrates the difficulty 
of extracting some universal characterisation of or prescription 
for science from the work of the new experimentalists, and illus-
trates the kind of study I have in mind for clarifying the nature of 
the relationships between theory and experiment. The idea that 
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one should attempt to understand the world by experimentally 
manipulating it was by no means novel at the time of the scientific 
revolution. Alchemy, understood broadly as the precursor to mod-
ern chemistry involving the purposeful transformation of matter 
rather than narrowly as the attempt to transmute metals into gold, 
dates back to antiquity and flourished in the medieval period. The 
practice was not particularly successful. That lack of success can-
not be simply attributed to lack of guidance by theory. A range 
of atomistic and other matter theory informed the work of the 
alchemists. If one is inclined to ignore theory and look simply to 
experimental practice, then significant progress can be discerned 
in the craft traditions of the metallurgists and drug manufac-
turers of the sixteenth and seventeenth centuries. However, the 
knowledge involved can be seen as qualitatively different from the 
chemistry that was to emerge in the late seventeenth and eight-
eenth centuries. The latter did involve ‘theory’, but very low-level 
theory far removed from atomism. What was needed, and what 
was supplied early in the eighteenth century, was a notion of 
chemical combination and recombination of substances, involving 
the idea that substances, when combined, continue to exist in the 
resulting compound and are there to be extracted again by means 
of appropriate manipulations. The classification of substances into 
acids and alkalis, and the salts produced by the neutralisation of 
one by the other, offered a way of organising research in a way 
that made progress possible without the need for some atomistic 
or other matter theory. It was well into the nineteenth century 
before the time was ripe for such speculations to be linked with 
experiment. So the question of the role of experiment in science 
and its relation to theory is a complex and historically relative one 
even if we restrict the discussion to chemistry.

I conclude with some remarks about the relationship between 
the views on science explored in this book and the work of sci-
entists. Since I have denied that there is a universal account of 
science available to philosophers and capable of providing stand-
ards for judging science, and since I have argued that an adequate 
account of various sciences is only to be had by way of a close 
look at the sciences themselves, it might be concluded that the 
views of philosophers of science are redundant and that only those 
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of scientists themselves are of consequence. It might be thought, 
that is, that insofar as I have successfully made my case, I have 
done myself out of a job. This conclusion (fortunately for me) is 
unwarranted. Although it is true that scientists themselves are the 
practitioners best able to conduct science and are not in need of 
advice from philosophers, scientists are not particularly adept at 
taking a step back from their work and describing and characteris-
ing the nature of that work. Scientists are typically good at making 
scientific progress, but not particularly good at articulating what 
that progress consists of. This is the reason that scientists are not 
particularly well equipped to engage in debates about the nature 
and status of science, and do not typically do a good job when it 
comes to controversies about the nature and status of science such 
as are involved, for example, in the evaluation of creation science. 
This book is not intended to be a contribution to science, not even 
the physical sciences on which I have focused. Rather, largely by 
means of historical examples, I have tried to clarify what kind of 
things the physical sciences are or have been.

Further reading

For an account of alchemy in the medieval period, and the vari-
ous atomistic theories involved, see Newman (1994). The case 
for interpreting alchemy as chemistry rather than more narrowly, 
and an account of the invention of the narrow interpretation of 
‘alchemy’ at the turn of the seventeenth century, can be found in 
Newman and Principe (1998). For an account of the introduc-
tion of an account of chemical combination capable of sustaining 
the new science of chemistry in the eighteenth century, see Klein 
(1995) and Klein (1996).



CHAPTER 17

Postscript

Introduction

As is implied by its title, my book The Scientist’s Atom and the Philo
sopher’s Stone: How Science Succeeded and Philosophy Failed to Gain 
Knowledge of Atoms is an attempt to distinguish between scientific 
knowledge of and philosophical speculations about atoms. I aim 
to pinpoint features of the knowledge of atoms that had emerged 
by the early twentieth century that warrants it being referred to 
as science in a way that was not the case for previous versions of 
atomism. We get a firm handle on what this thing called science 
is by appreciating the difference between the status of atomism in 
physical science at the turn of the nineteenth century and atom-
ism as it occurs in the writings of the likes of Democritus or the 
seventeenth-century mechanical philosophers.

A rough characterisation of my account of the difference 
between scientific and philosophical claims concerning atoms 
is that the former are empirically confirmed in the way that the 
latter are not. The idea that what is distinctive about scientific 
knowledge lies in the extent to which it is confirmed by appeal to 
experience is hardly novel. It is the commonsense idea that formed 
the starting point for What is this thing called Science? and which, 
in the subsequent chapters, was subject to critical scrutiny. In the 
Introduction I noted that ‘the idea that the distinctive feature of 
scientific knowledge is that it is derived from the facts of experi-
ence can only be sanctioned in a carefully and highly qualified 
form, if it is to be sanctioned at all’ (p. xx). I have become less 
guarded and perhaps more conservative in my old age. I believe 
that once we have the appropriate notions of confirmation and 
empirical evidence, the distinguishing feature of science lies pre-
cisely in the sense in which it is empirically supported.
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The idea that scientific knowledge is distinctive by virtue of 
the way in which it is confirmed by empirical evidence requires 
an appropriately demanding notion of confirmation and of what 
counts as evidence. Claims are borne out to the extent that they 
are tested against, rather than merely accommodated to, the evi-
dence, whilst the relevant evidence is typically that arising from 
exacting experimental interventions. I do not have much to add 
to my discussion of the nature and status of experimental results 
to what can be found in the foregoing chapters, especially chap-
ter 13. But I do wish to elaborate on and add to the discussion of 
confirmation.

A theme running through What is this thing called Science? and, 
indeed, through contemporary philosophy of science generally, is 
the fallibility of scientific knowledge. General claims made within 
science are fallible because of the limited scope and fallibility of 
the evidence on which they are based. There is also the historical 
point that theories once regarded as well confirmed have been 
found wanting and superseded. There is a tension between this 
fallibility and the idea that scientific theories are special because 
they are well confirmed. Part of the response to the difficulty is to 
insist on an appropriately strong form of confirmation. Aristotle’s 
theory involving the four elements has been rejected, sure enough, 
but then it was never confirmed in the appropriately strong sense. 
On the other hand, for instance, Newton’s mechanics was con-
firmed in a very strong sense, but this did not prevent it breaking 
down for masses that are very large or moving very fast. There is 
a sense in which Newton’s theory has been falsified but not to the 
extent that it has been discarded. It is a limiting case of relativity 
theory and is still used to predict the paths of spacecraft and arti-
ficial satellites. A characteristic of science is that well-confirmed 
theories live on as limiting cases of their successors. There is a 
sense in which theories are fallible however well confirmed, but it 
is a highly qualified sense.

The idea that scientific theories are such by virtue of being 
well confirmed but are nevertheless liable to be superseded has 
consequences for the debate between realists and anti-realists. If 
realists are taken to be arguing that science progresses towards a 
more and more accurate picture of what the world is ultimately 
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like, then the extent to which theories, however well confirmed, 
are liable to be superseded by theories involving radically differ-
ent pictures poses a serious difficulty. If we consider the question 
of whether the physical world is ultimately continuous or discon-
tinuous, for example, it is difficult to understand the progress of 
physical science as moving us closer to an answer to that question. 
The case for an atomic structure of matter was compelling by 
the early twentieth century, but it was not long before they were 
being described by continuous wave functions stretching to infin-
ity. What is more, continuous electromagnetic fields became as 
basic to physics as atoms, with both exhibiting wave-like as well 
as particle-like characteristics. Who knows what deep structure 
might be attributed to the electromagnetic field or the electron 
in the light of revelations made possible by the next generation 
of particle accelerators? Such reflections pose problems for strong 
versions of scientific realism. On the other hand, the evidence 
for the existence of electrons is so strong that it is silly to imagine 
that future science will show that they do not exist, although it 
might well reveal some surprising things about them. Later in this 
Postscript I revisit the realism/anti-realism debate that I discussed 
in chapter 15 to try to do a better job of pinpointing the sense in 
which science warrants a realist interpretation.

Confirmation by arguments from coincidence

However well confirmed they might be, the claims of science are 
liable to be found wanting when they are pushed to new levels of 
accuracy or when they are applied in areas where they have never 
been tested before. How could it be otherwise? But this sense 
in which science is fallible does not alter the fact that laws and 
theories can be confirmed to such a high degree that they cannot 
possibly be completely on the wrong track. If claims are genuinely 
confirmed by a range of independent evidence then this would 
be an inexplicable coincidence unless they were good approxima-
tions to the truth.

Arguments from coincidence work only to the extent that they 
are borne out by evidence in a sufficiently strong sense. There is a 
range of factors of relevance to their strength.
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First, observational and experimental evidence itself must have 
survived a range of stringent, objective tests along the lines con-
sidered in chapters 2, 3 and 13.

Second, if claims are to be borne out by evidence then they 
must be genuinely tested against rather than accommodated to 
that evidence. It is no coincidence that Ptolemy’s astronomy can 
be rendered compatible with observations of planetary positions if 
there is no limit to the degree to which epicycles can be added to 
ensure a fit with those observations.

A third factor is involved here. It arises from the fact that laws 
and theories need to be augmented by additional assumptions, 
auxiliaries for short, before they can be put to the test. A danger 
that must be guarded against is that success or failure of tests is due 
to inadequacies in the auxiliaries rather than in the claim under 
test. Newton’s particle theory of light yields the law of refraction 
if it is assumed that the particles of light are attracted as they pass 
from an optically less dense to a more dense medium, moving at a 
greater speed in the latter as a result. But both of the latter assump-
tions are false and support for the theory illusory. Conversely, 
falsifications can be mistaken too. Given the estimates of the dis-
tance of the stars common at the time it was put forward, the 
Copernican theory clashed with the fact that parallax of the stars 
was not observable. But it was the assumption about the distance 
of the stars that was at fault, not the theory. The antidote to these 
problems is to insist that auxiliaries, where they are necessary, are 
subject to tests independent of the theory that is being argued for. 
To argue that the departure of the orbit of Uranus from that pre-
dicted by Newtonian astronomy must be due to the attraction of 
some unidentified body is to merely accommodate the theory to 
the evidence. But the situation was different once the planet Nep-
tune was observed and its approximate orbit determined. The fact 
that the observed orbit of Uranus is in line with what is predicted 
by Newtonian theory once the attraction between Uranus and 
Neptune is taken into account constitutes a genuine confirmation 
rather than falsification of the theory.

A fourth factor, that is implicit in the discussion of chapter 13 
but not sufficiently highlighted, concerns what Deborah Mayo 
(1996) has referred to as the partitioning of theories. Theories are 
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not confirmed by evidence if they generalise to a greater degree 
than is warranted by the evidence. Newtonian theory, complete 
with the assumption of an absolute space, was borne out by a wide 
range of predictions of terrestrial and astronomical phenomena. 
But those predictions follow just the same if the assumption of an 
absolute space is dropped. The predictions of Newtonian theory 
require specification only of motions of bodies relative to each 
other. It is possible to partition Newton’s laws from the assump-
tion of absolute space. Once this is done, it can be appreciated 
that the latter assumption is redundant and so not tested against 
the evidence. It is no coincidence that Newton’s theory complete 
with the assumption of absolute space can predict a wide array of 
evidence because that evidence is explained by the theory minus 
absolute space. The ways in which a theory can be partitioned are 
not necessarily transparent. It has become possible within the gen-
eral theory of relativity to distinguish the assumption that space is 
curved from stronger assumptions about the degree and cause of 
the curvature in a way that was not fully appreciated in Einstein’s 
time. Once this is done, it can be appreciated that some crucial 
predictions of general relativity theory require only curved space-
time and not the more specific assumptions implicit, for example, 
in Einstein’s own version of the theory. The experimentally 
detectable red shift is an example. From the point of view that I, 
following Mayo, am urging, Einstein’s version of general relativ-
ity was not confirmed by the red shift even though it predicted it!

A fifth point concerns the range and variety of evidence for a 
theory. The wider the range of phenomena that confirm a theory 
in a way that conforms to the strictures outlined in the previous 
paragraphs, the stronger the degree of confirmation of the theory 
as a whole. It would indeed be a coincidence that a theory could 
survive a range of qualitatively different genuine tests if it bore 
no resemblance to the truth. Newton’s theory explained details  
of planetary orbits to an ever increasing accuracy, the precession of  
the equinoxes, the tides, billiard-ball collisions, the decrease 
of gravity with height, and the return of Halley’s comet. Each 
instance of confirmation met the standards outlined above. How 
could Newton’s theory have accomplished this if it were false? 
Well, there is a sense in which it is false as we now know. It breaks 
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down in the case of relativistic and quantum effects. But it is not 
radically false insofar as it truly describes to a good degree of 
approximation a wide range of phenomena. What is more, the fact 
that it is able to do this can be largely accounted for by the theories 
of relativity and quantum mechanics that have superseded it.

The idea that theories are more strongly confirmed the wider 
the range of evidence makes the strength of confirmation a mat-
ter of degree. The wider the range of phenomena by which a 
theory is confirmed the greater the coincidence that would be 
involved were the theory false. Ptolemy’s theory of astronomy was 
genuinely confirmed to some degree. Epicycles were introduced 
to account for retrograde motion. But once this is done, then the 
theory predicts that planets will appear brightest when they are 
retrogressing because that is when they are nearest the earth. The 
confirmation of this prediction constitutes genuine evidence for 
Ptolemy’s theory because there is independent evidence for the 
epicycles involved in it. But Ptolemy’s theory is false nevertheless. 
I am not suggesting for a moment that degrees of confirmation 
can be quantified, but I hope my examples make it clear that there 
is a sense in which Newton’s theory was much more strongly con-
firmed by the evidence I listed in the previous paragraph than 
Ptolemy’s was by the correlation between retrograde motion and 
brightness.

The fallibility of science is often stressed by listing theories, 
such as Aristotle’s theory of the elements, Newton’s particle the-
ory of light, the caloric theory of heat and so on that have since 
been rejected. The implication is that just as theories in the past 
have been rejected, in spite of the evidence in their favour, so our 
current theories will come to be rejected in the future. I hold 
that this overstates the case. Many theories of the past that have 
been rejected were not confirmed, or were only very weakly 
confirmed, by evidence once we have sufficiently high standards 
about what counts as confirmation. In those cases where they 
were well confirmed, theories are not totally rejected but live on 
as approximations to or limiting cases of their successors.

My recent study of atomism in Chalmers (2009) involves a 
detailed comparison of philosophical theories of atoms that origi-
nated in Ancient Greece and scientific theories of atoms that were 
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to become part of physical science. I argue that the difference lies 
precisely in the fact that the latter were empirically confirmed 
while the former were not. In the next three sections I draw on 
this study to further illustrate and elaborate on the position on 
confirmation that I have outlined above.

Philosophical versus scientific knowledge of atoms

There are two crucial differences between the form of atomism 
that emerged in Ancient Greece and the atomism that has become 
basic to contemporary science. Philosophical atomism sought 
ultimate explanations of physical reality whereas contemporary 
science does not. Connected with this is the point that the latter is 
confirmed by empirical evidence whereas the former was at best 
merely accommodated to the evidence.

The pre-Socratic philosophers, those individuals who initi-
ated an extremely abstract, rational mode of thinking about the 
nature of the universe in the sixth and fifth centuries bc before the 
time of Socrates, saw change as a problem that needed an answer. 
The problem was posed acutely by Parmenides, who argued the 
extreme and startling thesis that change is impossible and so 
must be an illusion. He began with the plausible assumption that 
something cannot come from nothing. But any change involves 
something coming into being that did not previously exist. That 
is, it involves something coming from nothing. Parmenides also 
held that the void, empty space, cannot exist because void is noth-
ing, and ‘nothing’ cannot exist. He concluded that, contrary to 
how it seems, the universe is a homogeneous, unchanging sphere. 
Atomism was developed by Leucippus and Democritus in the fifth 
century bc as a response to Parmenides. Their atoms were minute 
parcels of being with an unchanging shape and size separated from 
each other by void. The latter was understood to exist in spite of 
the fact that it is, in a sense, nothing because it was regarded as 
the absence of being, that is, the absence of atoms. This picture of 
the ultimate structure of the world was sufficient for the atomists  
to render change possible. It comes about via the motion and  
rearrangement of atoms that are in themselves changeless.

I suspect the ancient atomists would have regarded the 
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suggestion that their theory should be defended empirically some-
what crass. Atomism was put forward as the ultimate explanation 
of change in general. For change to be intelligible there must be 
something that persists that allows us to say that whatever has 
changed retains its identity insofar as it has changed. We want to 
be able to say that the green leaf turned brown as well as the green 
leaf was replaced by a brown one. When we push our account 
of change far enough we reach the ultimate account that must 
involve an ultimate reality that persists through change and is the 
underlying substratum of all change. Observation of change will 
not reveal the reality that lies behind change. The appearances, 
accessible to the senses, will never yield knowledge of the reality 
that lies behind the appearances.

The atomists like Democritus did offer empirical support for 
their thesis in a weak sense. They did attempt to offer a plausible 
story of how the universe as we know it is compatible with the 
idea that it consists of nothing other than unchanging atoms in the 
void. So, for instance, they offered an account of how earth came 
to be as the result of the chance collisions of atoms, of how gravity 
results from atomic collisions, how perception arises as the result 
of atoms emanating from a perceived object reaching and interact-
ing with our senses and so on. It is doubtful whether the proposed 
mechanisms were indeed capable of explaining the phenomena 
they were invoked to explain. In any case there was no independ-
ent evidence for the existence and character of these mechanisms. 
Ancient atomism was at best accommodated to, rather than con-
firmed by, empirical evidence.

Something like Democritean atomism was revived by 
mechanical philosophers in the seventeenth century. An impor-
tant difference was that they restricted it to the material world, 
exempting the non-material world of minds, souls, angels and 
God in a way that the ancients had not done. The replacement 
of an Aristotelian world view by the mechanical one is typically 
seen as part and parcel of the scientific revolution of the seven-
teenth century. In my new book I argue that this is misleading. I 
distinguish between the mechanical philosophy including atom-
istic versions of it defended, for example, by Robert Boyle and 
Isaac Newton and new sciences such as Boyle’s pneumatics and 
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Newton’s mechanics. The ground for my distinction is precisely 
that the former was merely accommodated to the phenomena 
whereas the latter were empirically confirmed. I will say a little 
about both Boyle and Newton in this respect.

Boyle himself came close to making the distinction I invoke 
between philosophy of the kind represented by his mechanical 
philosophy and experimental science. He distinguished between 
intermediate causes and explanations accessible to experiment 
and ultimate atomic explanations. In his pneumatics he claimed 
that a range of phenomena, such as the behaviour of barometers 
and syringes, is explained by appeal to the weight and elastic-
ity of air. He supported his claims with a range of experiments, 
many of them involving the air pumps he devised for the purpose. 
He redesigned his experiments to eliminate objections of crit-
ics. By the time he had done, he had good grounds for claiming 
his pneumatics to be established as ‘matters of fact’. The situa-
tion was different when it came to his mechanical philosophy. 
He claimed that the material world is composed of unchanging 
corpuscles of universal matter possessing only a definitive shape 
and size and some degree of motion or rest. To defend this view 
he proposed possible mechanisms that he hoped would be capable 
of reproducing common phenomena. For instance, he appealed to 
interlocking shapes of corpuscles to explain various chemical phe-
nomena and motions of corpuscles to explain heat. It is doubtful 
whether his explanations were successful. In the cases of gravity 
and elasticity he openly admitted himself unable to devise plausi-
ble explanatory mechanisms. Even in those cases where adequate 
mechanisms could be devised, he had no independent way of test-
ing for their existence. Unlike the case with his pneumatics, Boyle 
was, at best, only able to accommodate his atomism to evidence. 
It was not confirmed by the evidence.

Newton is justly famous for the mechanics contained in the 
Principia. He was able to defend his theory by reference to a range 
of empirical evidence in a way that conformed to, and represents 
one of the most impressive examples of, the exacting account of 
theory-confirmation I outlined in the second section. This is how 
I interpret Newton’s claim that his mechanics was ‘derived from 
the phenomena’. Newton contrasted this aspect of his mechanics 
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with the mechanical world view presented in Descartes’ Princi-
ples of Philosophy. In my language Newton argues that Descartes 
had merely accommodated his mechanical world view to the phe-
nomena whereas he had confirmed his mechanics by reference 
to observable phenomena. However, in addition to devising his 
mechanics, Newton was also an atomist. As far as defending his 
atomism is concerned, he was only able to argue for the extent 
to which he could accommodate his atomism to the phenomena.

The atomism of Democritus, Boyle and Newton was put for-
ward as an account of the ultimate nature of the material world 
in general and was supported to the extent that observable phe-
nomena could be accommodated to it. The kind of atomism that 
entered science late in the nineteenth century differed from this 
both with regard to the kinds of claims it involved and with regard 
to the kinds of evidence offered in its support. The kinetic the-
ory of gases that understood them to be composed of molecules 
in motion and atomism in chemistry, that understood chemical 
reactions as coming about via the combination of atoms and mol-
ecules, were not theories about the world in general but theories 
about specific phenomena involving the behaviour of gases and 
chemical combination. The adequacy of atomic theories did not 
depend on the explanations offered being ultimate explanations. 
It soon became necessary to attribute an inner structure to atoms. 
Finally, the experimental evidence that could be appealed to in 
support of atomism early in the twentieth century met the strong 
demands concerning confirmation that I summarised in the sec-
ond section of this Postscript.

Strong evidence for the particulate structure of matter was 
provided in 1897 via J. J. Thomson’s experiments on cathode rays. 
Cathode rays pass through evacuated glass tubes across which 
a high voltage is applied. They had been known for over four 
decades when Thomson began his studies. Taking advantage 
of improved vacuum technology. Thomson was able to deflect 
cathode rays in electric and magnetic fields. Using electromag-
netic laws and Newton’s laws of motion, both supported by much 
independent evidence, Thomson showed that these deflections 
provided evidence that the cathode rays were composed of fast-
moving charged particles. He was able to measure the ratio of the 
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charge to the mass of the particles. Other experiments enabled the 
charge of the particles to be estimated separately, so that the mass 
of the particles could be calculated. The measurements revealed 
that the mass of the particles was extremely minute, two thousand 
times smaller than the mass attributed to atoms on the basis of the 
kinetic theory of gases. Thomson’s case, strong in itself, gained 
extra weight from the fact that similar conclusions were reached 
by other researchers from studies of phenomena other than cath-
ode rays. Pieter Zeeman had arrived at the conclusion that atoms 
contain small negatively charged particles by studying the splitting 
of spectral lines by magnetic fields, and the values of the mass and 
charge he measured for the particles, now known as electrons, 
were in line with Thomson’s.

The electron emerged not as the result of speculations about 
the structure of matter in general but out of attempts to under-
stand specific phenomena such as cathode rays and spectral lines by 
experimenting on them. Electrons with a specified mass and nega-
tive charge were not contrived to accommodate the phenomena 
but were forced on experimenters by the phenomena. The minute 
size of the electron, and the fact that they are negatively charged 
only, were unanticipated surprises both to Zeeman and Thom-
son. The need to ascribe charge, as well as mass, to the particles 
arose as a result of the effect on them of electric and magnetic 
fields. Charge emerged as a concept in the course of developments 
in electromagnetic theory in the nineteenth century. It did not 
fit easily into the mechanical world view and many physicists, 
including James Clerk Maxwell, attempted to give a mechanical 
explanation of it, in terms of stresses and strains in a mechani-
cal ether or some such thing. Thomson and Zeeman treated the 
charge of the electron as an unexplained primitive along with its 
mass. This move, which was a natural outcome of experimen-
tal investigations of electromagnetic phenomena, ran counter, 
and owed nothing, to speculations of the kind involved in the 
mechanical or any other philosophy. The trend continued once it 
was found necessary to attribute a half-integral spin to electrons, a 
quantum-mechanical notion with no classical correlate, and when 
it was realised that electrons obey quantum rather than classical 
statistics.
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The atomic and sub-atomic physics that was evolving by the 
late nineteenth century involved claims and modes of argument 
that differed in kind from those involved in philosophical atom-
ism such as that inspired by the mechanical philosophers. But that 
is not all. The emergence of the former owed next to nothing to 
the latter. Cathode rays were first produced by Julius Plücker in 
1859 by taking advantage of some technical innovations. He was 
able to evacuate his discharge tubes to a degree not previously 
accomplished by employing the mercury diffusion pump devised 
by Johann Geissler, a technician in his own laboratory and he was 
able to generate high voltages using the induction coils devised by 
Heinrich Rühmkorff. It was not long before it was discovered that 
cathode rays are deflected by a magnet. Deflecting them in electric 
fields proved not so straightforward. When Hertz attempted it as 
late as 1884 he failed. Thomson’s success in 1897 owed much to 
improved vacuum technology that had emerged as the result of 
attempts to increase the lifetime of electric light bulbs. There is 
a detailed story to be told that I only sketch here. But the sketch 
is enough to indicate that the path that led to Thomson’s success 
does not bear much resemblance to the kinds of considerations 
involved in the articulation and defence of philosophical atomism.

Independent evidence and the ‘theory-dependence of 
observation’: Perrin’s experiments on Brownian motion

Many of the points that I have been urging concerning the empir-
ical confirmation of science can be well illustrated by a close look 
at the experiments on Brownian motion carried out by Jean Per-
rin from 1908 and the nature of the case for atoms that he was 
able to mount by appeal to them. Attention to the details shows 
the extent to which Perrin established the molecular constitution 
of gases by powerful arguments from coincidence, that his obser-
vations were not theory-dependent in a way that posed any kind 
of problem, and that the kinetic theory he defended was false in 
certain respects nevertheless.

In 1827 the British naturalist Robert Brown first observed 
through a microscope the agitated motion of minute particles sus-
pended in a fluid. By late in the nineteenth century physicists 
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suspected a link between what has become known as Brown-
ian motion and the motions attributed to the molecules of fluids 
assumed in the kinetic theory. In support of this idea was the 
apparently chaotic nature of the motion, its persistence without an 
apparent cause and the extent to which it could be readily distin-
guished from the coordinated motions caused by external causes 
such as vibrations and local heating. In the way I analyse below, 
Perrin’s experiments left no room for doubting that the motions of 
Brownian particles are indeed caused by collisions with molecules 
of the liquid in which they are suspended.

To capture the logic of Perrin’s argument I will, in a more 
systematic way than Perrin in fact did, separate his experiments 
and the features of Brownian motion he was able to identify with 
them, on the one hand, and the way in which he could use his 
results to argue for the kinetic theory, on the other.

Perrin was able to closely observe Brownian particles using the 
ultra-microscope, invented in 1903.1 By a number of independent 
methods Perrin was able to show that the motions were indeed 
random. An explanation was needed for the fact that the Brown-
ian particles remained in suspension indefinitely and did not sink 
to the bottom of the container, in spite of the fact that the resin 
of which the particles were made was denser than the suspending 
liquid. An explanation was forthcoming based on the recognition 
that the number of suspended Brownian particles per unit vol-
ume decreased with height. Given this, the random motions of the 
particles give rise to an upward pressure, because the number of 
particles striking a horizontal layer in the suspending liquid from 
below would be slightly greater than that striking it from above. 
Equilibrium is attained when the effect of this pressure acting 
upwards balances the weight of the particles acting downwards. 
Perrin was able to show experimentally that the density distri-
bution of particles did indeed remain constant indefinitely once 
thermal equilibrium had been reached, after three hours or so.

The pressure exerted by n particles of mass, m, striking a 
surface with average velocity, v, is a straightforward exercise in 
Newtonian mechanics. The change in momentum per unit time 
brought about by particles striking a surface could be calculated 
by Perrin employing statistical techniques common for almost half 
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a century following James Clerk Maxwell’s introduction of them 
in the context of the kinetic theory of gases. Setting the upwards 
force due to this pressure equal to the weight of the particles act-
ing downwards yields the following equation:

W.log(n
0
/n) = 2πr3∆.g.h

Here n
0 
/n represents the ratio of the number of particles per unit 

volume at two heights separated by a distance, h, ∆ represents the 
excess of the density of the material of the Brownian particles over 
that of the liquid in which they are suspended, r is their radius, g is 
the acceleration due to gravity and W is the mean kinetic energy 
of the particles, that is, the mean value of (1/2)mv2.

The equation shows n varying exponentially with height. Perrin  
was able to show experimentally that this was indeed the case. 
Further, since, in ways that are discussed below, Perrin was able 
to measure all the quantities in the above equation other than 
W, he could calculate the latter quantity. That is, Perrin was able 
to determine the mean value of the kinetic energy of Brownian 
particles. Series of experiments that varied the size and material of 
the particles and the nature of the suspending liquid revealed that 
the mean kinetic energy of the particles was independent of all 
these factors and depended only on the absolute temperature, T, at 
which the experiments were conducted.

The above discussion involves only what Perrin could estab-
lish on the basis of observations of Brownian motions assuming 
Newtonian mechanics. No appeal to the kinetic theory of gases 
is involved. But once it is assumed that the Brownian motion is 
caused by statistical fluctuations in the impacts experienced by the 
particles as they collide with molecules of the suspending liquid, as 
assumed in the kinetic theory, then Perrin’s findings find a ready 
explanation. The broad features of the motion themselves require 
explanation. Here it needs to be realised that the Brownian par-
ticles rarely collide with each other. So what is the cause of the 
frequent changes in their direction of motion? Collisions of the 
particles with the random molecular motions of the suspending 
liquid supply the answer. It is a fundamental assumption of the 
kinetic theory that the temperature of a system is a measure of the 
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mean kinetic energy of its underlying molecular motions. The fact 
that systems in thermal contact settle down to the same tempera-
ture means, from the point of view of the kinetic theory, that the 
mean kinetic energy of their molecular motions become equal-
ised. Applying this assumption to Brownian motion, the mean 
kinetic energy of the Brownian particles will become equal to 
the mean kinetic energy of the molecules with which they collide 
once thermal equilibrium is reached. That is, the mean kinetic 
energy of the particles will be fixed once the temperature is fixed. 
We have an immediate explanation of Perrin’s experimental find-
ing that the mean kinetic energies he measured were independent 
of the size and material of the particles and the nature of the sus-
pending fluid. Many quantitative features of Brownian motion 
as determined by Perrin have an immediate and straightforward 
explanation once we appeal to the kinetic theory but are mysteri-
ous otherwise.

The ‘argument from coincidence’ involved here by no means 
exhausts the case for molecules and their motions that Perrin was 
able to support by experiment. We have seen how he was able to 
measure the mean kinetic energy of Brownian particles at some 
absolute temperature, T. Fundamental to the kinetic theory is that 
the mean kinetic energy of the particles composing any system 
at temperature, T, will have the same mean kinetic energy. By 
measuring the mean kinetic energy of Brownian particles Perrin 
had not only measured the mean kinetic energy of the molecular 
motions responsible for their motion, he had measured the mean 
kinetic energy of the molecular motions of any system at tem-
perature, T. In particular, he had in effect measured the mean 
kinetic energy of the molecules of a gas at temperature, T. This 
knowledge made it possible, in a straightforward way that I will 
not rehearse here, to calculate what is known as Avogadro’s num-
ber, the number of molecules in a gram molecule of any gas. The 
fact that that value agreed well with values for the number arrived 
at by quite different methods further strengthened Perrin’s ‘argu-
ment from coincidence’.

There was yet more to come. The assumption that molecular 
motions are the cause of Brownian motion has implications for 
the mean displacement and mean rotation of the particles over 
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time, as Einstein had shown in 1905. The kinetic theory implies 
that both of these quantities should be proportional to the square 
root of time elapsed. Perrin was able to show experimentally that 
this was indeed the case. What is more, measurements of the mean 
displacement and mean rotation gave Perrin two further ways of 
measuring the mean kinetic energy of the particles and hence of 
the molecules of a gas at a given temperature. This, in turn, gave 
him two further ways of calculating Avogadro’s number. The 
results were in good agreement with the previous ones.

So far in my discussion I have simply assumed that Perrin 
could measure quantities such as the radius of Brownian particles 
and compare the number of particles per unit volume at different 
heights. Looking at some of the details of Perrin’s measurements 
reveals important insights into the notions of theory-dependence 
of observation and the importance of independent tests. I take, as 
an example, the procedures by which Perrin established the radius 
of the Brownian particles, represented by ‘r’ in the above equation.

Reference to the radius of particles implies that they all have the 
same radius. It took Perrin up to three months to prepare emul-
sions containing particles of approximately equal size. He used a 
state-of-the-art centrifuge to do so. Measuring the size of particles 
was no straightforward matter. They were too small to be measured 
directly by a travelling microscope. In his first publication Perrin 
described how he estimated the size of particles by measuring the 
speed of fall of a cloud of particles through a liquid of known vis-
cosity and calculating their radius using Stokes’ law that relates the 
resisting force experienced by a sphere moving through a viscous 
medium to its velocity. Perrin was taken to task by critics, who 
pointed out that Stokes’ law had not been experimentally confirmed 
for particles as small as Brownian particles, whilst the theoretical 
derivation of the law assumed that viscous forces vary continuously 
over the surface of the sphere, hardly an unproblematic assump-
tion from the point of view of the kinetic theory! Perrin responded 
by devising two further methods of measuring the radius. Near 
the walls of the containing vessel the Brownian particles tended 
to coagulate in groups. Perrin looked amongst them for particles 
that were aligned. By measuring the length of, say, five aligned 
particles, which was possible with a travelling microscope, Perrin 
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could estimate the radius of each. The fact that repetitions of the 
measurement for other aligned particles gave similar values for the 
radius gave Perrin direct evidence that the particles were indeed of 
uniform size. Perrin also estimated the size of particles by weighing 
a volume containing a countable number of them and calculating 
their radius using the density of the material of the particles, which 
he could also measure by several independent methods. With the 
exception of the ones that invoked Stokes’ law, none of these meas-
urements can be said to be theory-dependent in any useful sense. 
What is more, Perrin accepted values only when the results of sev-
eral independent measurements agreed with each other. In similar 
kinds of ways which I will not document here, Perrin supported his 
measurements of the density of the material of which the Brown-
ian particles were composed, the comparative numbers of particles 
per unit volume at various heights and the mean displacement and 
mean rotation of particles.

Perrin’s experimental measurements were confirmed in as 
strong a sense as could reasonably be demanded. There are also 
some features of the derivation of the claims that Perrin put to 
the test that are of comparable importance for understanding the 
nature of his case for the kinetic theory. We have discussed how 
the addition of auxiliary assumptions to a theory introduces the 
possibility that imperfections in them can lead to false conclu-
sions about the strengths and weaknesses of it. A striking feature 
of Perrin’s argument is that it required only the basic assumptions 
of the kinetic theory without the need for auxiliaries. Basic to 
the kinetic theory was the randomness attributed to molecular 
motions and the equi-distribution of energy. Perrin gave novel 
support to the first by showing in a number of ways that the 
motion of the Brownian particles is indeed random. The equi-
distribution of energy requires some discussion.

A basic assumption of the kinetic theory involves the iden-
tification of temperature with the mean kinetic energy of the 
molecules of a system. The molecules of all systems at the same 
temperature must possess the same mean kinetic energy. So, for 
example, if hydrogen gas is in thermal equilibrium with oxygen 
gas, the molecules of each gas must possess the same kinetic energy 
on average. Since oxygen molecules are heavier than hydrogen 
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molecules they mostly, on average, move slower than the latter. 
Because, from the point of view of the kinetic theory, the only 
difference between molecules and Brownian particles with which 
they collide is one of scale, the equi-distribution of kinetic energy 
must apply to the particles too. This is the assumption, and the 
only assumption involving the kinetic theory, that was involved 
in Perrin’s explanation of details of the density distribution of 
Brownian particles that we have discussed.

There is a more general sense in which the kinetic theory 
involves equi-distribution of energy. When molecules collide 
they lose or gain kinetic energy, not simply by transferring kinetic 
energy to or gaining it from each other but by gaining or losing 
rotational or vibrational energy. Nevertheless, if temperature is to 
remain constant the mean kinetic energy must remain unchanged 
by such exchanges of energy. On average, the kinetic energy 
lost to vibrational or rotational energy on some collisions must 
be balanced by kinetic energy gained in others. The result is an 
equi-distribution of energy between translational, rotational and 
vibrational modes. It is only on this assumption that a system can 
be said to have a definite temperature from the point of view of 
the kinetic theory. The equality of mean translational (kinetic) 
energy and rotational energy was involved in Perrin’s investiga-
tion of the mean rotation of Brownian particles.

The extent to which Perrin’s observations were strongly con-
firmed and the fact that his tests of the kinetic theory required only 
the general assumptions of that theory with no need for poten-
tially problematic auxiliaries together account for the strength of 
his argument. Let me dramatise the situation in the case of Perrin’s 
calculation of Avogadro’s number from the density distribution of 
particles. Given the extent to which Perrin accepted only those 
measurements that were borne out by a number of independ-
ent methods, there is a strong sense in which Perrin could not 
choose the numbers he needed to feed into his equations. They 
were determined by the world, not him. The fact that the verti-
cal distribution of Brownian particles should be exponential and 
that Avogadro’s number could be calculated from it followed from 
the equi-distribution of kinetic energy basic to the kinetic theory 
and required no other assumptions. When Perrin measured the 
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change in density distribution of Brownian particles over heights 
of around a tenth of a millimetre it was nature that delivered the 
resulting measurements. The result could conceivably have been 
that no variation in density was detected over such a small dis-
tance. Had this result eventuated Perrin would have calculated a 
value of zero for Avogadro’s number. It might have been that given 
sufficient time the Brownian particles all settled to the bottom of 
the container. Had this eventuated Perrin would have derived a 
value of infinity for Avogadro’s number. The range of possibili-
ties could hardly have been larger. One can imagine why Perrin 
(1990, p. 104) greeted ‘with the liveliest emotion’ the fact that the 
number that his measurements actually led him to was around  
7 × 1023, close to previous estimates of Avogadro’s number 
acquired by means not involving Brownian motion. And this was 
only part of the ‘argument from coincidence’ that Perrin was able 
to mount in favour of the kinetic theory.

Perrin’s case for the kinetic theory could hardly have been 
stronger, and in the light of it one might be tempted to con-
clude that the insistence on the fallibility of scientific knowledge 
common in contemporary philosophy of science and given due 
credence in this book is misplaced. That would be a mistake. In 
fact, the kinetic theory supported by Perrin is false and known to 
be false. The equi-distribution of energy fundamental to the the-
ory has straightforward consequences for the specific heats of gases 
that clash with observation. Equi-distribution breaks down for 
vibrational modes and, at low enough temperatures, for rotational 
modes as well, as Perrin himself became aware. It takes quantum 
mechanics to cope with the problem. After Perrin’s experiments 
there could be little doubt about the molecular constitution of 
matter and the identification of molecular motions as the cause 
of Brownian motion. But this falls short of confirmation of the 
kinetic theory in an unqualified sense.

Partitioning of theories: atomism in nineteenth-
century chemistry

Experimental support for theories is not always as compelling as 
that made by Perrin for the kinetic theory and, as we have noted, 
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even when it is, we need to be circumspect about just what it is 
that has been confirmed. Perrin confirmed some aspects of the 
kinetic theory but not all of it. There are two issues here, both 
of which can be usefully illustrated by reference to John Dalton’s 
introduction of atoms into chemistry. The first includes the recog-
nition that the strength of arguments from coincidence is a matter 
of degree. The second is the need to partition theories where pos-
sible to help establish precisely which parts of them are confirmed 
by a particular experimental argument.

Dalton published his ‘new system of chemical philosophy’ in 
1808. In it he proposed that each chemical element is made up of 
atoms and that chemical compounds are made up of ‘compound 
atoms’ consisting of atoms of the elements composing them. 
Atoms of an element are all alike as are compound atoms of a 
given compound. Dalton’s theory can be put in its most favourable 
light by noting that it was borne out by three laws of proportion 
that it entailed. The law of constant proportions states that the 
relative proportions by weight of elements in their compounds 
are always the same. (The weight of oxygen to hydrogen in water 
is always eight to one.) The law of multiple proportions says that 
if two elements combine to form more than one compound then 
the weights of one element compared with a fixed weight of the 
other in each compound will be to each other as simple integral 
numbers. (The ratio of nitrogen per unit weight of oxygen in 
nitrous oxide, nitric oxide and nitrogen peroxide is as 4:2:1.) The 
law of reciprocal proportions states that if two elements A and B 
each combine with C to form compounds and if A and B combine 
to form a compound in the ratio x:y, then the relative weights of 
A and B that combine with a fixed weight of C will be as nx:my 
where n and m are small integral numbers. (Hydrogen and oxy-
gen combine in the ratio 1:8 to form water, and both combine 
with nitrogen to form ammonia and nitric oxide. The weights of 
hydrogen and oxygen compared with a fixed weight of nitrogen 
in the latter compounds are as 3:16, which is 3x1 : 2x8, in accord-
ance with the law.) It is not difficult to see how these laws can be 
seen as following straightforwardly from Dalton’s assumption that 
least parts of compounds are made up of atoms of the elements 
possessing a definitive and invariable weight.
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At the time he proposed it, Dalton’s atomic theory received 
more opposition than support. There was a range of reasons why 
this was so. One reason lay in the fact that definitive atomic con-
stitution of compounds could not be arrived at given the data 
available at Dalton’s time, nor, indeed, for several decades there-
after. For instance, the experimentally determined fact that the 
weight of oxygen in water relative to hydrogen is eight is com-
patible with H

2
O for water and an atomic weight of sixteen for 

oxygen relative to hydrogen, with HO for water and a relative 
atomic weight of eight for oxygen and a host of more compli-
cated possibilities. A more fundamental reason is that chemistry 
at Dalton’s time was not capable of being affected by the truth or 
otherwise of his atomic theory. Roughly speaking, chemists were 
interested in what combines with what and to what degree, and 
Dalton’s atomism had nothing to say on that score. It should also be 
noted that my account of Dalton’s theory is a cleaned-up version 
that abstracts the key chemical idea borne out by laws of pro-
portion from much detail contained in Dalton’s own version. For 
instance, Dalton assumed his atoms were surrounded by spherical 
clouds of caloric which he saw as having consequences for the spe-
cific heats of gases, he assumed that atoms of a given gas repel each 
other with a force inversely proportional to their separation and 
he assumed a simple relationship between atomic weights and the 
solubility of gases in liquids. These assumptions went nowhere. 
Dalton’s atomic theory was supported to some degree by an argu-
ment from coincidence insofar as it could account for the three 
laws of proportion, but this fact was offset by the empirical dif-
ficulties associated with the extension of atomism beyond laws of 
proportion and the fact that the theory did not have the capacity 
to inform chemistry. The situation was to be transformed via the 
introduction of formulae into chemistry and their application to 
organic chemistry.

My use of formulae for water in the previous paragraph was not 
Dalton’s own practice. He employed diagrams of arrangements of 
spheres to illustrate atomic combinations rather than formulae. The 
latter were first introduced into chemistry by the Swedish chemist 
Jacob Berzelius in 1813. It is important for my story about theory-
confirmation to recognise that use of formulae and a commitment 
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to atomism are not the same thing. As a matter of historical fact 
Berzelius introduced formulae as a device to capture what he saw as 
important about Dalton’s innovation, namely, recognition of laws 
of proportion, without a commitment to atomism which he regarded as 
an interesting but problematic assumption. The symbols in a chemi-
cal formula, such as H

2
O for water, can be interpreted as referring 

to atoms, and that is what is automatically assumed today. Given 
that interpretation, the formula for water together with measure-
ments of combining weights imply that an atom of oxygen weighs 
sixteen times more than an atom of hydrogen. But there is another 
interpretation of the symbols in formulae that is more in keeping 
with what nineteenth-century chemists did in their laboratories. 
While an atom of hydrogen can be taken as the unit against which 
relative atomic weights are estimated, that is not necessary. Any 
portion of hydrogen whatsoever can be taken as supplying the ref-
erence weight. If that is done then the corresponding portion of 
oxygen will be one that is sixteen times heavier than the refer-
ence sample of hydrogen. The symbols in chemical formulae can 
be interpreted as referring to portions rather than atoms and this 
is sufficient to capture all the details about combining weights that 
the nineteenth-century chemists had access to and summarised 
with laws of proportion. Berzelian formulae were not much used in 
the couple of decades following their introduction, and this can be 
readily understood once it is recognised that they can be interpreted 
as a device for summarising facts about combining proportions that 
can be expressed in other ways. Dalton’s opposition to their use per-
haps stemmed from the fact that he recognised that they provided a 
way of representing his insights about combining proportions that 
avoided the commitment to atoms that he espoused.

The status of chemical formulae was transformed once they 
were employed to bring order into organic chemistry from the late 
1820s. Their successful application in that area stemmed from the 
fact that they were used to express facts about chemical combi-
nation that went beyond laws of proportion. Prior to that success 
the choice between competing chemical formulae could plausibly 
be interpreted as conventional. On this view one can choose HO 
for water as long as one also chooses eight for the relative atomic 
weight of oxygen. There is no fact of the matter that makes this the 
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wrong choice of formula and H
2
O the right one. Developments in 

organic chemistry were to undermine the conventionalist position. 
By around 1860 organic chemists had arrived at formulae that they 
could argue to be the correct ones. The detailed story is a rich and 
complicated one. I illustrate with just one example. The simplest 
formula for acetic acid, given combining weights that can be meas-
ured and using modern values for relative atomic weights, is CH

2
O. 

This formula cannot be used to reflect the fact that the hydrogen in 
acetic acid can be replaced in the laboratory by an equal volume of 
chlorine in four different ways, three of them yielding acids similar 
to acetic acid and a fourth yielding a salt. The situation can be han-
dled by doubling the numbers in the formula and separating one 
of the hydrogens from the other three, resulting in C

2
H

3
O

2
H. The 

three acids can now be seen as resulting from the replacement by 
chlorine of one, two or all three of the hydrogens grouped together 
and the salt resulting from replacement of the lone hydrogen, now 
identified as responsible for the acidic character of acetic acid, by 
chlorine. The demands put on formulae of the kind I have illus-
trated had, by around 1860, yielded a unique set of them up to the 
task. Chemists sought the right formulae, not just useful ones, and 
the conventionalist position was undermined.

It is important for my discussion of theory-confirmation to 
recognise that whilst these moves in organic chemistry settled the 
debate over whether formulae were conventional or not, it did 
not settle the issue of whether the symbols in the correct formulae 
represent atoms or portions. We can take chemistry of the late 
nineteenth century and partition it so that assumptions concern-
ing atoms are separated from the remainder, which, as we have 
seen, does not require the removal of chemical formulae from that 
remainder. If I am right to claim that all the evidence that could 
be brought to bear on their theories by nineteenth-century chem-
ists can be handled by those theories with atoms partitioned off, 
then it cannot be said that atomism was confirmed.

My claim that atomism in nineteenth-century chemistry was not 
well confirmed and was in principle redundant is controversial. It 
is not endorsed by the majority of contemporary scientists and phi-
losophers. The attitude of nineteenth-century chemists themselves 
is more complicated. A position very similar to mine was argued 
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by Pierre Duhem (2002) at the turn of the nineteenth century but 
his view was not the common one. He tends to be dismissed as a 
misguided positivist these days, but mistakenly as far as the situation 
in chemistry is concerned. Insofar as nineteenth-century chem-
ists endorsed atomism, they were wary of identifying atoms with 
those assumed in the mechanical philosophy or the kinetic theory. 
They recognised that attributing properties to atoms sufficient to 
account for their role in chemistry was problematic and an issue that 
needed to be settled by research rather than philosophical decree. 
For instance, after around 1860 it became clear that atoms need to 
possess valency, and this property posed problems for, rather than 
followed from, mechanism and the physics of the time.

My, and Duhem’s, reservations about the status of atomic 
theory in nineteenth-century chemistry notwithstanding, atomic 
chemistry was eventually confirmed experimentally, of course, 
and it did become possible and necessary to identify the atoms and 
molecules assumed in chemistry and physics. We have described 
in the previous section how Perrin’s experiments on Brownian 
motion were sufficient to remove serious doubt about the exist-
ence of molecules, and the fact that the atomic and molecular 
weights that could be calculated via the kinetic theory coincided 
with those arrived at by chemists was just one of the increasing 
number of ways in which atomism in chemistry was confirmed in 
the twentieth century. But it is significant that it soon became nec-
essary, in physics and chemistry, to attribute quantum mechanical 
properties to atoms that differed from anything anticipated by 
nineteenth-century chemists or physicists.

I have discussed the status of atomism in nineteenth-century 
chemistry mainly to illustrate the importance of the need to 
partition theories, where possible, in order to determine which 
of the partitioned parts can be said to be confirmed by specific 
experiments. But there is another general point about the nature 
and status of science that can usefully be raised here. In contem-
porary science it is taken for granted that the deep structure of 
the material world is very different from the world of everyday 
experience and features of it clash with many of our common 
intuitions. Sub-atomic particles possessing properties such as 
charm and parity that have no correlates in the macroscopic world 
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of our experience are indispensable in fundamental particle phys-
ics while relativity theorists invoke multi-dimensional spaces and 
reject absolute simultaneity. The extent to which the deep struc-
ture of the world clashes with assumptions that serve us well in 
our everyday dealings with it was something that needed to be 
learnt. The seventeenth-century mechanical philosophers explic-
itly incorporated into their matter theories the assumption that 
the micro-world is like the macro-world in crucial respects so 
that knowledge of the latter can be projected onto the former. 
Their atoms were akin to and behaved like billiard balls. We now 
know how wrong they were. As far as knowledge of the material 
world is concerned, science is categorically distinct from the kind 
of metaphysics traditionally practised by philosophers and owes 
little to it. On this score, the intuitions of the positivists of the 
nineteenth and twentieth centuries were on the right track, even 
if they did make a mess of articulating them.

Realism versus anti-realism again

There have been developments in the philosophical literature in 
the debate between realists and anti-realists with respect to science 
that motivate me to look at the issue afresh. One of those develop-
ments has been further articulation, for example by Ladyman and 
Ross (2007), of what John Worrall (1989b) called ‘structural real-
ism’. The modification of realism involved in structural realism 
arises as a response to the strongest of the arguments against realism 
that invoke historically documented examples of the overthrow of 
previously successful theories. A key argument for realism appeals 
to the success of scientific theories involving unobservable entities 
such as atoms and electrons. The fact that such theories can suc-
cessfully explain a range of phenomena and lead to the discovery 
of new phenomena would amount to a miracle or a remarkable 
coincidence if the entities, such as electrons and atoms, invoked 
by those theories did not exist and possess the properties attributed 
to them by the theories. The anti-realists respond by pointing 
to past theories, whose success included the novel explanations 
of phenomena, which posited entities that do not exist accord-
ing to modern science. The success of the caloric theory and the 
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theory that attributed light to waves in a material ether are the 
strongest examples of this kind. Structural realists admit the force 
of this argument and concede that science is not to be under-
stood as providing or moving towards a correct description of the 
unobservable entities composing the world and the properties they 
possess. Rather, scientific theories are to be seen as identifying the 
structure of reality underlying observable phenomena. On this 
view, the wave equations involved in Fresnel’s theory of light are 
good approximations to a true description of the structure of light 
even though there is no ether serving as the seat of the waves. This 
position is supported by the fact that Fresnel’s equations follow as 
limiting cases of the electromagnetic theory of light. Fresnel was 
right insofar as the success of his theory stemmed from the attribu-
tion of a wave structure to light but wrong insofar as he implied 
the existence of a material ether.

For reasons that I explore below, I do not believe that struc-
tural realism is the correct response to the anti-realist case. In some  
respects its advocates overestimate the force of the anti-realist 
appeal to examples of theory change exhibited in the history of 
science. In another sense I believe that they fail to recognise a 
sense in which the anti-realist case is correct. My position draws 
on the strong sense of confirmation at work in science, the precise 
import of the correspondence theory of truth assumed by realists 
and the sense in which composites are no less real than the entities 
that compose them. These issues are discussed in turn in the fol-
lowing three subsections.

Strongly confirmed theories are never completely discarded
In the first section of this Postscript I summarised standards of 
confirmation that are very demanding. I contend that if we take 
these strong demands seriously, then we are in a good position to 
challenge the case against realism based on the history of science. 
The influential challenge to realists based on historical examples 
launched by Larry Laudan (1981) is a case in point. According to 
Laudan, past science is replete with theories, successful in their 
time, invoking such non-existent things as crystalline spheres, 
electrical fluids. light corpuscles and the like. He supports the so-
called pessimistic induction. Just as few of the entities involved in 
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past science refer to anything real from the standpoint of modern 
science, so few of the entities of contemporary science will be 
considered as referring to anything real from the point of view of 
future science. I respond as follows. Many of the theories invoked 
by Laudan never were confirmed, or were only very weakly 
confirmed, in the strong sense that I have argued has become dis-
tinctive of science. In those cases where confirmation was strong 
but the confirmed theories superseded nevertheless, tidied-up ver-
sions of the superseded theories lived on as limiting cases of their 
successors. The previously successful but now superseded theories 
did refer to something real insofar as the current theories of which 
they are limiting cases do.

The example that comes closest to supporting the anti-realist 
case involves the fate of the ether in nineteenth-century physics. 
As we have seen, it was mainly this example that led Worrall to 
formulate structural realism. There is no doubting that Fresnel’s 
wave theory of light was strongly confirmed. However, my 
remarks about partitioning cast doubt on the claim that this confir-
mation extended to confirmation of the existence of a mechanical 
ether. The predictions that so strongly supported Fresnel’s theory 
required only that light be a transverse wave, not that it be a wave 
in the ether. Evidence for a mechanical ether required evidence 
that went beyond establishing the wave character of light and it 
was in part the failure to produce such evidence that led to the 
ether being dropped from physics.

A natural objection to my position here is the observation that 
it involves hindsight. There is certainly a sense in which it does. It 
was a natural assumption to make in the mid-nineteenth century 
that a wave must be a wave in something. What is more, transverse 
waves required that that something be elastic. The conception of 
electromagnetic waves consisting of fluctuating fields in themselves 
that are not states of anything lay in the future. But this does not 
strike me as constituting a problem for realism. The realist idea that 
it is the aim of science to characterise the world at both the observa-
tional and unobservational level implies that claims about it can be 
false. Scientists have no direct access to the truth and all science will 
be forever subject to modification and improvement.

The arguments for molecules mounted by Perrin and for light 
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waves mounted by Fresnel were so strong that it is entirely implau-
sible to suppose that some future science will show that there are 
no such things. This is not to deny that there remained much to 
be learnt about atoms at the time of Perrin and light at the time of 
Fresnel. An analogous range of points can be made with respect 
to the observable world. Our senses are imperfect and claims sup-
ported by them are fallible. Nevertheless, claims about observable 
objects can be substantiated by the extent to which they survive 
independent tests. If we suspect that the visible dagger is an illu-
sion we can touch it. The conditions under which we are liable to 
have visual illusions are quite different from the conditions that 
lead to tactile illusions so it would be a remarkable coincidence 
if two sets of conditions should coincide to yield simultaneously 
the sighting and feel of a dagger when there is no dagger present. 
I suggest that the form of the argument from coincidence is what 
is important here, and is the same whether it is claims about the 
observable or the unobservable that is at issue. What is different is 
that in the case of the observable, independent tests are straight-
forwardly available through use of the senses whereas this is not 
the case for the unobservable. The comparison can be taken a 
stage further. It is quite possible to read into the evidence of the 
senses more than is warranted. It is not difficult to sympathise 
with those that supposed that fire is a very light substance that 
rises into the air by virtue of its lightness. ‘Fire rises’ is then a truth 
about this substance established by observation. It was eventually 
appreciated that there is no fire substance. But this does not mean 
that there is no such thing as flames. How could there not be given 
the range of evidence for them? I suggest that the situation involv-
ing the rejection of the ether and the retention of light waves is 
analogous, and, insofar as it is, the reality of the entities invoked 
by theoretical physics is on a par with that of observable objects.

Approximate truth is all we have
The following way of summarising a substantial part of the posi-
tion I have outlined in the previous subsection has some appeal. 
Theories that are well confirmed are thereby shown to be approx-
imately true and science progresses when they are replaced by 
theories that are better approximations to the truth. In the past I 
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have refrained from formulating my position in this way because 
I have been aware of a challenging objection to it that stems from 
the problem of making precise sense of the notion of ‘approximate 
truth’. Philosophers are able to give a precise account of truth as 
correspondence to the facts, so the objection goes, which is not 
matched by a corresponding account of what approximate truth 
amounts to. I am now inclined to meet this objection by chal-
lenging the premise on which it is based. While philosophers have 
been able to give a highly formal account of truth building on 
Tarski’s insights they have not thereby altered the sense in which 
the correspondence theory of truth is a rough and ready concep-
tion. We only have a rough and ready notion of truth, or truth 
up to a point, but it is sufficient to make sense of commonsense 
and science and to support a realist interpretation of both areas of 
discourse.

I gave a brief account of Tarski’s account of the correspond-
ence theory of truth in chapter 15. Tarski showed that given the 
notion of the satisfaction of the predicates of a reasonably simple 
language the truth of propositions in that language can be expli-
cated in a formal way that avoids difficulties typically associated 
with the notion of truth. As we have seen, his success stemmed 
from the distinction he made between the language whose truth-
claims are being analysed, the object language, and the language 
being used to talk about the object language, the metalanguage. 
What Tarski did not supply was a formal account of how predi-
cates in a language are satisfied by entities in the world. He did 
not give an account, for instance, of how it is that ‘is white’ or ‘is 
a swan’ can be satisfied by a particular instance of a swan. Insofar 
as the correspondence theory of truth is a theory of how sentences 
in a language can be true of the world, it presupposes an account 
of that relation which is essentially a commonsense account. An 
entity satisfies the predicate ‘is white’ if and only if it is white and 
satisfies ‘is a swan’ if it is a swan. Given this, Tarski is able to give a 
formal account of truth of generalisations involving whiteness and 
swans. ‘All swans are white’ is true if and only if all swans in the 
world are indeed white. The notion of correspondence between 
statements in a language or theory and the situations in the world 
that they describe is not explicated, but rather assumed, by Tarski. 
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Nor has this situation been changed by any subsequent improve-
ments and extensions of Tarski’s formalisations.

The notion of correspondence involved in the correspondence 
theory of truth exploited by realists is a non-technical notion hav-
ing its origins in commonsense. As such it is a rough and ready 
notion. Treating it as such, we can straightforwardly appreciate 
how particular cases of correspondence can break down when 
claims are pushed beyond the realm in which satisfaction of the 
predicates involved make sense or when greater levels of preci-
sion are demanded. Perhaps it makes commonsense to say that an 
object falling straight down from a height moves faster than one 
rolling down a smooth inclined plane over the same height. But 
this needs considerable qualification from a more refined point of 
view. First, one needs to recognise that ‘moves’ does not distin-
guish between velocity and acceleration. It is true that the straight 
down motion has a greater acceleration than the inclined one. 
When it comes to velocity the situation is more complicated. The 
velocity of each motion changes from moment to moment, so if 
‘motion’ means velocity the question concerning which moves 
faster is ill defined. If we interpret ‘motion’ as average velocity 
then one motion is not faster than the other since the average 
velocity is the same in the two cases. From the more refined point 
of view approximate truth can be recovered from the unrefined 
one. The claim that the straight down motion is the faster is true 
in the sense that it takes less time. What is more, it is happenings 
in the world that make it true. There is a straightforward sense in 
which the more refined description involving velocities and accel-
erations is a better approximation to the truth than the unrefined 
description involving motion, although there is a sense in which 
the unrefined claim can be said to be approximately true. We now 
know that if the refined notions are pushed into the realms of the 
very small or the very large and very fast they too prove to be in 
need of further refinement and turn out to be only approxima-
tions to the truth.

I have insisted that the notion of correspondence between lin-
guistically formulated claims and the world they make claims about 
has its origins in commonsense. We do not first learn our everyday 
language and then learn how to apply it to the world. Learning 
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how to manipulate and know the meaning of sentences involving 
‘swan’ and applying talk of swans to instances of swans in the real 
world are parts of a single process. A correspondence theory of 
truth is implicit in our everyday usage of language. However, to 
recognise that correspondence has its origins in commonsense is 
not to say that it stays there. My example about speeds of falling is 
already suggestive of this. While rough estimates of times of fall 
are accessible to everyday observation, estimates of velocity are 
not. How could they be since they involve velocity at an instant, 
because velocity can vary from moment to moment. Estimates of 
the extent to which claims about the velocity of a moving object 
‘correspond to the facts’ involve indirect measurements rather 
than direct observations. Nevertheless, as is exemplified in my 
discussion above (which is, incidentally, based on Galileo’s criti-
cism of commonsense notions and his own formulation of more 
precise ones), some continuity of reference is guaranteed insofar as 
the more refined notions arise as a response to problems with the 
crude ones. The new conception of motion fashioned by Galileo 
had a notion of correspondence built into it according to which 
it would seem as trite to say that ‘object x has velocity v’ is true if 
and only if object x has velocity v as to say that ‘the swan is white’ 
is true if and only if the swan is white.

As physics has probed deeper into the structure of matter, 
its concepts have departed more and more from commonsense 
ones and the ways in which its claims are tested empirically have 
become more and more indirect. So much so that the deep struc-
ture of matter as described by contemporary physics renders it 
inappropriate to talk of things possessing properties. At this level 
there is something to be said for the insistence of Ladyman and 
Ross (2007) that ‘every thing must go’. But this need not be seen 
us undermining the notion of correspondence to the facts. It can 
still be meaningfully insisted that contemporary matter theory is 
true insofar as it corresponds to the facts however much the facts 
involved differ from those involving white swans or colliding bil-
liard balls. Insofar as the abstract theories involved have arisen as an 
attempt to improve on earlier theories some degree of correspond-
ence is built into the new theories. They are required to solve the 
problems with and emulate the success of their predecessor. The 



What is this thing called Science?264

generation and interpretation of the new theoretical formulism 
are not separate steps. Assuming that they are unnecessarily makes 
attempts to achieve correspondence between the abstract theory 
and ‘the facts’ into a mystery.

Levels of reality
I resist the idea that when entities are explained by appeal to 
underlying structures and shown to be not quite what they were 
thought to be, they are thereby shown to be unreal. Liquids have 
a viscosity. Water flows through pipes more readily than oil does 
because it possesses a smaller viscosity than oil. The force with 
which a liquid resists the motion of a sphere through it is related 
to the viscosity of the liquid and the radius and velocity of the 
sphere by Stokes’ law. These facts can be explained by the kinetic 
theory. They depend on the way that macroscopic motions in 
one region of a liquid are transported to other regions as a sta-
tistical result of the motions and collisions of the molecules that 
constitute the liquid. In the light of the explanation of viscosity 
by the kinetic theory it can be appreciated that claims about vis-
cosity have their limits and break down when the density of the 
liquid or gas becomes very small. Indeed, at sufficiently low densi-
ties gases cease to have a viscosity because the statistical averages 
that give rise to it cease to be meaningful. It seems to me to be 
wrong-headed to conclude from this that only moving, colliding 
molecules, and not fluids with viscosity, exist. A raindrop runs 
down a eucalypt more readily than a globule of gum of the same 
size. Such happenings take place whether there is an observer pre-
sent to witness them or not, and it is the happenings themselves 
that make statements describing them true or false. It has been 
acknowledged that at sufficiently low densities talk of viscosity 
breaks down. But this does not mean that sufficiently dense fluids 
have a viscosity that can be truly or falsely characterised. Crowds 
cease to be crowds when the individuals composing them dis-
perse, but this does not mean that there is no such thing as a crowd 
which has a density and can surge.2

Anyone inclined to the view that the kinetic theory shows that 
there are really molecules in motion but not really liquids and gases 
with viscosity will soon find themselves denying that molecules 



Postscript 265

are real. For the properties of molecules are explained by reference 
to their electronic structure. An electron in a molecule is analo-
gous to a fly in a large railway station, so a molecule is mostly space 
and nothing like the miniature billiard ball that the kinetic theory 
treats it as. However, the electron itself may prove to have an inner 
structure that explains its properties. The view that in explaining 
entities by invoking more fundamental ones we thereby explain 
them away leads to ultimate realism. According to this view, the 
aim of science is to characterise the ultimate structure of reality. 
Such a characterisation will be true in an unqualified sense. It will 
correspond to the facts in an unqualified sense. Unlike talk of the 
viscosity of a gas or the trajectory of an electron, which can break 
down when pushed beyond its limits, the true description of ulti-
mate reality will have no such limits.

Ultimate realism is open to serious objections. One of them is 
epistemological. How can we ever know that our most fundamen-
tal physics has reached the ultimate stage? If the history of physics 
is anything to go by, then successful theories get to be explained 
by deeper ones. What is more, the deeper theories invoke entities 
very unlike those they are able to explain. Given this, we might 
expect that the characterisation of reality involved in future fun-
damental physics will differ markedly from current fundamental 
physics. The ultimate characterisation of reality will not only be 
beyond the reach of science but it will also not be an end point 
which science can be sensibly said to approach.

A more serious difficulty with ultimate realism is implied by 
my characterisation of the correspondence theory of truth. Ulti-
mate realism presupposes a theory that corresponds to the facts in 
an unqualified way. There are deep problems with what this could 
possibly amount to. Our theories are human constructions framed 
in languages, often mathematical languages, which are themselves 
human constructions. If there is an ultimate structure of reality 
it is not a human construction, so, presumably, the unqualified 
truths that describe it are not human constructions either. An ulti-
mate realist who thinks that science progresses towards ultimate 
truth must envisage our humanly constructed theories converging 
on a view that is not a human construction at all. The notion of 
unqualified, objective correspondence to the facts assumed by the 
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ultimate realist implies a relationship between statements about 
the world and the world itself that the correspondence theory of 
truth is unable to provide. We only have rough and ready cor-
respondence or correspondence up to a point. But this rough and 
ready notion, implicit in commonsense and refined by science, is 
intelligible and is sufficient to make sense of science as a search 
for the truth and as progressing towards the truth. If anti-realism 
amounts to the claim that ultimate realism is incoherent or beyond 
the grasp of science then I am all for anti-realism.

Further reading

The distinction between scientific and philosophical atomism 
is analysed in historical detail in Chalmers (2009). Relevant 
debates concerning theory-confirmation are in Mayo and Spanos 
(2010). A recent articulation and defence of structural realism is in 
Ladyman and Ross (2007). Detailed analyses of the status and sig-
nificance of Perrin’s experiments on Brownian motion are in the 
interchange between van Fraassen (2009) and Chalmers (2011). 
Useful historical background can be found in Nye (1972).



Notes

Introduction
1.	 This list is from a survey by C. Trusedell cited in J. R. Ravetz 

(1971), p. 387n.

4.  Deriving theories from the facts: induction
1.	 The quotation, by A. B. Wolfe, is cited in Hempel (1966,  

p. 11).

8.  Theories as structures I: Kuhn’s paradigms
1.	 Since first writing The Structure of Scientific Revolutions Kuhn 

has conceded that he originally used ‘paradigm’ in a number 
of different ways. In the Postscript accompanying the second 
edition he distinguishes two senses of the word, a general 
sense which he calls the ‘disciplinary matrix’, and a narrow 
sense of the term which he has replaced by ‘exemplar’. I con-
tinue to use the word ‘paradigm’ in the general sense, to refer 
to what Kuhn now calls the disciplinary matrix.

10.  Feyerabend’s anarchistic theory of science
1.	 The quotation from Hume’s ‘Of the Original Contract’ is 

in Barker (1976, p. 156). The specific views of Locke criti-
cised in the passage can be found on pp. 70–2 of the same 
volume.

11.  Methodical changes in method
1.	 My remarks in this paragraph should not be taken as imply-

ing that there is no room for a political and social analysis of 
science as it functions in society, as I try to make clear in Sci-
ence and Its Fabrication (1990, chapter 8). Nor are my remarks 
intended to be dismissive of all that goes under the name of 
‘social studies of science’ since much contemporary work has 
yielded valid insights into the nature of scientific work. They 
are directed only at those who consider themselves to have 
constructed sociological or other knowledge of such a high 
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status that from its point of view they can judge that scientific 
knowledge has no special status.

Appendix to chapter 13
1.	 I originally took my cases to be counter examples of Debo-

rah Mayo’s position too, but she convinced me otherwise in 
private correspondence.

17.  Postscript
1.	 In the ultra microscope a specimen is observed by viewing 

the light scattered at right angles to the direction in which 
it is observed. In Perrin’s experiments the light scattered by 
the molecules of the suspending fluid in that direction was 
negligible compared with that scattered by the Brownian 
particles, so the glare from the former was eliminated.

2.	 I agree with Alan Musgrave (1999, pp. 132–3) when he endorses 
the treatment of Eddington’s two tables, the commonsense one 
and the molecular one, by Susan Stebbing (1937). As Musgrave 
says, when science explains the solidity of the table in terms of 
molecular interactions ‘it does not show that the table is not 
solid as commonsense supposes’.
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