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Introduction

OBJECTIVES

Civil engineering structures do not show the innovation
rate which characterizes mechanical and aerospace engi-
neering. There are three ingredients able to generate inno-
vation: the design rationale, the construction materials and
the quality process. The first ingredient has not seen much
revolution in the last century, while the second suggested
fascinating innovative solutions, but they are still under
durability examination to satisfy the long expected life-
times which characterize civil infrastructure components.
Therefore, certification and quality control have driven the
innovation of the last half century within the usual frame-
work of increasing the strength of a structure. This can be
mainly obtained by making larger and larger sections, so
that stiffer and more massive buildings result. One con-
centrates here on the carrying capacity, and, hence, the
framework can be referred to as capacity design.

This design approach is unable to satisfy some needs
which have a risen in the last few years:

• Higher safety-level demand: there is an increasing
demand for safer buildings, of both ordinary and special

Technology of Semiactive Devices and Applications in Vibration Mitigation Fabio Casciati, Georges
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2 INTRODUCTION

nature. However, with the capacity design the inertial
masses just become greater and greater.

• Stricter performance requests: once safety has been guar-
anteed, the structures are constrained to deform appro-
priately, either within the elastic range or up to a limited
amount of damage.

• Slender structures trend: there is a tendency to build
structures that are slender increasingly and so more
prone to vibrate under dynamic loading.

The last decade of the last millennium introduced two
potential innovations (Soong 1989):

• structural control can offer a solution from the point of
view of both safety and comfort;

• to avoid long delays in adopting innovative devices, they
should be conceived as periodically replaceable.

The objection to the unavailability of power during
events which seriously affect the structure has placed atten-
tion on passive devices (Soong and Dargush 1997). Conse-
quently, a further class of semiactive control devices was
introduced. Their definition is given in Chapter 1. How-
ever, it is reasonable to list here the reasons which soon
made them very promising. They are not very far from
passive devices with:

• low energy consumption: the power needed for opera-
tion is very low, orders of magnitude lower than any
active system requirement, because it is used only for
modifying some properties of the device (the opening of
a valve, for example);

• no need for external power: since the energy consump-
tion is very low, there is no need for an external power
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supply (like a pumping system, for example), but a set
of batteries can be enough;

• robustness: even in the worst case (some failure in a
sensor, for example) the device has intrinsically dissipa-
tive properties, never putting energy into the controlled
system.

And they have the advantages of active systems:

• adaptability: the device is built with the possibility of
adapting itself to different operating conditions, to dif-
ferent loading paths, to different levels of excitation;

• optimality: the control system is designed to have opti-
mal response characteristics over a wide spectrum of
frequencies;

• flexibility in tuning: if the controlled structure changes its
characteristics over time, as, for example, ageing effects
do on tall buildings, the control device can be repro-
grammed without any replacement;

• monitoring: the controlled structure will be instrumented
with sensors. The data flow can be observed and stored
for continuous monitoring of the health status of the
structure.

The development of a control strategy can be divided
into several steps (Figure 1): first of all there is an idea on
how (and why) to design a new control strategy, then a
theory must be developed and a solid mathematical back-
ground must be established. This can be done from scratch
or a useful basis can be borrowed from another scientific
field. In this latter case there are surely some adaptations to
be considered, some conditions to be checked, some limita-
tions to be posed, but usually the cross-fertilization among
different scientific sectors produces very useful results.
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Idea

Theory
formulation

Design (or
tuning) of the
control law

Design (or
modification) of 
the device

Numerical
simulations of
the complete
system

Numerical
simulations of
the device

Experiments
on the complete
system

Experiments
on the device

Proper design? Proper design?
false false

true
true

Implementation

Figure 1 Flowchart of the development of a control system
procedure

Before entering into the details of the control law design,
the semiactive device must be constructed. This means that
it must be designed, its behaviour must be simulated and
an experimental campaign must be conducted in order to
characterize it. This procedure is usually iterative: if some
unexpected behaviour appears, the device must be modi-
fied accordingly. Once the device has been manufactured,
it is possible to design the control law. Numerical simu-
lations must be conducted on the whole system (both the
structure to be controlled and the semiactive device) to get
an idea of the final behaviour. This is a fundamental step,



ORGANIZATION OF THE BOOK 5

before the whole process is tested in a real application, with
all the mechanical, electrical and structural limitations or
problems that can arise in practice. The final step will be the
implementation of the control strategy in a real structure,
with all the arrangements that are necessary.

The global process towards a new control system must
constantly consider the typical problems that usually arise
in practical implantations. For this reason a deep compar-
ison between collocated and non-collocated systems has
been conducted: it is important to know, in different oper-
ating conditions and a real environment, which is the best
choice from the practical point of view. Moreover, a real
control program, to be implemented on a commercial semi-
active device, incorporates many security checks of satura-
tion points, of transient conditions in switching the device
on and off, and converts a simple control program of a few
lines into a list of hundreds of statements. On the other
hand, it may be that some critical behaviour seen in the
theory and the simulations is never reached in the specific
real application: in this case a simplified design method
can be derived in order to speed up the implementation
process and the installation and calibration.

ORGANIZATION OF THE BOOK

The chapters in the book can be categorized into two parts.
The first part covers the more theoretical contributions,
with general considerations of the different types of con-
trol schemes and strategies. The second part is devoted to
experimental evaluations of the previously explained con-
cepts and to the related implementational aspects.

In more detail, within the former part, Chapter 1 pro-
vides the necessary definitions of passive, active, semiac-
tive and hybrid control. Proper motivations for this study
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are given and the common state-space representation of
dynamic systems is introduced to facilitate comprehen-
sion of the following chapters. In Chapter 2 a compari-
son between collocated and non-collocated systems is pre-
sented. A proper definition is given and the advantages
and disadvantages of these two control schemes are pre-
sented. This chapter is different to the other ones because
it is not related to a particular control type (active, semiac-
tive, passive or hybrid), but deals with the general philos-
ophy that underlies the selection of the control type and
the control law.

The next four chapters form the second part of con-
tributions. Chapter 3 deals with the history of semiac-
tive control and provides a bibliographical review of the
most common semiactive control strategies. Chapter 4 pro-
poses the implementation schemes to be adopted to fol-
low the control law described above. The main steps are
presented, even if in a schematic way, to allow coding
of the described control laws in C or Fortran. Chapter 5
is devoted to a description of the implementation of the
semiactive control strategies. The appropriate flowcharts
are developed in detail: the main background on the archi-
tecture adopted, the hardware and software needed, and
the connections to be prepared are described following the
guidelines given by the work conducted in recent years at
the ELSA Laboratory and at the University of Pavia. Once
the general control frame has been described, the devel-
oped semiactive control software is presented in detail. The
next chapter, Chapter 6, describes the testing procedures
developed at ELSA to verify the structural control devices
experimentally by using the on-line testing method with
substructuring.

Finally, in Chapter 7, the theoretical aspects of stabil-
ity are revisited before the conclusions and further future
developments are presented. An appendix concludes the
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book: it contains some critical considerations about the con-
cept and the evaluation of the original damping of a struc-
ture. This is a critical aspect when dealing with semiactive
control systems which are usually designed to increase the
structural damping.

In writing this book, the authors had mainly in mind its
potential end users, namely:

1. Civil engineers active in the areas of bridges, high-rise
buildings, railways, aseismic structures.

2. Automotive engineers.

3. Mechanical engineers working on vibration problems.

4. Consultants.

5. Post graduate students.





1
Reliability, Robustness
and Structural Control

1.1 PRELIMINARY CONCEPTS

The third author of this book began his PhD thesis (Marazzi
2003) with these words:

Since ancient times the designers of civil engineering struc-
tures have been responsible for building collapse: in the
Code of Hammurabi, King of Mesopotamia during the
XVIII century B.C., builders were punished with the death
penalty in case the building failed. Article 229 says: “The
builder has built a house for a man and his work is not
strong: if the house he has built falls in and kills a house-
holder, that builder shall be slain.” It was implicit in the law
that collapse could happen for ordinary loads, let’s say dead
loads (caused for example by a large number of people in
the same room) or common dynamic loads (for example, a
strong but common wind). On the contrary, collapse caused
by extraordinary loads, such as, for example, earthquakes
and hurricanes, was not taken into consideration, because
it was considered beyond the control of the designer and
the builder and was retained as a manifestation of a “super-
natural” event sent by the gods as a punishment or sim-
ply for playing a joke on human beings. Later on, as the

Technology of Semiactive Devices and Applications in Vibration Mitigation Fabio Casciati, Georges
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belief that these events were of supernatural origin pro-
gressively disappeared, the idea that the designer could not
take into account the effects of such loads still persisted. On
the one hand earthquakes and hurricanes were considered
completely unpredictable, in both occurrence and intensity,
while, on the other hand, there were no suitable techniques
to reduce the risk of collapse.

The Code of Hammurabi is a collection of laws written in
51 columns on a stele discovered at the beginning of the
twentieth century and now held at the Louvre Museum
in Paris. It consists of a prologue and an epilogue cele-
brative of the king and of 282 articles regarding various
aspects of the civil, penal and commercial law. It is one
of the first examples of written laws. The question is: how
far has human society moved after 37 centuries? A quick,
nearly blasphemous, answer might be: we are slowly com-
ing back to the starting point! Indeed, after one century
of prescriptive rules (which in some countries were made
laws), as well as after 30 years of attempts at unifying
them across Europe (Eurocodes) and around the world, the
so-called “performance-based design” is rediscovering the
fascinating Hammurabi idea of performance. This prevail-
ing framework is generally promoted by those designers
who want to preserve their identity, role and responsibil-
ities, rather than being replaced by sophisticated software
able to navigate across prescriptions better than any human
being.

But the reader must have noted that the border between
predictable and unpredictable events in the previous
scheme is rather fuzzy. Are we still there after 37 cen-
turies? It must be said that a rational effort was made and
today the results are summarized in the probabilistic model
code prepared by the Joint Committee of Structural Safety
and which has been available on the Internet for 10 years
[http://www.jcss.ethz.ch/] as follows.
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Structures and structural elements shall be designed,
constructed and maintained in such a way that they are
suited for their use during the design working life and in
an economic way. In particular they shall, with appropriate
levels of reliability, fulfil the following requirements:

• They shall remain fit for the use for which they are
required (serviceability, limit state requirement)

• They shall withstand extreme and/or frequently
repeated actions occurring during their construction and
anticipated use (ultimate limit state requirement)

• They shall not be damaged by accidental events like
fire, explosions, impact or consequences of human errors,
to an extent disproportionate to the triggering event
(robustness requirement)

There are three main innovations:

1. Success and failure are situations characterized by their
probability of occurrence; it is the society which decides
the target to be pursued for ultimate limit states.

2. Serviceability limit states are ruled by the desiderata
of the contractor, as well as the relevant probability of
failure.

3. In any case the designer cannot conceive structural
architectures which result in weakness to accidental
events. They can be introduced as likely events, without
the chance of associating a probability of occurrence to
them. In other words, they can be conceived, but not
assessed on a statistical basis.

The usual carrying capacity design, originally developed
for static loading conditions, evolved through the assign-
ment of a proper level of ductility reserve to the structural
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members. The structure remains elastic for the major part
of its life (under ordinary loads), but it will enter the plastic
state under exceptional lateral loads; in this way the input
energy should be dissipated. Even if there might be per-
manent damage to the structural members, the building is
designed in such a way that it should not collapse, so no
loss of life should result. On the other hand, however, the
structure should be retrofitted after each strong event in
which damage occurs in the structure, and this can be very
expensive and time consuming.

This capacity design approach also has another draw-
back: it is not able to mitigate vibrations that do not induce
damage in the structure. This means that comfort aspects
cannot be considered with this technique. So the problem
of swaying of tall buildings caused by not very intense
winds, for example, is not resolvable. It must be noted
that, for very flexible structures such as long bridges or tall
buildings, the comfort requirements can be more stringent
than the ones related to the resistance.

For all these reasons the engineering community has
moved towards the concept of “structural control”. This
means that the structure is regarded as a dynamic sys-
tem in which some properties, typically the stiffness or the
damping, can be adjusted in such a way that the dynamic
effect of the load on the building decreases to an acceptable
level. The natural frequency of the structure, its natural
shape and the corresponding damping values are changed
in such a way that the dynamic forces from the environ-
mental loads are reduced. This can be done using a large
variety of techniques that can be collected in four classes:
passive, active, hybrid and semiactive. From an historical
point of view, the first class of control techniques (passive)
was extensively studied from both the theoretical and the
experimental sides, and many practical realizations have
already been implemented, especially in the USA, Japan,
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China and Italy. A large number of researchers are still
working in this field on a second generation of passive
devices, while the first generation (for example, rubber
bearings) needs only the approval of official designing and
application rules for its certification.

Active control techniques have been studied extensively
from a theoretical, numerical and, more recently, an exper-
imental point of view. They are surely the most effective
ones, but they also show some disadvantages (for example,
the need for a lot of power to operate) that have lead to
a low number of implementations. Hybrid techniques are
a combination of the first two techniques, so their devel-
opment directly follows that of the first two. Their appli-
cation is still limited, even if some tuned mass dampers
equipped with a little active mass driver were patented and
installed in some buildings in Japan. Semiactive techniques
are, at present, the most studied solution, from theoreti-
cal, numerical and experimental points of view, because of
their excellent characteristics intermediate between those
of active and passive techniques.

1.2 DEFINITIONS

Before entering into the core of the discussion, a clarifica-
tion must be made about the terminology used in this book.
The following definitions of some key terms are provided:

Definition 1 (Active Control) An active control system is a
system in which an external source powers one or many control
actuators that apply forces to the structure in a prescribed man-
ner. These forces can be used either to add or dissipate energy in
the structure.

In an active feedback control system, the signals sent
to the control actuators are functions of the response of
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the system measured by physical sensors. Active control
makes use of a wide variety of actuators, including active
mass dampers, hybrid mass dampers and active tendons,
which may employ hydraulic, pneumatic, electromagnetic
or motor-driven ball–screw actuation.

An essential feature of the active control system is that
external power is used to effect the control action. This
makes such systems vulnerable to power failure, which is
always very likely during a strong environmental event.

Definition 2 (Passive Control) A passive control system con-
sists of an appended or embedded device that modifies the stiffness
or the damping of the structure in an appropriate manner with-
out requiring an external power source to operate and feeding
energy to the system.

Passive control devices impart forces that are generated
by the mutual displacement of the two connection points
of the device inside the protected structure. Passive control
may depend on the initial design of the structure, on the
addition of viscoelastic material to the structure, on the use
of impact dampers, or on the use of tuned mass dampers.
The initial design consists of tapered distributions of mass
and stiffness, or uses techniques of base isolation, where
the lowest floor is deliberately made very flexible, thereby
reducing the transmission of forces into the upper storeys.
The energy of a passively controlled structural system can-
not be increased by the passive controller devices.

Though seldom as effective as active control, passive
control has three main advantages:

1. It is usually relatively inexpensive.

2. It consumes no external energy.

3. It is inherently stable.
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Definition 3 (Hybrid Control) The common meaning of the
term “hybrid control” implies the combined use of active and
passive control systems.

A hybrid control system may use active control to sup-
plement and improve the performance of a passive control
scheme. Alternatively, passive control may be added to
an active control scheme to decrease its energy require-
ments. For example, as a structure equipped with dis-
tributed viscoelastic damping supplemented with an active
mass damper on the top of the structure, or a base-isolated
structure with actuators actively controlled to enhance
performance.

It should be noted that the only essential difference
between an active and a hybrid control scheme is, in many
cases, the amount of external energy used to implement
control. Hybrid control schemes alleviate some of the lim-
itations that exist for either a passive or an active control
acting alone, thus leading to an improved solution.

A side benefit of hybrid control is that, in the case of a
power failure, the passive component of the control still
offers some degree of protection, unlike an active control
system.

Definition 4 (Semiactive Control) Semiactive control sys-
tems are a class of systems for which energy is used to change
the mechanical properties of the device.

For this reason, usually the semiactive control system
energy requirements are orders of magnitude smaller than
typical active control systems. Typically, battery power
is sufficient to make them operational. Semiactive control
devices do not add mechanical energy to the structural
system, therefore bounded-input bounded-output stabil-
ity is guaranteed, in the sense that no instability can
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occur, except for the considerations summarized in the last
chapter of this book. Indeed, the system overall energy can
be increased by adding a passive system! This depends
on the external excitation. The passively controlled system
may have resonances that coincide with the main exci-
tation frequencies differently from those that happened
before “appending” the passive device. In this case much
more energy than in the unprotected case will go into
the system. This means that bad performances can be
obtained if passive or even semiactive systems are improp-
erly tuned. Passive or semiactive devices can even be dan-
gerous because they allow the external excitation to feed a
system that would be (partially) isolated otherwise.

Semiactive control devices are often viewed as control-
lable passive devices. Preliminary studies indicate that
appropriately implemented semiactive systems perform
significantly better than passive devices and have the
potential to achieve the performance of fully active sys-
tems, thus allowing for the possibility of effective response
reduction during a wide array of dynamic loading con-
ditions. Examples of such devices include variable-orifice
fluid dampers, controllable friction devices, variable-
stiffness devices, semiactive impact dampers, adjustable
tuned liquid dampers, and controllable fluid dampers
(with electrorheological and magnetorheological fluids)
(Casciati 2004; Spencer and Sain 1997). Details are provided
in Chapter 3.

1.3 SYSTEM REPRESENTATION

Dynamic system representation increases in complexity
due mainly to the requirements of high accuracy and reli-
ability to analyse complex functionalities and to represent
device characteristics. Complex systems may have multiple
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inputs and outputs, may be linear or non-linear and may be
time invariant or time varying. A powerful technique for
analysing such systems is the state-space approach, based
on the concept of state. An essential benefit of this method
is the combination of the concept of state and the capability
of high-speed solution of differential equations by use of
a digital processor. Furthermore the state-space approach
is very general and can be applied to both linear and non-
linear systems and to both time-invariant and time-variant
systems.

Let us consider a linear time-invariant system formulated
in the state space by the following equations:

ẋ�t� =�x�t� +�u�t� (1.1a)

y�t� =�x�t� +�u�t� (1.1b)

where

1. x is the 2n-dimensional vector of the state variables,

2. y is the p-dimensional vector of the measurable
variables,

3. u is the m-dimensional vector of the controllable and
forcing variables,

4. � ∈ �2n×2n, � ∈ �2n×m,

5. � ∈ �p×2n, � ∈ �p×m.

This state-space representation is commonly used in struc-
tural control engineering.

The equation of motion of a generic system with n
degrees of freedom can be considered:

Mz̈ + Cż + Kz = F�t� (1.2)

where M, C and K are square matrices of dimension n, z
are the inter-mass displacements (in the case of a building
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structure, the inter-storey displacements) and F�t� are the
external forces. These forces can be generated by external
excitations such as seismic disturbance or wind load. In
controlled structures, these forces also include the actua-
tors’ load. Note that in the following, to retain agreement
with the control engineering community, we will substitute
the notation F�t� by u.

By calling the displacement vector x1 and the velocity
vector x2, the system represented by (1.2) can be rewritten
in the following form:{

ẋ1 = x2

ẋ2 = −M−1Kx1 − M−1Cx2 + M−1u
(1.3)

or in state-space representation:[
ẋ1

ẋ2

]
=
[

0 I
−M−1K −M−1C

][
x1

x2

]
+
[

0
M−1

]
u (1.4)

where the state matrix � and the control matrix � are
given by:

� =
[

0 I
−M−1K −M−1C

]
(1.5)

and

� =
[

0
M−1

]
(1.6)

The output vector (1.1b) (or measurable variables) is a
weighted sum of the state and control variables. Matrix �
is a weighting matrix that combines the states of the system
(1.2), matrix � is a weighting matrix that combines the
control input, and the sum of these two quantities gives the
output y�t�. Because the direct action of control variable u
on the output vector y�t� is often negligible, the matrix �
is null in most practical applications.
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The transfer function G�s� related to system (1.1) can be
very easily obtained with the following expression:

G�s� = ��sI −��−1�+� (1.7)

with s indicating the Laplace variable. It expresses the link
between output and input Laplace transforms. It must be
recalled that this representation is not applicable to non-
linear systems.

Just for the sake of exemplification, a shear-type n-storey
building is a good example of the use of the state-space
representation in civil engineering. This type of building
can be idealized as lumped masses at floors connected by
springs and dashpots describing the columns’ behaviour
under horizontal loadings (Figure 1.1). These assumptions
are true if the mass of the columns is one order of magnitude
lower than the storey mass and if the floors are very rigid
(and so are not subject to significant deformation). In practice
the mass of the columns is incorporated in the mass of the
floors. The stiffness and the damping are completely due to
columns, walls, non-structural vertical elements.

In this case, the three matrices M, C and K can be
obtained as follows. The forces acting on each storey are
depicted in Figure 1.2. The inertial force due to the acceler-
ation of the storey is proportional to the acceleration itself
times the floor mass.

On both the lower and the upper side of the mass there
are two forces: the viscous and the elastic forces. These
forces are related to the inter-storey displacement and the
inter-storey velocity.

Balancing all the forces acting on each storey, the generic
equation for the ith storey can be obtained:

miz̈n + �ci+1 + ci�żi + �ki+1 + ki�zi − ci+1żi+1 − ciżi−1

−ki+1zi+1 − kizi−1 = ui (1.8)

where ui is the generic control force acting on the ith floor.
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Figure 1.1 Simplified model of a multi-storey building
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ki + 1(zi  – zi + 1)

ci + 1(zi  
– zi  + 1)

ci (zi  
– zi  – 1)

ki (zi  
– zi  – 1)

unstorey i
miz

Figure 1.2 Forces acting on the ith storey

After some calculations, M, C and K can be obtained
from (1.8) as follows (the omitted terms are all zero):

M =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

m1
m2

� � �
mi

� � �
mn

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

C =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

c1 + c2 −c2
−c2 c2 + c3 −c3

� � � � � � � � �
−ci ci + ci+1 −ci+i

� � � � � � � � �
−cn−1 cn−1 + cn −cn

−cn cn

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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K =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

k1 + k2 −k2
−k2 k2 + k3 −k3

� � � � � � � � �
−ki ki + ki+1 −ki+i

� � � � � � � � �
−kn−1 kn−1 + kn −kn

−kn kn

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

It can be observed that M is a diagonal matrix, while C
and K are tri-diagonal. Matrix� can be obtained from Equa-
tion (1.5). Matrix�usually has more than one column: some
of them are usually related to the forcing actions (such as
the forces induced by the ground acceleration caused by an
earthquake or given by the wind acting on the façade of the
building)andcanbeobtainedbyEquation(1.6).Thecolumns
of � related to the action of the control actuators must be
evaluated following the idea that matrix � will be a kind of
topological operator indicating where the actuators are act-
ing. For example, if this multi-storey building is equipped
with only one actuator on the top floor, matrix � is zero
everywhere except for that degree of freedom. Matrix �, as
already said, is usually set to zero.

As regards matrix � , it must be constructed according to
the aims of the particular problem. One favourable choice
is to use the identity matrix in order to have direct access to
the states of the system: in this case each output is directly
related with a state variable.

1.4 A COMPARISON OF PASSIVE, ACTIVE
AND SEMIACTIVE CONTROL STRATEGIES

A brief comparison among passive, active and semiactive
control strategies is given hereafter considering a single
degree-of-freedom (SDOF) system. This system consists of
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a rigid body representing a mass (that could be a machine)
connected to a foundation by an isolator that consists of a
spring and a damper. In this simple case the function of
the vibration isolator is to reduce the amplitude of force
transmitted from the vibratory mass to its foundation or to
reduce the magnitude of motion transmitted from a vibra-
tory foundation to the mass.

The transmissibility of this system is a measure of the
reduction of transmitted force or motion provided by the
isolator. If the source of vibration (excitation force) is
attached to the mass, transmissibility is the ratio of the force
amplitude transmitted to the foundation to the amplitude
of the exciting force. If the source of vibration is a vibratory
motion of the foundation (excitation motion), transmissi-
bility is the ratio of the vibration amplitude of the mass to
the vibration amplitude of the foundation.

Figure 1.3 shows the transmissibility of the system in
terms of damping ratio � and frequency ratio � (where
� is the ratio of the excitation frequency to the natural
frequency). From this graphic representation it appears
clearly that increased damping decreases the transmissi-
bility for frequencies lower than the system’s natural fre-
quency multiplied by

√
2, but increases the transmissibility

at higher frequencies. This means that the insertion of pas-
sive dissipation devices into a structure can sometimes lead
to unwanted effects, especially during transient response
(Pinkaew and Fujino 2001). Usually an augmented level
of damping also induces a higher level of forces at some
structural connection. With a semiactive device it is pos-
sible to adjust the damping in the most proper manner,
for example using an on–off control law that switches
the damping value from a high value to a low one. In
the example of Figure 1.3 a switching frequency ratio �
of 1.414 can be chosen. Using more sophisticated control
laws (for example, skyhook control or clipping control, see
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Figure 1.3 Transmissibility of a SDOF system for several values
of supplemental damping

Chapter 4) performances comparable with active devices
can be achieved.

Figure 1.4 summarizes this basic concept. The hatched
region between the active and passive response curves is
the theoretically possible working area of a semiactive sys-
tem (for more details on the transfer function of semiactive
systems see also (Pinkaew and Fujino 2001)). This figure
has the advantage of showing in a very simple manner
how the semiactive control is better than a passive one
and how it can approach the performance of the active
systems. However, in real applications, the damping is not
the only critical parameter that can be modified. The forces
that are present at the various storeys of the structure, the
inter-storey drifts and the accelerations must also be atten-
tively considered. It is usually necessary to obtain a balance
among all these constrains.
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Figure 1.4 Transmissibility of a SDOF system with active,
semiactive and passive control systems

To assume the role of structural designers again, one
understands that safety against ultimate limit states can be
matched by passive control ideas, provided quality control
and maintenance plans are introduced in the management
of the structure in use, due to the limited lifetime of such
devices. To state a similar affirmation for active control
systems would require the full availability of the corre-
sponding devices. Nevertheless, such a high availability
level is not required if the target is no longer safety against
ultimate limit states, but serviceability or robustness. Such
important features, however, do not justify the high costs
of active control realizations. Semiactive solutions emerge
from this discussion as the approach which could better fit
a cost–benefit analysis in structural design.





2
Collocated and
Non-collocated
Systems

2.1 INTRODUCTION

This chapter mainly provides the definitions which allow
the reader to frame the developments of the next chapters
within the general theory.

2.2 DEFINITION OF COLLOCATED SYSTEM

A control system is collocated when the force generated
by an actuator in a point of the structure is measured by a
force sensor at the same location. This definition implicitly
assumes that the transfer function that can be obtained is
related to the same location of the structure. Under this
hypothesis, and for an ideal situation in which the actuator
and the sensor are connected exactly in the same location,
the definition holds, but it is rather specific.

Following the way paved by (Curtain and Zwart 1995),
but in a more mathematical language, Degryse and

Technology of Semiactive Devices and Applications in Vibration Mitigation Fabio Casciati, Georges
Magonette and Francesco Marazzi © 2006 John Wiley & Sons, Ltd
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Mottelet (Degryse and Mottelet 2000) give a definition
based on the relation between the control matrix � and
the output matrix � (see Chapter 1 for the definition of the
notation).

Definition 5 When � = �T the sensors and the actuators are
collocated.

In this definition it must be considered that the operators
� and � are defined up to some multiplicative constant.
In fact the outputs of the measurement devices and the
inputs of the actuators are voltages which are proportional
to the physical quantities of interest. So normalization con-
stants are inserted all along the formulation. Moreover,
multiplying � by some constant does not change the
system.

Each time that the hypothesis in Definition 5 is satis-
fied, the feedback law u = −ky, with k > 0, provides the
unconditional stability of the system (1.1).

The transfer function of the system (1.1) is

G�s� =∑
k>0

��k��T
k

s2 + �2
k

s (2.1)

where �k are the eigenvectors of � and �2
k are its eigen-

values (k > 0).
The transfer function is proved to be positive-real

G�s� > 0 for ��s� > 0 (2.2)

and positive-real systems can be stabilized by strictly
positive-real gain matrices through negative feedback.

Besides this definition of collocation, a relaxation of the
hypothesis is presented in (Degryse and Mottelet 2000).
Unconditional stability is nevertheless preserved. In fact, it
can be shown that if the following inequalities are verified

��k��T
k > 0 k > 0 (2.3)
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then unconditional stability can be proved even if � �= �T .
It can be shown that (2.3) implies that the transfer function
(2.1) is positive-real, but the necessity of placing the sensors
and the actuators at the same location still remains, at least
when � and � are bounded, as shown in (Degryse and
Mottelet 2000). This means that actuators and sensors must
still have the same supports, even if it is possible to control
an actuator using the input coming from a sensor placed
in the location of another actuator.

A further point must be noted: if a time delay occurs,
even if the collocation definition is respected, the trans-
fer function is distorted. In practice, time delays that are
much smaller than the system dynamics can be neglected
(see Chapter 7). So, the hypothesis that no time delay occurs
in the measurement and command chain should be present
in civil engineering controlled structures.

2.3 CENTRALIZED AND NON-CENTRALIZED
SYSTEMS

In the literature there is sometimes a little confusion
between the pair collocated/non-collocated systems and
the pair centralized/non-centralized systems (improperly
called distributed and non-distributed systems by some
authors). This confusion comes from the fact that a collo-
cated system is likely to be also a non-centralized system
and a non-collocated system a centralized system. But this
is not always the case. The two concepts are different as
briefly explained below.

Definition 6 A system is considered centralized if the control
system is managed by a unique computer that takes the inputs
from all the sensors and gives the command outputs to all the
actuators.
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The definition of non-centralized system follows
consequently:

Definition 7 A system is considered non-centralized if the con-
trol system is managed by several computers that take the input
from some specific sensors and give the command outputs to
some actuators.

With these definitions in mind, it is evident that collo-
cation has nothing to do with centralization: in some cases
it may happen that a completely non-centralized system
can also be a collocated system, but this is not compulsory.
For example, one could conceive of a collocated system in
which the control is performed by a central computer, or
structures controlled by several sets of non-collocated con-
trolsystems.This lastsituationcanbeusedtoavoidproblems
related to the failure of a portion of the whole control system.

2.4 LINEAR AND NON-LINEAR SYSTEMS

One distinguishes:

1. Linear systems in which the equations describing their
dynamic behaviour are linear.

2. Non-linear systems in which the equations are no
longer linear.

The first class is characterized by the linearity, which
implies that the superposition principle can be applied and
proportional causes give proportional effects.

The second class is rather a non-class, in the sense that
every system not belonging to the first one naturally falls
into this second one. In this case no general rules can be
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assessed, even if some particular sub-classes may still be
found.

In civil engineering applications, especially in earth-
quake engineering, non-linear behaviour is very common
as a consequence of inelastic deformations and damage
(Barroso 1999). This is especially true if no protection is
added to the structure. If a control system is designed to
help the structure to resist environment loads, it can be
designed in order to maintain the structure in a linear
range. In this case the real behaviour of the system can be
linearized around an equilibrium point and the definition
of a linear system still applies.

In the next sections of this chapter, the concept of transfer
function is used, which is strictly related to the linearity of
the system.

2.4.1 Properties of the Transfer Function

The following expression can be written (Preumont 1997):1

G��� �
n∑

i=1

�i�
T
i

�i��
2
i − �2 + 2j�i�i��

(2.4)

where the sum extends to all modes, �i is the modal mass
of mode i, �i is the modal damping ratio, �i is the natural
frequency of mode i and �i is the corresponding natural
mode shape.

1 The transfer function is defined by Equation (1.7). It shows its matrix
nature there. The same transfer function can also be written in the
Fourier domain � instead of in the Laplace domain s. For this purpose,
one writes G��� instead of G�s�. This transformation can be done
very easily in this case, substituting s with j� and s2 with −�2. The
single entry Glk��� expresses the complex amplitude of the structural
response of degree of freedom l when the structure is exposed to a
steady-state harmonic excitation ej�t at degree of freedom k.
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For a limited frequency band, it is possible to select a
sufficiently high index m with which to split (2.4) into two
parts: the first one will respond dynamically and the part
with high-frequency modes will respond statically:

G��� �
m∑

i=1

�i�
T
i

�i��
2
i − �2 + 2j�i�i��

+
n∑

i=m+1

�i�
T
i

−�i�
2
i

(2.5)

or, in a different form,

G��� �
m∑

i=1

�i�
T
i

�i��
2
i − �2 + 2j�i�i��

+ R −
m∑

i=1

�i�
T
i

−�i�
2
i

(2.6)

where R is the static contribution of all modes. It is inde-
pendent of the frequency � and introduces a feed-through
component in the transfer matrix: part of the output is pro-
portional to the input. Truncating the modal expansion of
the transfer function without introducing a residual mode
can lead to substantial errors in the calculation of the open-
loop zeros and, as a result, of the performance of the control
system.

With this in mind, consider the diagonal kth term in
Equation (2.6) for an undamped system:

Gkk��� =
m∑

i=1

�2
i �k�

−�i�
2
i

+
m∑

i=1

�2
i �k�

�i��
2
i − �2�

+ Rkk (2.7)

Equation (2.7) is the transfer function between the input
and the output of the corresponding degree of freedom,
and, hence, allows one to study the behaviour of a collo-
cated system.
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Figure 2.1 Transfer function of an undamped structure with
collocated actuator and sensor

The behaviour of Gkk��� is represented in Figure 2.1 for a
three degree-of-freedom system. The shape of this transfer
function reflects the fact that the derivative of Gkk��� with
respect to � is always positive. This means that the func-
tion must always be increasing. It will go from −� to +�
passing zero at the anti-resonance frequency. The ampli-
tude of the transfer function goes to ±� at the resonance
frequencies �i. A series of properties can be inferred:

• If there is no damping, control systems using collocated
actuator and sensor pairs have alternate poles and zeros
in the left-half complex plane, close to the imaginary
axis. In the case of little damping (a very common case
when unacceptable vibrations are observed), the poles
and zeros still alternate near the imaginary axis of the
left-half complex plane. This observation will be very
useful for studying the stability.

• A harmonic excitation at an anti-resonance frequency
produces no response at the degree of freedom where the
excitation is applied: as can be seen from Figure 2.1, the
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transfer function has a value of 0 at these points, so noth-
ing is transmitted. This means that, at anti-resonance fre-
quency, the structure behaves as if an additional restraint
has been added to that point.

• In contrast to the resonance frequencies, the anti-
resonance frequencies depend on the actuator location,
so if another diagonal term Gkk��� is considered, the anti-
resonance frequencies will, in general, change.

2.5 THE PROBLEM OF SPILLOVER

Generally speaking, any structure can be viewed as a
distributed parameter system with an infinite number
of degrees of freedom. A real physical system, in fact,
always has infinite natural modal shapes and frequencies.
Spillover is related to the discretization and the approxima-
tion of a continuous system to a finite degree-of-freedom
system. From an engineering and practical point of view,
it is common practice to operate two kinds of reduction to
the number of degrees of freedom:

• a continuous system is discretized in a finite number
of degrees of freedom (for example, using some finite
element method (FEM) or by simplified considerations
of mass and stiffness concentration in some structural
members);

• the discretization of a system, especially if obtained with
a FEM procedure, is often either too heavy to be treated
by a control system or not economically feasible. Only the
lowest and most meaningful frequencies are then taken
into consideration.

These discretizations (the first approach is compul-
sory if numerical solutions are sought, while the second
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simplification can be introduced or not, according to the
complexity of the considered structure) lead to the conse-
quence that the obtained model is able to describe only
a part of the real system dynamics. The numerical model
(often called the reduced model) will deal with the few
dominant low-frequency modes.

In this scenario, when dealing with flexible structures,
there is the danger that the state feedback based on the
reduced model destabilizes the high-frequency remain-
ing modes (also called “residual modes”) which are not
included in the model of the structure. This can lead to a
destabilization of the reduced model. This phenomenon is
called spillover.

2.5.1 Observation and Control Spillover

The sensor outputs are contaminated by the residual
modes through the (so-called) observation spillover and
the feedback control excites these modes through the con-
trol spillover (see Figure 2.2).

Pioneering work in the definition and study of spillover
can be found in (Balas 1978), where the control and
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Figure 2.2 Control and observation spillover
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observation spillovers due to residual (uncontrolled)
modes are examined and the combined effect of control and
observation spillover is shown to lead to potential insta-
bilities in the closed-loop system. It is also proved that, if
observation spillover is absent, control spillover itself can-
not destabilize the system. In this case, control spillover
causes unwanted excitation of the residual modes that can
degrade the system response but cannot destabilize the
system.

The same conclusions are achieved in (Meirovitch 1990).
It is observed that, because the term given by control
spillover has no effect on the eigenvalues of the close-loop
system, it can be concluded that control spillover cannot
destabilize the system, although it can cause some degra-
dation in the system performance. So, only observation
spillover is really dangerous.

Some solutions for reducing observation spillover are
also proposed in the same book (Meirovitch 1990). As a rule
of thumb, it can be greatly reduced by using a large num-
ber of sensors. The instability in the residual modes given
by observation spillover can often be overcome by a small
amount of inherent damping in the structure or can be
eliminated if the sensor signals are prefiltered so as to
screen out the contribution of the uncontrolled modes.
However, this last solution is not as simple as it seems,
because one must know in advance which are the uncon-
trolled modes. Direct output feedback control is proposed
to avoid spillover, but in this proposal one does not con-
sider that time delay can occur and can still generate
instability.

A clear scheme of the two-stage model reduction pro-
cedure (the distributed parameter system to be controlled
is first reduced to a many degree-of-freedom system dis-
cretized in space, then to a reduced order system with only
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a small number of degree of freedom) is given in (Soong
1989). Since the control law design is based on this reduced
order system, spillover is always possible.

For spillover reduction, it should be better to locate
controllers and sensors at or very near the zeros of
the affected modes, but this is usually quite impossible.
Because the controller is designed taking into consideration
only the lowest modes, a method that penalizes the highest
and unmodelled modes should be preferred. Clearly this
method can be effective only for spillover due to the sec-
ond step of discretization, because the designer must know
in advance which modes not to consider.

2.5.2 Mathematical Formulation

In order to see the effect of spillovers (both observable and
control ones), let us consider a discretized system given by
Equation (1.1), here rewritten for the reader’s convenience:

ẋ�t� = �x�t� +�u�t� (2.8)

y�t� = �x�t� (2.9)

where x�t� is the 2n-dimensional state vector of the
structural system with n degree of freedom, u�t� is the
m-dimensional control vector and y�t� is the p-dimensional
observation vector.

A reduced order model can be generated through aggre-
gation or modal eigenfunction expansion techniques by
retaining only the controlled modes of the system, giving

ẋc�t� = �cxc�t� +�cu�t� +�c�t� (2.10)

with the observation equation

y�t� = �cxc�t� +�c�t� (2.11)
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In the above, xc�t� is the controlled portion of the state
vector x�t�, whose dimension is in general much smaller.
�c�t� and �c�t� are error terms introduced through the
truncation process; they can be represented by

�c�t� = �crxr�t� (2.12)

and

�c�t� = �rxr�t� (2.13)

where xr�t� is the state vector associated with the residual
(or uncontrolled) modes of the system (2.8). It is gov-
erned by

ẋr�t� = �rxr�t� +�ru�t� +�r�t� (2.14)

The error term �r�t� in the residual equation has the form

�r�t� = �rcxc�t� (2.15)

The error term �c�t� in Equation (2.10) represents the mod-
elling error due to the model reduction process. The term
�r�t�u�t� in Equation (2.14) shows the effect of control
u�t� entering the residual subsystem, or control spillover,
on the residual modes. The contamination of observa-
tion spillover in Equation (2.11) with residual information
�c�t� produces observation spillover. Thus, the controller
imparts energy to the residual modes through the interac-
tion term �r�t� and the resulting residual mode excitation
is detected by the sensors through the term �c�t� for the
control design, resulting in an escalating degradation in
performance.

These interactions are shown graphically in Figure 2.2.
It can be shown that spillovers can reduce the stability
margins of the actual structure and are at the heart of the
control problem based on the reduced order models.
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Clearly, the magnitude of the control and observation
spillover is a function of the model reduction process.
It is also a function of the controller and sensor locations
and their effects on the residual modes. Spillover effect
is important when the control design is carried out based
on the reduce order model assuming that �c�t� = 0 and
�c�t� = 0, but is applied to the full-order system given by
Equations (2.8) and (2.9).

2.5.3 Physical Interpretation of Spillover

To give a more physical meaning to the above definition
of spillover, a practical explanation of this effect is given
hereafter with reference to Figure 2.3.

A force actuator is placed under a simple supported
beam and is controlled via an active controller. The input
signal to the control algorithm is given by a position sensor
(in this case a laser transducer sensor) placed somewhere
on the beam but not in the same position as the actuator.
So the beam is controlled at a point measuring the displace-
ment at a different point (this is the typical non-collocated
architecture).

position sensor

simple beam

active
controller

force
actuator

Figure 2.3 Control of a simply supported beam
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In an ideal world, the actuator will exactly follow the
command signal that the controller sends it and the sensor
will exactly measure the current displacement without any
delay. The controller will execute the algorithm instanta-
neously and communication times among the parts will
be zero.

Even in this case, however, instability can occur because
of the spillover phenomenon. The controlled beam, in fact,
has its internal dynamics: this means that the waves gen-
erated by the actuator will propagates along the beam.
A continuous beam has infinite natural modes but only
a few of them can be taken into account when designing
the control law. This means that there will surely be some
modes that the control strategy has not been designed for.
If the sensor is placed at a distance that is a multiple of
the half wavelength of the displacement travelling wave of
an uncontrolled beam mode, the resulting signal could be
a displacement with an inverted sign with respect to the
displacement at the location of the force actuator.

This mode has not been properly taken into account in
the design process of the non-collocated control law, so it
may happen that the algorithm commands the actuator to
generate forces that excite the beam instead of stopping it.

This means that the dynamic behaviour of the beam must
be considered in the controller design with the highest pos-
sible definition. Obviously, in the controller process design
it is not realistic to consider more than a few modes, usu-
ally just the modes associated with the lower frequencies.
This means that the controller can give improper com-
mand signals to the actuator due to the lack of the highest
modes.

If there is no observation spillover, however, control
spillover cannot destabilize the system, even if it can induce
cyclic oscillations, as emphasized in Section 2.5.1.
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2.6 ADVANTAGES AND DISADVANTAGES OF
COLLOCATED AND NON-COLLOCATED
SYSTEMS

In order to achieve an unbiased judgement about the
opportunity of adopting a collocated or a non-collocated
control system, the main characteristics of these two
schemes will be discussed extensively below. It is impor-
tant to note that no best solutions can be taken a priori,
because the right choice depends on the particular needs
and on the control systems for that particular case. Con-
straints are different from one situation to another and they
must be evaluated by the control designer.

2.6.1 Robustness

As was explained in the previous sections, depending on
the control law and the actuator dynamics, theoretically
speaking a collocated control system is inherently stable.
This is true only if the system is strictly collocated in the
sense of Definition 5 and if there are no delays in the mea-
surement chain, the actuator is ideal, no saturation effects
occur, etc. In this case it was shown that the transfer func-
tion has poles and zeros alternating on the left side of the
imaginary axis and the root locus gives a trajectory always
included in the left part of the complex plane. This means that
any chosen gain of the control system ensures stability, the
remaining question being to choose the optimal gain value.

The robustness of some collocated strategies is also
related to the fact that, for a particular choice of control
law, they do not require a description of the mathematical
model in order to run properly: this means that the con-
trol system can be designed and optimized with nominal
values for the parameters involved and it will work even
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in non-nominal conditions. In the latter case, the efficiency
will probably decrease, but stability is related only to local
considerations and is independent of the real behaviour
of the structure, so only optimality is lost. In conclusion,
collocated systems can be considered inherently robust.

A non-collocated control system is always subject to
spillover problems, regarding either observation spillover
or control spillover, as mentioned earlier. This problem is
inherent in the non-collocated control system itself, where
a model of the structure to be controlled is needed and,
even in the best situation, it is a discretization of a continu-
ous structure. Moreover, one must consider that the root
locus of a non-collocated system can pass from the left part
of the complex plane to the right one (and vice versa), so
the control system can be very sensitive to any distortion
from the nominal design situation.

These two problems (spillover and non-nominal work-
ing conditions) can, however, be addressed quite efficiently
with modern robust control techniques. For example,
with �-synthesis techniques a robust control design can
be performed taking into account the unmodelled high
dynamics and the possible variation of some parameters
in bounded intervals. With this technique one accepts that
the nominal gain is no longer the optimal one (so we lose a
little in efficiency in the nominal situation), but in exchange
one is mathematically sure that the system will remain
at least stable in the range of variation of the parameters
(and is usually quite efficient, too).

Another important question is: what happens if a sensor
or an actuator fails?

Assuming that a sensor fails, two cases can be considered:

• the signal falls to zero value;

• the signal assumes a static value (for example, 1 or any
other saturated value).
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In principle, the control system can be designed to bypass
the signal coming from the bad sensor (Casciati and Rossi
2004). In a collocated control system the corresponding
actuator could be switched off, while in the non-collocated
control strategy a new control algorithm avoiding that sig-
nal can be adopted.

A more difficult situation must be faced when the sensor
is not responding or is delivering a wrong signal due to
mismatch of gain, an offset, noise corruption, and so on. In
this case it is very difficult for the control system to detect
the sensor fault. But a system must remain robust, i.e., the
overall behaviour of the control system must to remain
stable even in the presence of faults and errors.

One strategy for strengthening robustness could be the
use of redundancy measurements (Noltingk 1996) (which
is common practice in nuclear power plants, for example)
in order to accept that some sensors can give wrong val-
ues. Three measures can be taken for each quantity and the
mode value can be assumed as the right one. In this case it
is sufficient that only two sensors are measuring the right
value. With three sensors it is also possible to control the fail-
ure of any sensor: if the mean value of two sensors is quite
close to the value of the third, all is going well; on the con-
trary, one or more sensors have surely failed. An alternative
approach is illustrated in (Faravelli and Rossi 2003).

2.6.2 Performance

Collocated control systems can be very efficient when they
are used to provide supplementary damping to structures.
From a theoretical point of view, however, they cannot
reach the high performances of non-collocated systems.
A non-collocated control system, as already mentioned,
needs to have a properly designed model of the struc-
ture: this means that the level of optimization that can be
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reached is considerably higher than in a collocated case in
which the control system does not take into account the
global behaviour of the structure, but only the very local
one. This is especially true in positioning control problems,
where the whole of the structure must assume a given
configuration.

2.6.3 Realization Aspects

It is very difficult to deal with realization aspects if both the
structure, where the control system will be applied, and
the control system itself are not yet chosen. Since a very
large number of variables are involved, no preference can
be given a priori to a collocated or non collocated strategy
from the point of view of practical realization.

A collocated system is generally easier to implement. For
programming the controller, in fact, it is not necessary to
have a complete model of the structural system, but just a
rough idea about the interesting frequencies involved.

2.6.4 Simplicity

Mounting the actuators and sensors in a real environment
is always an important and expensive task.

With a non-collocated control strategy, both actuators
and sensors must be put in communication with one or
more computers where the control law is implemented. It
may be a problem to install the transmission cables inside
the structure, because proper locations must be found in
order to avoid vandalism or weather damages. Wireless
solutions are currently being pursued (Casciati et al. 2003a;
Faravelli and Rossi 2003; Casciati and Rossi 2004).

On the contrary, a collocated system can be very com-
pact and complete in itself, in the sense that the actuator,
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the sensor and the processor can be integrated in a sin-
gle device. In this case there is no longer a need for cable
connections and the mounting phase consists only of some
mechanical operations, but no electronic connections must
be arranged.

The amount of electrical power required by the device
is related more to the type of control than to the adopted
strategy:

• for semiactive control a low-power electrical supply is
sufficient;

• for active control systems a large amount of electrical
(or hydraulic) supply is needed.

This influence the realization, so semiactive device are
much easier to install than active ones.

2.6.5 Economical Aspects

An a priori comparison between collocated and non-
collocated control system costs is very difficult. The
required implementation time makes a difference. As
already explained, usually non-collocated systems need a
deeper design, so they should be more expensive. More-
over the production of collocated systems can be easily
industrialized, so the unit price should decrease. However,
at the moment, only a few standard products are available
on the market oriented to civil engineering applications.

The cost problem is much more related to the issue of
efficiency and robustness than to the collocated or non-
collocated structure. If one uses very precise sensors and
actuators, in fact, one can achieve better results, but at a
higher cost. However, the precision of sensors must be
compatible with the accuracy of the actuators and vice
versa.
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2.7 A NUMERICAL COMPARISON

The control problem of a shear-type frame structure subject
to dynamic loads such as earthquakes or strong winds is
addressed here from the point of view of a comparison
between collocated and non-collocated control strategies.
The core of this comparison is to answer the following
questions:

1. Which approach has the best performance (for example,
comparing the resulting transfer function)?

2. Which is the most robust approach (for example, when
any sensor fails)?

3. Which is likely to be the best compromise between these
two possibilities?

As will be shown, even in the simple case of a 10-storey
building with an equal distribution of masses, stiffnesses
and dampings, a general answer to these questions cannot
be given.

The structure taken into consideration is the n-storey
building of Figure 1.1 with an equal distribution of masses,
stiffnesses and dampings at each storey.

Only the case of decentralized control is considered, so
that each actuator works on its own. Even in the case when
there is an actuator at each storey, they work independently
of each other. In the following A1 denotes the actuator
placed at storey 1, A2 the actuator placed at storey 2, and
so on.

There is only one sensor at each storey, giving displace-
ment, velocity or acceleration, and, in analogy with what
was defined for actuators, S1 denotes the sensor placed at
floor 1, and so on.
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Preliminarily, the possibility of having a single actua-
tor at any storey utilizing a variable number of sensors
was considered. This means that, by choosing the actua-
tor placed at the first storey (A1), one has the possibility
of controlling it by using the signal coming from the sen-
sor placed at the first floor, or from the sensor placed at
the second floor, or from the sensor placed at any floor
of the building. There is also the possibility of feeding the
control law with two signals coming from two different
floors of the building, and so on, with every combination of
sensors.

For a three-storey building one has the following choices:

	S1
S2
S3
S1 + S2
S1 + S3
S2 + S3
S1 + S2 + S3�

because the actuator can use one of the three signals coming
from the different storeys, or two of them, or eventually
all of them.

The total number of combinations that can be found for
a generic building is given by the following equation:

N =
n∑

k=1

(
n

k

)
(2.16)

where n is the number of storeys and k is the number of
sensors that the actuator can use simultaneously. Given
in Table 2.1 are the results of Equation (2.16) for various
numbers of storeys.

It can be seen from Table 2.1 that the number of combina-
tions grows very quickly, so the number of possibilities to

Table 2.1 Possible combinations N for a n storey building with
an actuator feeded by a variable number of sensors

n 1 2 3 4 5 6 7 8 9 10 11 12
N 1 3 7 15 31 63 127 255 511 1023 2047 4095
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explore becomes extremely high as soon as the number of
storeys increases. Incidentally, some of these possibilities
are feasible but, in practical applications, not useful.

The next step was to consider that the actuator could
be at any storey of the structure, the number of possible
combinations of actuator and sensor positions being given
by the following equation:

N = n
n∑

k=1

(
n

k

)
(2.17)

In this case the number of possible combinations is given
in Table 2.2.

The last step was to consider the fact that more than one
actuator can simultaneously be present on the structure.
In this case the equation that gives the total number of
combinations becomes

N =
[

n∑
k=1

(
n

k

)]2

(2.18)

The results for buildings up to 10 storeys are given in
Table 2.3.

Table 2.2 Possible combinations N for a n storey building with
an actuator placed somewhere and a variable number of sensors

n 1 2 3 4 5 6 7 8 9 10 11 12
N 1 6 21 60 155 378 889 2040 4599 10230 22517 49140

Table 2.3 Possible combinations N for a n storey building with
a variable number of actuators and sensors

n 1 2 3 4 5 6 7 8 9 10
N 1 9 49 225 961 3969 16129 65025 261121 1046529
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2.7.1 Case Study: A Five-storey Reinforced
Concrete Building

Taking into account the preliminary discussion and mov-
ing towards a numerical comparison between collocated
and non-collocated strategies in the case of a significant
number of storeys (greater than three), only a restricted
number of the previous combination sets were considered.
In particular the study was restricted to the case in which
there is an actuator at each storey that uses for its feedback
control law:

• the only sensor located at the same storey;

• the sensor located at the same storey and two other sensors,
one at the upper floor and the other at the lower floor;

• the sensors at every storey.

These three possibilities are quite realistic, because to
use only one sensor for each storey is the cheapest way
to achieve control and, in the meantime, is the case in
which the sensors are collocated, one by one, with the
actuators. The case of an actuator using the sensor placed
on its own storey and the sensors immediately on the upper
and lower ones is a straight generalization of the previous
case. The case in which each actuator uses the information
coming from all sensors is also interesting because, if the
sensors are already placed on the structure, the additional
cost and complexity can be compared with the potential
benefits.

In this study these sensors are supposed to measure
velocity and displacement, but the generalization to accel-
eration sensors is straightforward. This assumption was
considered because a linear quadratic regulator (LQR) con-
troller was designed and for this type of controller full state
knowledge is necessary.
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Figure 2.4 sketches the considered building, where storey
1 is the lower one. The three matrices of Section 1.3 are:
1. The mass matrix M (in kg):

M =

⎛
⎜⎜⎜⎜⎝

95538 0 0 0 0
0 95538 0 0 0
0 0 95538 0 0
0 0 0 95538 0
0 0 0 0 95538

⎞
⎟⎟⎟⎟⎠ (2.19)

2. The stiffness matrix K (in kN/m):

K =

⎛
⎜⎜⎜⎜⎝

300334 −140086 0 0 0
−140086 280568 −140482 0 0

0 −140482 276496 −136014 0
0 0 −136014 272775 −136761
0 0 0 −136761 136761

⎞
⎟⎟⎟⎟⎠

(2.20)

3. Assuming, as already stated, a damping value of 5% on
the first and third modes, the following damping matrix
C (in N s/m) can be obtained with the Raleigh method:2

C =

⎛
⎜⎜⎜⎜⎝

573150 −226670 0 0 0
−226670 541170 −227310 0 0

0 −227310 534580 −220080 0
0 0 −220080 528560 −221290
0 0 0 −221290 308480

⎞
⎟⎟⎟⎟⎠

�2�21�

2 We must recall that the Raleigh method, in a first step, provides the
damping matrix that gives the requested damping on the first and the
third modes and only in a second step can the inter-storey damping
values be calculated. This second step must usually be performed in
an approximate way, because, as in this case, the damping matrix can
be a little different from the typical matrix configuration coming from
shear-type behaviour.
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Figure 2.4 Sketch of the five-storey reinforced concrete
building
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From the above matrices, it is easy to calculate the five
natural frequencies of the building (in Hz):

1�7715 5�1245 8�0646 10�2631 11�6678

and the corresponding modal shapes (each mode being
normalized to 1):

Mode 1 Mode 2 Mode 3 Mode 4 Mode 5

Storey 1 0.2539 0.6960 1.0000 0.9177 0.6557
Storey 2 0.5228 1.0000 0.3928 −0�6350 −0�9975
Storey 3 0.7469 0.5981 −0�8986 −0�3875 1.0000
Storey 4 0.9135 −0�2525 −0�6118 1.0000 −0�7120
Storey 5 1.0000 −0�9156 0.7708 −0�5250 0.2585

Moreover, using sub-matrices extracted by the global
matrices above, a LQR controller was designed with
R = 1 and Q equal to the total energy3 of the system
(kinetic+elastic) and so equal to

Q =
(

K 0
0 M

)
(2.22)

In any case, each actuator is designed to work indepen-
dently of the others, the only difference among the three
cases being the number of sensors it uses (Marazzi 2003).

3 This is a possible choice, but several others could be performed in
this example. The important thing to bear in mind is that the weighting
function in the three cases must have a physical meaning in order
to compare these different controlling schemes. Here the meaning of
assuming the Q matrix equal to the total energy of the considered
storey is to show that, if the energy of a larger number of storeys is
taken into consideration, the results can be much improved.
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2.7.1.1 Comparisons in the Frequency Domain

The transfer function of the uncontrolled structure ver-
sus the controlled one (with one sensor for each actuator,
three sensors and all sensors) was analysed. The results are
shown in Figure 2.5.

The dotted line represents the uncontrolled structure.
The peaks relative to the five natural frequencies of the
building are clearly shown: the sharpness of these peaks
indicates that the natural damping is quite low. The dashed
dot and the dashed lines represent respectively the con-
trolled structure in which each actuator uses one or three
sensors. It is clear that the behaviour of the controlled
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Figure 2.5 Comparison among transfer functions between
ground acceleration and displacement at the fifth floor with dif-
ferent schemes of controlling action
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structure is better by far than in the uncontrolled situation.
The solid line represents the case in which each actuator
has full information. This case is much better than the one-
sensor case, but significant improvements are not obtained
with respect to the three-sensor case. This fact suggests that
the information coming from storeys far away from the
actuator is not important, so it may not be useful to have
full state feedback. This can also be physically interpreted
by observing that the controllability of a storey decrease
with its distance from the actuated floor, so, on the other
hand, the vibration of a distant floor will not greatly influ-
ence the movement of the controlled storey.

The comparison in the frequency domain is very useful
if a linear behaviour is expected from both the building
and the actuating system.

2.7.2 Comparisons in the Time Domain

In case of non-linear effects, due for instance to sensor
failures, time domain analysis must be performed. These
simulations must be done skilfully, because the input must
necessarily be a specific excitation time series and it may
be that it does not excite the building in a critical way.

For this purpose, a Simulink® model was developed.
In order to have a general scheme for testing a building
with a chosen number of floors, the model is based on a
physical balance of forces in which each storey is modelled
independently from the others (see Figure 2.6).

The model of each storey forms a block with five inputs
and two outputs. The five inputs are:

1. Force: this is the external force acting upon the storey. It
can be an external force coming from wind, earthquakes
or other environmental loads or a control force caused
by an actuator or the resultant of the sum of the two.



A NUMERICAL COMPARISON 55

1

12

2

5

3

4

force

balance

damping down

damping up

speed down

speed up

stiffness down
displacement down

stiffness up

displacement up

Invmass
Integrator1 Integrator2

-k-

-k-

-k-

-k-

-k-

speed displacement

1/s 1/s

–+

–+

–+

–+

xxx

mx = F – kd(x – xd) – ku(x – xu) –cd(x – xd) – cu(x – xu)

+
–
–
–
–

Figure 2.6 Simulink model of a single storey

2. Displacement up: this is the displacement of the upper
storey. This signal, subtracted from the actual value of
the displacement in the considered storey and multi-
plied by the stiffness value of the columns connecting
the actual storey with the upper one, enters in the force
balance

3. Displacement down: this is the displacement of the
lower storey. Similarly to the previous case, it is sub-
tracted from the actual value of the displacement in the
considered storey and multiplied by the stiffness of the
lower floor, and enters in the force balance.

4. Speed up: this is the velocity of the upper storey.
This signal, subtracted from the actual value of the
velocity in the considered storey and multiplied by the



56 COLLOCATED AND NON-COLLOCATED SYSTEMS

damping value of the upper floor, enters in the force
balance.

5. Speed down: this is the velocity of the lower storey. This
signal, subtracted from the actual value of the velocity
in the considered storey and multiplied by the damping
value of the lower floor, also contributes to the force
balance.

The two outputs are:

1. Displacement: this is the actual displacement of the
storey.

2. Speed: this is the actual velocity of the storey.

A summation block subtracts the damping and elastic
forces coming from the upper and lower storeys from
the external force acting on the floor. The resulting signal
is the inertial force of the storey. By dividing this signal by
the mass value of the floor, the acceleration can be com-
puted. The acceleration is then integrated once to obtain
velocity and twice to obtain displacement.

As mentioned at the beginning of the section, the fail-
ure of sensors could become significant. As a result of the
conducted time analysis (Marazzi 2003), the failure of one
sensor is critical if it refers to the controlled storey, while
the performance is not so badly affected if the failure refers
to a sensor far away.



3
Semiactive Devices

3.1 THE BASIC IDEA AND A BRIEF HISTORY

This chapter presents the main types of semiactive devices
conceived and implemented for civil engineering applica-
tions. This means that passive and active devices will not
be mentioned here, even if some of the described devices
can be seen as an adaptation of passive or active solutions.

It is worth noting that, from the semiactive control point
of view, it does not make sense to speak of actuators (as in
active control), because semiactive devices can only gener-
ate forces in a passive way, but they are unable to provide
any force. The force that the semiactive devices generates
is always related to the relative velocity and displacement
of their ends.

As mentioned in Section 1.2, the basic idea of semiac-
tive control is very simple: to change “on-line” the char-
acteristics of a passive dissipation device. This requires a
minimum amount of energy to turn the mechanical com-
ponent devoted to the changing behaviour of the system
(a valve, for example, or a bolt friction connection). The
main advantage is to join the simplicity and reliability of a
passive device to the adaptability of the active systems.

The semiactive control concept was introduced for the
first time by (Karnopp et al. 1974) who proposed to modify

Technology of Semiactive Devices and Applications in Vibration Mitigation Fabio Casciati, Georges
Magonette and Francesco Marazzi © 2006 John Wiley & Sons, Ltd
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the force of a fluid damper controlling the opening of a
valve. They had automotive applications in mind, so their
target was to obtain a better isolation of the vehicle from
the roughness of the road.

The first proposal for semiactive control of civil struc-
tures can be found in (Hrovat et al. 1993). In that work the
concept of semiactive control was extended to civil build-
ings, proposing a tuned mass damper that was connected
to the main structure with a semiactive viscous damper.
The proposed device was a variable-orifice damper.

Karnopp et al.’s idea was based on an anti-lock brak-
ing system (ABS), which, of course, is a technology closely
related to the same automotive field. In the case of ABS
braking, the main concern is the avoidance of sticking in a
frictional interface while, in the case of semiactive damp-
ing, the main aim is to dissipate energy as quickly as pos-
sible. The two objectives are different but they are very
much interconnected because both deal with the problem
of allowing a relative movement of two parts. A sticking
interface cannot dissipate energy, in fact. The optimal fric-
tion value is not constant, so the best device can adapt itself
to these changes.

Since that time, many studies have been conducted from
the point of view of both control strategies and imple-
mented devices. New hardware and software capabilities
allow the design of more sophisticated control laws, while,
in addition, new materials such as magnetorheological liq-
uids are now available to permit proper device design.
In the next chapter the main control strategies present in
the literature will be described, while the most promising
devices are illustrated in the remainder of this chapter.

A variable-orifice damper can be achieved by using an
electromechanical valve to alter the resistance to flow of
a conventional hydraulic fluid damper. The valve enable
such a device to deliver a wide range of damping level.
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The size of the orifice can be modulated based on the
measured response of the structure. As a result, the force–
velocity relation in the damper is a variable function that
can be controlled in real time.

Variable-friction dampers dissipate vibrational energy in
a structural system by utilizing forces generated by surface
friction. The ability of such devices to reduce drifts within
high-storey buildings that are seismically excited has been
successfully investigated. Furthermore friction-controllable
systems are commonly employed in conjunction with seis-
mic isolation systems.

Another type of semiactive device utilizes the motion of
a sloshing fluid or a column of fluid to reduce the responses
of a structure. These adjustable tuned liquid dampers are
based on passive tuned sloshing dampers and tuned liquid
column dampers.

Finally, one of the most promising classes of semiactive
control devices is the magnetorheological (MR) damper.
The outstanding characteristic of these fluids is their abil-
ity to change reversibly in milliseconds from free-flowing,
linear viscous liquids to semisolids having controllable
yield strength when exposed to a magnetic field.

3.2 VARIABLE VISCOUS DEVICES

This first class of devices is the oldest, but still frequently
adopted. A viscous device can be obtained by a hydraulic
piston in which a flux is allowed to pass from one cham-
ber to the other. If the orifice that allows the flux between
the two chambers has a constant opening, the device is
a passive viscous damper, but if the flux intensity can
be adjusted on-line by mean of a servo-valve orifice, the
device assumes a semiactive nature. Note that, for a fixed
position of the servo-valve, the behaviour of the device is
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exactly like that of the corresponding passive version, but
the advantage, in this case, is that the viscous coefficient
characterizing the device can be adjusted on-line accord-
ingly with a prescribed control law. This type of actuator
is shown in Figure 3.1.

The phenomenological model of these devices is usu-
ally written in the form of a linear viscous element with
controllable damping characteristics given by

F�t� = Cadapt�u�v�t� with Cmin ≤ Cadapt ≤ Cmax (3.1)

where Cadapt is the actual damping value of the device (that
is, a function of the control variable u), v�t� is the velocity
of device deformation (given by the difference between the
velocities at the two ends of the device) and Cmin and Cmax

are the minimum and the maximum damping value that
the device can achieve with the orifice completely opened
or closed.

Note that a linear opening of the valve does not necessar-
ily reflect in a linear changing behaviour through Cmin and
Cmax: a prior identification of the device is necessary prop-
erly to command the control signal u of the servo-valve.
The reader is referred to (Karnopp et al. 1974; Karnopp
1990; Patten et al. 1994).

F(t) v(t)

Cadapt

Figure 3.1 Variable-orifice damper
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A special case of this continuous variable damping is the
“on–off” device, in which the valve can only assume two
values: completely open or completely closed. These types
of devices are usually simpler than the continuous ones,
but they have a lower performance.

If the device is equipped with a magnetorheological or
electrorheological fluid (controllable fluid damper), the flux
between one chamber and the other can be adjusted by
changing the magnetic or electrical field around the bypass
from one chamber to the other. This kind of device will be
discussed later in the section devoted to magnetorheologi-
cal devices.

3.3 VARIABLE STIFFNESS DEVICES

This class of devices was proposed to avoid, in real time,
resonance phenomena: by varying the stiffness of the struc-
ture, it is possible to vary the natural frequency of the
structure in order to have always a convenient response to
external excitations.

The phenomenological model for these types of devices
is given by

F�t� = Kadapt�u����t� − �0�t�� with Kmin ≤ Kadapt ≤ Kmax

(3.2)

where Kadapt is the actual stiffness of the device (that is, a
function of the control variable u), and ��t� − �0�t� is the
deformation of the device (given by the difference between
the positions of the two ends of the device). Kmin and
Kmax are the minimum and the maximum stiffness that the
device can induce in a portion of the structure.

Also in this case the “on–off” device is a particular solu-
tion in which the stiffness can vary between two values: for
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Figure 3.2 Variable tuned mass damper

example, a lower value in which a bracing system is inef-
fective and another value in which the bracing contributes
to the structural stiffness.

One of the most common schemes for these devices con-
sists in bracing that can vary its stiffness accordingly to a
control law. This is usually achieved by means of hydraulic
devices that can clamp the bracing to the structure. In this
case the semiactive stiffness device is coupled to a semi-
active damping device: the result is a varying viscoelastic
device.

Another interesting way for varying stiffness is the
adapted tuned mass damper scheme (Figure 3.2) in which
the stiffness of an helicoidal spring can be modified by
varying (thanks to an electric motor) the number of coils
of the spring.

3.4 MAGNETORHEOLOGICAL DEVICES

Before describing these devices (Spencer and Sain 1997),
some characteristics of magnetorheological fluids (com-
pared with electrorheological ones) are reviewed.

In 1947, W. Winslow observed a large rheological effect
(apparent change of viscosity) induced by the application
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of an electric field to colloidal fluids (insulating oil) con-
taining micrometre-sized particles; such fluids are called
electrorheological (ER) fluids. The discovery of MR fluids
was made in 1951 by J. Rabinow, who observed similar
rheological effects by the application of a magnetic field to
a fluid containing magnetizable particles. In both cases, the
particles create columnar structures parallel to the applied
field (Figure 3.3) and these chain-like structures restrict the
flow of the fluid, requiring a minimum shear stress for
the flow to be initiated. This phenomenon is reversible,
very fast (response time of the order of a millisecond) and
consumes very little energy. When no field is applied, the
rheological fluids exhibit a Newtonian behaviour.

Typical values of the maximum achievable yield strength
� are given in Table 3.1. ER fluid performances are gen-
erally limited by the electric field breakdown strength of
the fluid while MR fluid performances are limited by the
magnetic saturation of the particles. Iron particles have the
highest saturation magnetization. In Table 3.1, one can see
that the yield stress of MR fluids is from 20 to 50 times
larger than that of ER fluids. This justifies why most prac-
tical applications use MR fluids. Typical particle sizes are

no field
(electric /magnetic)

applied field

Figure 3.3 Chain-like structures formed under the external
applied field
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Table 3.1 Comparison of typical ER and MR fluid properties

Property ER fluid MR fluid

Yield strengh � 2–5 kPa 50–100 kPa
Max. field 3–5 kV/mm 150–250 kA/m
Viscosity (no field, 25�C) � 0.2–0.3 Pa s 0.2–0.3 Pa s
Density 1–2 g/cm3 3–4 g/cm3

Response time ms ms
Viscosity/yield strength2 �/�2 10−7–10−8 s/Pa 10−10–10−11 s/Pa

in the range from 0.1 to 10 	m and typical particle fractions
are between 0.1% and 0.5%; the carrier fluids are selected
on the basis of their tribological properties and thermal
stability; they also include additives that inhibit sedimen-
tation and aggregation.

The behaviour of MR fluids is often represented as a
Bingham plastic model with a variable yield strength �y

depending on the applied magnetic field H . The flow is
governed by the equation

� = �y�H� + �
̇ with � > �y�H� (3.3)

where � is the shear stress, 
 is the shear strain and � is
the viscosity of the fluid. Below the yield stress (at strains
of order 10−3), the material behaves viscoelastically:

� = G
 with � < �y�H� (3.4)

where G is the complex material modulus. This model is
also a good approximation for MR devices (with appro-
priate definitions for �� 
 and �). However, the actual
behaviour is more complicated and includes striction and
hysteresis.

Figure 3.4 shows the three operating modes of controllable
fluids: valve mode, direct shear mode and squeeze mode.

The valve mode is the normal operating mode of MR
dampers and shock absorbers; the direct shear mode is that
of clutches and brakes.
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Figure 3.4 Operating modes of controllable fluids
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Figure 3.5 An example of MR damper

Figure 3.5 shows an example of a MR device. It can
be seen that it consists of a common viscous damper, but
instead of oil it is filled with a MR fluid. The current passing
into the coil placed on the rod head generates a magnetic
field that is able to polarize the metallic particles of the
fluid in order to increase its viscosity.
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The cost of the MR fluid contributes significantly to
the total cost of the MR device. In order to bring this
cost down by reducing the amount of fluid encapsulated,
foam devices have been introduced where the MR fluid
is constrained in an absorbent matrix by capillarity, with-
out seals.

3.5 FRICTION DEVICES

3.5.1 Semiactive Joint Connections

In his PhD thesis, Nitsche (Nitsche 2001) noticed that,
in many present-day structures, the previously described
variable stiffness method is no longer practicable to avoid
the excitation of resonance. This happens because the exci-
tation covers a broad frequency band, and there is lim-
ited scope for adjusting the mass or stiffness properties
of a structure in order to shift the resonance frequencies.1

Because he referred his work mainly to aircraft vibration
protection, he affirms that the situation mentioned above is
exacerbated in his case studies by the low mass and by the
all welded construction methods often used, which result
in low inherent structural damping.

The problem is how to insert damping into the struc-
ture. This can be done by adding special high-damping
materials or by using high-damping alloys, but these meth-
ods were, in Nitsche’s opinion, usually expensive and the
damping is often frequency and temperature sensitive. He
then observed that, because about 90% of inherent damping
in most structures arises in the structural joints, it would
seem sensible to endeavour to influence the damping in

1 He has in mind the classical passive means of changing natural
frequency commonly used in mechanical engineering.
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a structure by means of the joints. This can be achieved
by controlling the joints’ clamping forces and hence the
relative interfacial slips.

Nitsche’s suggestion was that frictional damping should
be deliberately increased and controlled in some struc-
tural joints so that the inherent structural damping was
increased, thereby reducing the dynamic response, stress
and noise. The energy dissipation mechanism arising from
relative interfacial slip in a joint is a complex process, which
is largely influenced by the interface pressure. With low
joint clamping pressures, sliding on a macro scale takes
place. If the joint clamping pressure is increased, mutual
embedding of the surfaces starts to occur. Sliding on a
macro scale is reduced and micro slip is initiated, which
involves very small displacements of an asperity relative to
its opposite surface. A further increase in the joint clamp-
ing pressure will cause greater penetration of the asperities.
The pressure on the contact areas will be the yield stress of
the softer material. Relative motion causes further plastic
deformation of the asperities.

In most joints he studied, the previously described mech-
anisms were working. The relative significance of these
mechanisms depends on the joint conditions and the mag-
nitudes of the forces. In joints with high normal interface
pressures and relatively rough surfaces, the plastic defor-
mation mechanism is significant. Many joints have to carry
great pressures to satisfy structural criteria, such as high
static stiffness. A low normal interface pressure would tend
to increase the significance of the slip mechanisms. An
improvement in the quality of the surfaces in contact will
also facilitate the slipping. With the macro slip mechanism,
the dissipated energy is proportional to the product of an
interface shear force function and the relative slip. Under
high pressure the slip is small and under low pressure
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the shear force is small: between these two extremes the
product becomes a maximum.

Then Nitsche introduced the “semiactive intelligent
bolt”. In order to set and maintain the normal force, a
clamping arrangement more elaborate than simple bolts or
rivets may be necessary, although this may only mean the
addition of an active washer. In any event, the force and
moment transfer mechanisms, as well as the damping in
structural joints, must be understood if an efficient struc-
ture has to be designed. A piezoelectric stack disc is used
as a washer to control in real time the normal force in the
friction interface based on feedback from sensor outputs.
If a voltage is applied to the piezoelectric washer, the stack
disc tries to expand, which results in increasing the nor-
mal force. This idea of semiactive friction damping in joint
connections has been patented by Gaul (Gaul and Nitsche
2001; Gaul and Lenz 1998).

3.5.2 Friction-controllable Sliding Bearing

The idea of this type of device is this: the friction between
the bearing and the ground can be controlled by adjusting
the pressure between the two sliding surfaces. For example,
as shown in Figure 3.6, the fluid pressure in the chamber
can be increased or decreased in order to diminish or aug-
ment the forces coming from the superstructure and acting
on the sliding surfaces (Feng et al. 1993).

In this case the computer calculates an appropriate sig-
nal to control the fluid pressure based on the observed
structural response, such as response acceleration and slid-
ing displacement, and transmits it to the pressure control
device.

The system can be a passive sliding isolation system as
long as the pressure of the bearing chamber, and thus the
friction, is kept at a constant value. But the pressure is not
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Figure 3.6 Idealised view of friction controllable sliding
bearing

constant because it can be changed at little energy expense,
so the device can be classified as semiactive. This has the
great advantage that the device can become operative also
at a low excitation level while maintaining high perfor-
mance for stronger excitations.

One important point concerns the time response of the
system: for practical application a very fast control algo-
rithm should be used together with a good pumping sys-
tem in order to avoid excessive delays.

3.5.3 Semiactive Slip Bracing System

This device incorporates the initial work done by (Akbay
and Aktan 1991). More recent efforts are described in
(Dowdell and Cherry 1994). Figure 3.7 shows the device: it
dissipates energy by allowing slippage to take place along a
Coulomb friction interface. The load Ff at which this inter-
face slips is controlled by the clamping force N following
the equation

F = �N�u�sign�vrel� (3.5)

where vrel is the relative velocity among moving parts.
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Figure 3.7 Operating principle of the semiactive slip bracing
system

It is envisioned that the typical use is to mount the device
on a lateral bracing system. The device will allow a brace’s
axial elongation or contraction through slippage when the
brace loads reach the clamping force times the friction coef-
ficient at the interface.

By installing this kind of device, a brace’s strength can
be altered independently of its stiffness. The other advan-
tage of this device with respect to a passive one is that it
can become operational also for small forces (that is, small
earthquakes or winds) but maintain good performances
also for stronger solicitations.

This device was called the “Active Slip Bracing Device”
by (Kannan et al. 1995) because the clamping force can
be varied by means of an actuator. Then, in the paper
describing its characteristics, the authors say that the
device should be classified as hybrid because it mon-
itors and actively alters the energy dissipation of the
building structure during its response to vibration exci-
tation. Following the definitions given in Section 1.2,
however, the most proper category in which the device
should fall is the semiactive class, because it is a pas-
sive device in which the characteristics can be mod-
ified on-line according to some measurements and a
control law.
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3.6 TUNED LIQUID DAMPERS

In recent years, tuned liquid dampers (TLDs) have proved
to be a successful control strategy for addressing a multi-
tude of dynamic loading conditions (Abe and Fujino 1994;
Sun et al. 1995). A frustum–conical TLD was also proposed
as an alternative to the traditional rectangular, cylindrical
or annular tank. Compared with the cylindrical reservoir,
the cone-shaped TLD allows calibration of its natural fre-
quency through varying liquid depth, which makes it suit-
able for a semiactive implementation, and seems to attain the
same level of performance with a smaller mass, at least for
small fluid oscillations (Figure 3.8). A linear model can inter-
pret TLD behaviour for small excitations. For larger ampli-
tudes, strong non-linearities occur and the linear model is
no longer predictive. Consequently, for a frustum–conical
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(a) liquid in fixed mass and moving mass

Figure 3.8 Conical tanks: scheme of functioning
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TLD subjected to harmonic excitations, a single degree-
of-freedom (SDOF) tuned mass damper (TMD) analogy is
established in which the TMD parameters vary with the
excitation amplitude (Casciati et al. 2003b).

The most practical way of addressing the non-linearity
of a physical model is by substituting the real TLD
system with an equivalent ideal TMD with parameters
(mass, frequency and damping) varying with the excita-
tion amplitude (besides depending on the geometry of the
tank). There exist manifold criteria for the choice of opti-
mally fitted TMDs, some of them based on time integra-
tion of the reaction force signal multiplied by tank base
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displacement or velocity. In (Casciati et al. 2003b), a more
elementary method is applied: for each TLD configuration
(that is, for each value of h), and for each excitation ampli-
tude, the mass, frequency and damping of the equiva-
lent TMD are directly chosen as those able to reproduce
best the experimental curve of force versus frequency
(Figure 3.9).

In this search for the best fitting non-linear TMD, a fur-
ther simplification seems to be legitimate, which enables
one to consider the effective mass as equal to the total mass
of the liquid. Actually, as far as a linear behaviour is con-
cerned, one of the most favourable aspects of conical TLDs,
compared with cylindrical ones, is the greater percentage
of the mobile mass to the total mass of liquid, which allows
smaller total masses for an identical level of performance.

Figure 3.9 Testing environment in the University of Pavia
laboratory



74 SEMIACTIVE DEVICES

This aspect, together with the observation (Sun et al. 1995)
that the effective mass for a cylindrical TLD approaches the
total mass when the amplitude increases, helps to explain
why, for a conical TLD, the best value for the effective mass
corresponds quite well to the total mass of liquid, even
for amplitudes that are not too large. This physical bene-
fit has the additional advantage of reducing the unknown
parameters to frequency and damping alone. In each case,
in fact, the mass has been assumed identical to the total
mass of liquid in the tank. The TMD frequency then is nor-
malized to the value provided by the linear theory (respec-
tively f0 = 122� 133� 138 Hz for h = 3� 45� 6 cm), which
turns out to be a good estimator of TLD natural frequency
for small oscillations. As the excitation increases, the fun-
damental frequency increases too (hardening-spring-type
behaviour) but accordingly robust behaviour is apprecia-
ble near resonance (the frequency response functions grow
flatter and wider), which makes the analogy conservative
and some prediction errors acceptable. Once the mass is
proved to coincide with the total mass of the liquid and
the frequency is shown to increase slightly with respect to
the value derived from the linear theory, the only a priori
unknown and hardly predictable parameter is the damping
of the equivalent TMD, which is easily obtainable from a
fitting procedure. It turns out to increase significantly with
the amplitude of the excitation. This fact is responsible for
the decrement of the frequency response for the normalized
force, but should not be looked upon as an unfavourable
property. As is well known since Frahm’s undamped oscil-
lator in 1909, a small damping for a TMD (which corre-
sponds to a high peak of the frequency response function
for the reaction force) minimizes the structural response
at its original resonance but creates two new resonance
frequencies at certain distances. If the response is to be
minimized on a large bandwidth, the optimum damping
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(in case the condition of optimum tuning holds) depends
on the mass ratio in a manner which is approximately given
by the classical Den Hartog formula:

�opt =
√

3�

8�1 + ��
(3.6)

which suggests, for a usual mass ratio of 1%, an optimal
damping of 6%, which is approximately the value experi-
mentally obtained for a harmonic excitation amplitude of
10 mm.

3.7 ELECTRO-INDUCTIVE DEVICE

The paper by (Battaini et al. 2002) considers an electro-
inductive solution which could result in a 30% reduction of
the total length of common fluid dampers used in bridge
technology. Such a device can be easily made into a semi-
active device. The interesting feature is that the behaviour
of this class of devices can be studied by simply investi-
gating the response of an electric motor controlled to have
zero speed (Figures 3.10 and 3.11).

Figure 3.10 Electric engine
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Figure 3.11 A moment-rotation diagram where the control
current moves from 4 A down to 1 A in a single cycle. The
frequency is 0.06 Hz.

Important aspects of using electro-inductive devices
instead of fluid dampers are:

1. The response behaviour is practically independent of
the external temperature because the device operating
temperature is always higher than the air temperature
and it is reached in few seconds.

2. The device maintenance is reduced because there is no
ageing or leakage effects as in the fluid dampers.

3.8 AIR-JET ACTUATORS

Air-jet actuators were introduced in structural control as
a fascinating answer to the classical objection that power
could not be available when necessary if not preliminarily
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stored. Among other possibilities, the preliminary com-
pression of fluids could be exploited. Then pulses of rela-
tively short duration from suitable nozzles, each of them
requiring a relatively low amount of energy, could be used
to control the structures.

When the fluid is air, the air is stored in a tank and
flows towards a semi-rigid pipe to the final actuator jets,
simply realized as nozzles (Figure 3.12). The flow through

Figure 3.12 Testing air-jet actuators on the shaking table
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each nozzle is controlled by an on–off electrical valve,
and the system response is monitored by accelerometers
which provide feedback. The actuator force is supplied by
the flow of compressed air: it applies a force to the jet-
supporting structure thanks to the principle of momentum
preservation. The paper by (Brambilla et al. 1998) focuses
on the experimental investigation of some of the practical
issues encountered in the development of actuators based
on mass-ejection techniques.

When the environment allows it, the exploitation of
water as the fluid provides a much better efficiency. This is
the case with structures belonging to the offshore drilling
technology.

3.9 SMA ACTUATORS

Shape memory alloys (SMAs) were intensely investigated
for possible exploitation in civil engineering (Auricchio
et al. 2001). They are commonly adopted for the realization
of passive devices, while the different (and long) reaction
times to cooling and heating prevented their adoption in
semiactive devices. In areas different from civil engineer-
ing, however, SMAs were conveniently incorporated into
suitable devices and the reader is referred to (Kohl 2004)
for a review of the main ideas. Future adaptations for civil
engineering purposes can be easily foreseen.



4
Semiactive Control
Laws

4.1 CONTROL STRATEGIES AND ALGORITHMS
FOR SEMIACTIVE DAMPING

Several approaches were proposed in the literature (Dyke
et al. 1996; Dyke and Spencer 1997; Carter 1998; François
et al. 2000), some originating from an adaptation of active
control laws, others originating directly from physical
considerations.

With a semiactive control device, the energy can only be
dissipated (and so removed from the system). These kinds
of devices could be seen as passive dampers with changing
characteristics to be adjusted on-line.

4.1.1 Open-loop Control

In the open-loop mode of operation no feedback is nec-
essary. The control law is set a priori and no knowledge
of the state variables is necessary. The damping charac-
teristic of the devices can vary continuously or by steps,
depending on the operating conditions. Typically, the vari-
able dampers work in a bi-state (on–off) manner. This

Technology of Semiactive Devices and Applications in Vibration Mitigation Fabio Casciati, Georges
Magonette and Francesco Marazzi © 2006 John Wiley & Sons, Ltd
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means that the device can be considered as a common
passive element in which the dissipative properties can
be switched from a net value to another one. This is the
simplest and cheapest way to implement a control law
and can be used very usefully for vibration isolation of
rotating machines. Such a technique is used, for exam-
ple, for washing machines: one value of damping (high)
is used when the drum is at low speed (that is, during
acceleration or deceleration), while a lower damping value
is used for high speed (Figure 4.1). An automatic switch
changes the damper’s properties when a pre-set speed is
reached.

This type of control is useful when the system to be
damped has very well-known dynamic characteristics and
loading conditions.

In some cases the different level of damping is chosen
by the user, as in the case of the semiactive suspension of
vehicles.
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Figure 4.1 On–off open-loop strategy
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4.1.2 On–Off Skyhook Control

In on–off skyhook control, the damper is controlled by two
damping values. This control law was developed in order
to obtain the lower vibration amplitude of the body mass
(the upper one, see Figure 4.2). Illustrated in Figure 4.3,
these values are referred to as high-state and low-state
damping.

The choice between a damper adjusted to its high state or
low state is made using the following control law. Depend-
ing on the product of the relative velocity vrel across the
damper (Figure 4.3) and the absolute velocity żb of the sys-
tem body mass attached to that damper, a damping value
is chosen. If the product is positive or zero, the damping
value cs of the damping device is adjusted to its high state;
otherwise, cs is set to the low state.

This concept is summarized by

żb × vrel ≥ 0 cs = high state
żb × vrel < 0 cs = low state

(4.1)

Fd

vrel

Figure 4.2 Typical semiactive damper curves
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Figure 4.3 Suspension system model equipped with a variable
damping device

where vrel = żb − żt. The logic of the on–off skyhook con-
trol policy is as follows. When the relative velocity of the
damper is positive, the force of the damper acts to pull on
the system body mass; when the relative velocity is nega-
tive, the force of the damper pushes the body mass. Thus,
when the absolute velocity of the body mass is negative,
it is travelling to the left and the maximum (high-state)
value of damping is required to push the body mass, while
the minimum (low-state) value of damping is required to
continue pulling on the body mass.

However, if the absolute velocity of the body mass is
positive and the body mass is travelling to the right, the
maximum (high-state) damping value is required to pull
the body mass, while the minimum (low-state) damping
value is required to push the mass further to the right
(Figure 4.4).
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Figure 4.4 Semiactive damping with continuous skyhook
control

4.1.2.1 Physical Interpretation

In order to clarify the above-mentioned concepts, a physical
interpretation of Equations (4.1) is given below.

Without loss of generality, żb and żt can be considered
positive if the body mass and lower mass mt (see Figure 4.3)
are moving to the right. It can also be observed that vrel < 0
when mt and mb are approaching each other, while if
vrel > 0 the two masses are going away from each other.

The following four cases can therefore be found:

1. The two masses are moving away from each other and
the mt is moving to the right (product is positive): high
damping is required in order to try to keep the body
mass left.

2. The two masses are moving away from each other and
mt is moving to the left (product is negative): low damp-
ing is required in order to try to reduce the pulling effect
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of mt moving to the left. If the damping is high, the body
mass would move to the left faster, in this case.

3. The two masses are approaching each other and mt is
moving to the left (product is positive): high damping
is required in order to keep the two masses as far apart
as possible.

4. The two masses are approaching each other and mt is
moving to the right (product is negative): low damping
is required.

In conclusion, a high damping value is used only when
needed; the lowest possible damping value is used when
damping is not needed.

The on–off skyhook semiactive policy emulates the
ideal body displacement control configuration of a passive
damper “hooked” between the body mass and the “sky”,
as shown in Figure 4.5.

cs

mb

mt

zs

zt

kt

ks

Figure 4.5 Passive damping representation of skyhook control
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4.1.3 Continuous Skyhook Control

In continuous damping, a “high” and a “low” damping
state can be defined as in the on–off damping control policy
described previously. However, now, the damping values
are not limited to these two states alone; they may exist at
any value within the two states. As illustrated in Figure 4.6,
the high and low states serve as the maximum and mini-
mum damping values, with the intermediate (shaded) area
including all possible damping values between the maxi-
mum and minimum.

Equations used for on–off skyhook control still apply,
except for the definition of the high- and low-state damp-
ing. In on–off skyhook control, the high and low states
were defined as constant damping values. In continu-
ous skyhook control, the low state remains defined by
a constant damping value, while the high state is set
equal to a constant gain value g multiplied by the abso-
lute velocity of the system body attached to the damper,

Fd

vrel

Figure 4.6 Semiactive damping with continuous skyhook
control
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not exceeding the corresponding high- and low-state
limits:

żb × vrel ≥ 0 cs = �
żb × vrel < 0 cs = low state

(4.2)

with � = max�low state� min��g × żb�� high state�	.

4.1.4 On–Off Groundhook Control

In this case the determination of whether the damper is to
be adjusted to its high state or its low state depends on
the product of the relative velocity across the damper and
the absolute velocity of the lower mass mt attached to that
damper.

Contrary to the skyhook control strategy, this control
law was developed in order to have the lower vibration
amplitude on mt. The control law is as follows:

• if the product of the relative damper and the absolute
lower mass velocity żt is negative or zero, the damper is
adjusted to its high state;

• if this product is positive, the damper is adjusted to its
low state.

Putting this into the equations gives:

żt × vrel ≤ 0 cs = high state
żt × vrel > 0 cs = low state

(4.3)

The reasoning behind the on–off groundhook control
policy is similar to the on–off skyhook control policy,
except that control is based on the unsprung mass. When
the relative velocity of the damper is positive, the force
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of the damper acts to pull on mt; when the relative veloc-
ity is negative, the force of the damper pushes on mt.
However, when the absolute velocity of mt is negative,
it is travelling to the left and the maximum (high-state)
value of damping is required to pull mt, while the mini-
mum (low-state) value of damping is required to continue
pushing on mt. But, if the absolute velocity of mt is pos-
itive and so mt is travelling to the right, the maximum
(high-state) value of damping is required to push mt, while
the minimum (low-state) value of damping is required
to pull mt further to the right. The on–off groundhook
semiactive policy emulates the ideal low mass displace-
ment control configuration of a passive damper “hooked”
between the lower mass mt and the “ground”, as shown in
Figure 4.7.

The continuous groundhook control strategy can be
derived directly from the continuous skyhook control sim-
ply by changing the chosen condition on the damping
value, so it will be omitted.

cs

mt

mb
zb

zt

ks

kt

Figure 4.7 Passive damping representation of groundhook
control
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4.1.5 Clipping Control

A class of controls is grouped under this denomination.
Their common characteristic is the fact that these laws have
a two-stage architecture, that is the controller design can
be divided into two parts.

The first step consists of designing an active control law
assuming that an ideal active device is present. The second
step involves the design of a clipping controller allowing
the semiactive damper to develop the force that the active
device would have removed from the structure.

This means that, for the first step, every kind of control
law design can be chosen (optimal control, integral force
feedback control, H2 or H� control) because the second
step is independent of it. To clip the active control law to a
semiactive one the following rule is usually used: when the
magnitude of the force Fd produced by the damper (that is,
the control force f in this case) is smaller than the required
target force fc, and the two forces have the same sign, the
voltage applied to the current driver is increased to the
maximum level, so as to match the required control force;
otherwise, the command voltage is set to zero. This strat-
egy is usually called “clipped on–off” and has a formula
appearing as


 = VmaxH ��fc − f �f � (4.4)

where 
 is the command signal,1 H��� is the Heaviside step
function, Vmax is the maximum voltage applicable on the
semiactive device to obtain the maximum damping, and

1 This command signal can act on the excitation coil of a magnetorhe-
ological device, or on the position controller of an hydraulic device or
the position of a valve closing an orifice.
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Figure 4.8 Clipping control strategy

f and fc are the measured and required control forces.
Figure 4.8 illustrates this strategy graphically.

4.1.6 Direct Lyapunov Control

This approach requires the use of a Lyapunov func-
tion V�x�, which must be compatible with the following
conditions:

i. be a positive definite function of the states of the
system, x;

ii. have a negative time derivative for all trajectories from
any initial state in the neighbourhood of the origin.

V�x� = 1
2

xT Px (4.5)



90 SEMIACTIVE CONTROL LAWS

where P is a real, symmetric, positive definite matrix, found
by solving the Lyapunov equation2

AT P + PA = −Q (4.6)

with a positive definite Q matrix (ensuring V̇ �x� =
−1

2xT Qx < 0).

For a linear system with control forces fcf

ẋ = Ax + Bfcf (4.7)

the derivative of the Lyapunov function becomes

V̇ �x� = −1
2

xT Qx + xT PBfcf (4.8)

The second term containing fcf can be directly affected
by a change in the control voltage. The control law that
will minimize V̇ is


i = VmaxH�−xT PBifcfi
� (4.9)

where H(.) is the Heaviside step function, fcfi
is the mea-

sured force produced by the ith semiactive device, and Bi

is the corresponding column of B.

4.1.7 Fuzzy Logic Control

Fuzzy logic control of semiactive dampers is another exam-
ple of continuous control. The output of the controller
determined by the fuzzy logic may exist anywhere between
the high and low damper states. Fuzzy logic is used in
a number of controllers because it does not require an
accurate model of the system to be controlled. Fuzzy logic

2 In the case of a linear system with state matrix A, see also (1.1).
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works by executing rules that correlate the controller inputs
with the required outputs. These rules are typically cre-
ated through the intuition or knowledge of the designer
regarding the operation of the system being controlled. No
matter what the system is, there are three basic steps that
are characteristic of all fuzzy logic controllers. These steps
include the fuzzification of the controller inputs, the exe-
cution of the rules of the controller, and the defuzzification
of the output to a crisp value to be implemented by the
controller. These steps can be briefly explained as follows:

• Step 1: fuzzification. This step is accomplished through
the construction of a membership function for each of
the inputs. This is the main point, because the possible
shapes of these functions are infinite, though very often
a triangular or trapezoidal shape is used. Once the mem-
bership functions are chosen, the input, read as a crisp
value, is transformed into a fuzzy value by intersecting
each component of the membership function with this
value. This must be done for all inputs of the controller.

• Step 2: execution of the rules. In order to create the rule-
base of the controller, the membership function of the
output must first be defined. Once these functions have
been defined, a table of combinations can be stated. In
this table a linguistic value of output is defined for each
possible combination of two inputs. These rules can be
described as a series of “IF–THEN” statements.

• Step 3: defuzzification. These fuzzy outputs now go
through the defuzzification process in which a single, or
crisp, controller output value is obtained. Some common
methods of defuzzification include the max or mean-
max membership principles, the centroid method and
the weighted average method. To give an example, the
weighted average method is described in Section 4.2. In
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this case the crisp output value is obtained as the sum
of the product of each weighting function (to be cho-
sen arbitrarily) with the maximum value of its respective
membership value and dividing it by the sum of the
weighting functions.

These three steps must be repeated for each input point
to obtain continuous outputs.

4.1.8 Modulated Homogeneous Friction Control

This control strategy was developed originally for a
variable-friction damper. In this approach, at every occur-
rence of local extremes in the deformation of the device
(that is, when the relative velocity between the ends of
the semiactive device is zero), the normal force applied to
the frictional interface is updated to a new value. At each
local minimum or maximum in the deformation the nor-
mal force N�t� is chosen to be proportional to the absolute
value of the semiactive device deformation. The control
law is written as

N�t� = g �P���t��� (4.10)

where g is a positive gain and the operator P��� (referred to
the prior-local-peak operator) is defined as P���t�� = ��t − s�
where s = �min x ≥ 0  �̇�t − x� = 0	 defining ��t − s� as the
most recent local extreme in the deformation.3

Because this algorithm was developed for variable-
friction devices, the following modifications are needed

3 This definition is quite ambiguous, as will be explained in Section 4.2.
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when applying it to other kind of semiactive devices (for
example, magnetorheological or variable-orifice devices):

1. There is often no need to check if the force is greater
than the static friction, because some semiactive devices
have no static friction.

2. A force feedback loop is used to induce the semiac-
tive damper to produce approximately the frictional
force corresponding to the required normal force. Thus,
the goal is to generate a required control force with a
magnitude

fc = �g �P���t��� = gn �P���t��� (4.11)

where the constant gn has units of stiffness.
The resulting control law is


 = VmaxH�fc − �f �� (4.12)

where H��� is the Heaviside step function. An appropriate
choice of gn will keep the force fc within the operating
envelope of the semiactive damper most of the time, allow-
ing the device force closely to approximate the required
force.

4.1.9 Bang–Bang Control

Bang–bang control is used mainly for dissipative devices
in order to increase their capabilities in dissipating energy
with respect to a classical passive device. It provides a
simple and yet often effective approach.

When the relative displacement and the relative velocity
of the two ends of the damping device are in the same
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direction, bang–bang control acts in the direction of increas-
ing the friction forces in the device to a maximum value. In
this way it works as a brake, thus allowing the dissipation
of energy. On the other hand, when the relative displace-
ment and the relative velocity of the ends of the device
are in opposite directions, this control law decreases the
friction forces to a minimum in order to make the device
movement as easy as possible.

If the maximum value of the friction forces is obtained
when the control signal is umax and the minimum one when
the control signal is umin, the control law can be written as
follows:

u�t� = umax if sign�x� = −sign�ẋ� (4.13a)

u�t� = umin if sign�x� = sign�ẋ� (4.13b)

The control parameter umin should be set at as small
a level as possible, to reduce the dissipative forces to a
minimum, making the device telescope as much as possi-
ble. The control parameter umax should be at the optimal
value, that is a value which provides the maximum energy
dissipation.

4.1.10 Instantaneous Optimal Control

In the instantaneous optimal control strategy the command
signal u�t� is determined by minimizing the following time-
dependent objective function J�t� at every time instant t for
the entire duration of the excitation:

J�t� = qdx
2�t� + qff 2�t� + ru2�t� (4.14)



IMPLEMENTATION SCHEMES 95

in which x is the relative displacement. The normalized fric-
tion force f indirectly represents the amount of response
acceleration and also serves as a measure of the transfer
of induced force to the structure. The weighting coefficient
qd and qf are non-negative and r is positive. They indicate
the relative importance in the control objectives of rela-
tive displacement, response acceleration and control signal,
respectively. The basic objective of the control is to pro-
vide a device that dissipates the biggest amount of energy
within an acceptable range and at the same time minimizes
the transferred force.

Without entering into details, an explicit Newmark
method can be used for implementation to solve the
involved equations numerically.

4.2 IMPLEMENTATION SCHEMES

4.2.1 Open-loop Control

This control strategy is very easy to implement, because no
knowledge of the states is needed. In the case of a washing
machine, for example, the control law can be implemented
following these steps:

1. When the machine begins to spin-dry, the damping
value is set to the maximum one and a time counter is
reset to zero.

2. When the time counter reaches a pre-selected value, that
is after a fixed time, the damping value is switched to
the minimum one.

The same procedure can be applied when the washing
machine finishes the spin-drying phase and decreases the
drum speed.
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4.2.2 On–Off Skyhook Control

The flowchart summarizing the subroutine applying the on–
off skyhook policy of damping control is shown in Figure 4.9.

It is immediately evident that to implement this con-
trol strategy is very simple: it needs only to measure two
quantities (drel and dabs) and then to act on some device
switching the dissipator from one state to another. High
and low damping values are those given by the dissipation
device when, for example, a valve is completely open or
closed, so they cannot be modified once the device has been

start

Function Inputs:
drel and dabs

Define high and
low damping

states

Calculate vrel
and zb

Is vrel × zb ≥ 0?
true

false

return

cs = low state cs = high state

Figure 4.9 Flowchart of the on–off skyhook subroutine
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Algorithm 1 On–off skyhook control strategy

Require: �t > 0, �h �= 0, �l �= 0 and �h ≥ �l

dv
rel ⇐ d̄rel

dv
abs ⇐ d̄abs

repeat
acquire dn

rel
acquire dn

abs
vrel ⇐ �dn

rel − dv
rel�/�t

żb ⇐ �dn
abs − dv

abs�/�t
if vrel × żb ≥ 0 then

cs ⇐ �h

else
cs ⇐ �l

end if
dv

rel ⇐ dn
rel

dv
abs ⇐ dn

abs
until stop condition

designed. The only change that the control law can induce
into the device is to switch from one value to another.

In algorithm 1 the quantities �l �= 0 and �h �= 0 are respec-
tively the low damping state of the device and the high
damping state. With the Lord® magnetorheological device,
for example, the first state is reached when the supply cur-
rent is 1 A, while the second one is achieved for 0 A current.
The quantity �t is the time step of acquisition. The algo-
rithm checks at the beginning that the needed parameters
are meaningful, then executes the procedure.

In the algorithm, d̄rel and d̄abs are the starting values
for drel and dabs, the indices n and v standing for new and
old, respectively: the old values come from the previous
calculation, while the new values are the just calculated
ones.
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It must be noted that this procedure is reduced to its base
bones: in real implementations it is necessary to take into
account also the fact that, under some conditions, for exam-
ple when vrel × żb ≈ 0, the control action can continuously
switch from the first to the second state. This can con-
sume energy and can also lead to damage of the device. To
avoid this effect it is necessary to model a relay behaviour:
the switching command does not trigger exactly when the
product vrel × żb becomes zero, but slightly later, so avoid-
ing an oscillatory switching if one of the two quantities vrel

or żb is moving around the zero.

4.2.3 Continuous Skyhook Control

The flowchart summarizing the subroutine applying the
continuous skyhook policy of damping control is shown in
Figure 4.10.

It must be noted that, as in Figure 4.9, Figure 4.10 also
represents one single step of control: the continuous sky-
hook subroutine is called at each calculation step. This
fact can lead to some optimizations, as shown in the cor-
responding algorithm: for example, it is not necessary to
define high and low damping states at each step, but to
define them once and for all when the semiactive control
algorithm is started.

The continuous skyhook algorithm implementation is
much more complex than the on–off one at least for three
main reasons:

1. The coefficient � must be calculated at each step.

2. The correlation between the � coefficient and the com-
mand signal to the semiactive device could be highly
non-linear.
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3. The semiactive device must be complex enough to allow
little modification of its properties.

The first point is not very important if the calculation
power is high enough: in this case the algorithm will be
very fast even with some more complex calculations.

start

Function Inputs:
drel and dabs

Calculate vrel
and zb

cs = low state cs = α

Calculate α

Define high and
low damping

states

true

false

return

Is vrel × zb ≥ 0?

Figure 4.10 Flowchart of the continuous skyhook subroutine
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Algorithm 2 Continuous skyhook control strategy

Require: �t > 0, �h �= 0, �l �= 0, �h ≥ �l and g

dv
rel ⇐ d̄rel

dv
abs ⇐ d̄abs

repeat
acquire dn

rel
acquire dn

abs
vrel ⇐ �dn

rel − dv
rel�/�t

żb ⇐ �dn
abs − dv

abs�/�t
if vrel × żb ≥ 0 then

� ⇐ max��l� min��g × żb�� �h�	
cs ⇐ �

else
cs ⇐ �l

end if
dv

rel ⇐ dn
rel

dv
abs ⇐ dn

abs
until stop condition

The second point can also be solved if a characterization
testing campaign is conducted on the semiactive device. In
this way it is possible to define a calibration curve correla-
ton: for example, the required value of damping with the
necessary amount of voltage needed.

The last point means that only special kinds of devices
can perform this control strategy, such as the MR devices,
because the response time is only some milliseconds. In
the case of mechanical arrangements, it is much easier
to switch between two values (for example, clamped and
unclamped) than to pass through all the intermediate
states.

The flowchart of Figure 4.10 is then translated into algo-
rithm 2, where �t��h� �l� drel� dabs have the same meaning
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as before, while g is a fixed gain chosen at the beginning
of the algorithm.

4.2.4 On–Off Groundhook Control

The flowchart summarizing the subroutine applying the
on–off groundhook policy is shown in Figure 4.11. It looks
very similar to Figure 4.9, except for the chosen condition
on the device damping value.

The flowchart of Figure 4.11 is then translated into algo-
rithm 3.

start

Function Inputs:
drel and dabs

Define high and
low damping

states

Calculate vrel
and zb

true

false

return

cs = low state cs = high state

Is vrel × zb ≤ 0?

Figure 4.11 Flowchart of the on–off groundhook subroutine
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Algorithm 3 On–off groundhook control strategy

Require: �t > 0, �h �= 0, �l �= 0 and �h ≥ �l

dv
rel ⇐ d̄rel

dv
abs ⇐ d̄abs

repeat
acquire dn

rel
acquire dn

abs
vrel ⇐ �dn

rel − dv
rel�/�t

żb ⇐ �dn
abs − dv

abs�/�t
if vrel × żb ≤ 0 then

cs ⇐ �h

else
cs ⇐ �l

end if
dv

rel ⇐ dn
rel

dv
abs ⇐ dn

abs
until stop condition

4.2.5 Clipping Control

From an implementation point of view, this control strat-
egy seems to be the most direct one because it can take
advantage of the great amount of experimental and prac-
tical studies that have been conducted on active control
strategies. The clipping control can be viewed, in fact, as
a control strategy in which the actuator can operate only
resisting forces and not act directly on the structure. So
the active control law applies when the device is subjected
to forces and turns into a constant value when it should
act. The corresponding flowchart is shown in Figure 4.12,
where 
 is as defined in (4.4).

Only a little modification can lead to a continuous clip-
ping control strategy. When the active control law requires
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a negative damping (that is, it requires that the device acts
on the structure) there is nothing better to do than set
the device at its minimal resistance force. For the shaded
region in Figure 4.8 a continuous value of the damping
coefficient can be achieved if a proportional valve is actu-
ated on the semiactive device or if a MR fluid is subjected

start

Function Inputs:
f and μi

Define high and
low damping

states

Define an active
control law

Calculate fc
with the active

control law and μi

Acquire f and
calculate v

Is v ≠ 0?
true

false

return

cs = low state cs = high state

Figure 4.12 Flowchart of clipping control strategy subroutine



104 SEMIACTIVE CONTROL LAWS

Algorithm 4 Clipping control strategy

Require: Vmax, fmax, �h �= 0, �l �= 0 and �h ≥ �l

Require: an active control law with the corresponding
measured variables �i

Require: the Heaviside step function H���
repeat

acquire f
acquire �i

calculate fc accordingly with the active control law
and �i


 ⇐ VmaxH��fc − f�f�
if 
 �= 0 then

if on–off control then
cs ⇐ �h

else
if fc ≥ fmax then

cs ⇐ �h

else
cs proportional to fc

end if
end if

else
cs ⇐ �l

end if
until stop condition

to a magnetic field proportional to the active law required
force. The control must be designed in this case to manage
saturation on the semiactive device: too high a value of
command voltage to the magnetic coil can lead to damage.

The flowchart is then detailed as algorithm 4 for both
the on–off and the continuous clipping control strategies.
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The clipping control strategy is more a class of strategies
than a specific technique because every type of active con-
trol law can be used. For this reason it is very difficult to
compare it with the other approaches mentioned above. The
computing time required is just a little more than the one cor-
respondingtotheactive implementation,becauseafewmore
“IF–THEN” statements must be evaluated. A general criti-
cism of this class of methods, however, is that there is no way
of assessing if a good active control law can also give good
results when turned into a clipped one. Because of the inher-
ent non-linearity, the clipping strategy cannot be assessed
with a frequency domain technique, but time domain
analysis must always be performed with several types of
excitations and at different intensity levels.

The Heaviside step function is implemented in algo-
rithm 5.

Algorithm 5 Heaviside step function

Require: f1, f2
if �f1 − f2�f2 > 0 then

H��� ⇐ 1
else

H��� ⇐ 0
end if

4.2.6 Direct Lyapunov Control

As mentioned before, the Heaviside step function is very
easy to implement (see algorithm 5). The real task for
implementing the direct Lyapunov control method is then
to obtain all the values that must be fed into the Heaviside
step function. In fact:
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• x must be known at each step: enough sensors must be
placed on the structure to be controlled;

• P is calculated once and for all at the beginning: the
Lyapunov equation must be solved once only, even if
this is usually not easy;

• Bi is constant for a given device;
• fcfi

must be measured at each step.

The most critical value to be obtained is the matrix P,
because the effectiveness of the final algorithm depends on it.

4.2.7 Fuzzy Logic Control

The flowchart summarizing the subroutine applying the
fuzzy logic policy to a damping control is shown in
Figure 4.13.

start
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drel and dabs

Define ranking
values

Fuzzify inputs

Execute rules

Defuzzify
outputs

Set cs equal to
the calculated

one

return

Figure 4.13 Flowchart of the fuzzy logic subroutine
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Algorithm 6 Fuzzy logic control strategy

Require: �t > 0, cs �= 0
Require: Input membership function, rule table, output

membership function
dv

rel ⇐ d̄rel

dv
abs ⇐ d̄abs

repeat
acquire dn

rel
acquire dn

abs
vrel ⇐ �dn

rel − dv
rel�/�t

żb ⇐ �dn
abs − dv

abs�/�t

vfuzzy
rel ⇐ intersect vrel with input membership function

żfuzzy
b ⇐ intersect żb with input membership function

cs ⇐ execute the rule table for each input combination
combine the fuzzy values cs

cs ⇐ convert cs to a crisp output value
dv

rel ⇐ dn
rel

dv
abs ⇐ dn

abs
until stop condition

In more detail, the flowchart is translated into algo-
rithm 6. At each step, a fuzzification–defuzzification takes
place. This may result in a long calculation time, so
researchers have placed great emphasis on the design of
a dedicated chip for fast on-line calculation (Faravelli and
Rossi 2002).

In Figure 4.14(a) there is an example of an input mem-
bership function with three linguistic variables: N (short
for Negative), P (Positive) and Z (Zero). Figure 4.14(b)
shows an example of an output membership function
where the linguistic output variables are defined as
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(a) Input Membership Function

(b) Output Membership Function

Figure 4.14 Examples of input and output membership func-
tions for a fuzzy controller

follows:4 S (Small), MS (Medium Small), M (Medium), ML
(Medium Large), L (Large). Obviously, the rule table can
be described only after the output membership function
has been defined. An example of a rule table is shown in
Table 4.1.

The main advantage of fuzzy control, that is the fact
that it is based on verbal rules (and so very close
to common sense practice), is also its main drawback.
In fact it is impossible to obtain the optimal solution
automatically or to check mathematically if the elab-
orated solution is stable or not. So simulations and

4 This definition is similar to that given for clothes sizes: XXXS ← XS,
S, M, L, XL → XXXL.
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Table 4.1 Example of a
rule table for a fuzzy con-
troller

x2\x1 N Z P

N S MS S
Z M M M
P L ML L

experimental tests must be conducted to assess the con-
trol law.

4.2.8 Modulated Homogeneous Friction Control

The implementation scheme is similar to the one described
for the clipping control strategy. The main difference here
is that the required control force is not calculated with an
active control algorithm, but with Equation (4.11).

The flowchart is shown in Figure 4.15. The real point is
to implement the operator P��� because its given definition
is appropriate if the device behaviour is similar to a smooth
“go and return” around the zero position: only in this case
does it make sense to speak of the “recent local extreme in
the deformation”. When the deformation record is a very
noisy signal, it must be filtered in order to have a smoother
behaviour.

Algorithm 7 describes in more detail what is shown in
Figure 4.15.

4.2.9 Bang–Bang Control

The bang–bang control strategy is easy to implement in
real-time algorithms to control operations since the control
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start

Function Inputs:
drel, dabs and f

Define high and
low damping

states gn

Calculate fc with
(4.11)

Acquire f

Calculate v

Is v ≠ 0? true

false

return

cs = low state cs = high state

Figure 4.15 Subroutine flowchart of the modulated homoge-
neous friction control strategy
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Algorithm 7 Modulated homogeneous friction control
strategy

Require: �t > 0, Vmax, gn, �h �= 0, �l �= 0 and �h ≥ �l

Require: the Heaviside step function H���

dv
rel ⇐ d̄rel

repeat
vn

rel ⇐ �dn
rel − dv

rel�/�t
if (vv

rel > 0 ANDvn
rel < 0) OR (vv

rel < 0 ANDvn
rel > 0) then

dmax ⇐ dn
rel

else
no change in dmax

end if
acquire f
fc ⇐ gn�P�dmax��

 ⇐ VmaxH��fc − �f ���
if 
 �= 0 then

cs ⇐ �h

else
cs ⇐ �l

end if
dv

rel ⇐ dn
rel

vv
rel ⇐ vn

rel
until stop condition

signal switches between two values and only the relative
displacement needs to be measured by a sensor and fed
back to the control signal. The function sign�x� can be
obtained by the relative displacement signal and does not
need to measure the velocity.





5
Implementation of
Semiactive Control
Strategies

5.1 INTRODUCTION

The implementation of a semiactive control system
includes components of a different nature (mechanical,
electrical, electronic). Furthermore the control architecture
can be oriented towards the realization of a centralized
or non-centralized system, as illustrated in Chapter 2. In
the development of their medium- and large-scale test-
ing facilities the authors were confronted by many imple-
mentation problems regarding the hardware and software
needed to realize prototype testing set-ups. Some useful
approaches for facing these problems are presented here-
after to familiarize the reader with equipment already
available on the market and with possible hardware con-
figurations that are easy to realize by using standard
components.

Technology of Semiactive Devices and Applications in Vibration Mitigation Fabio Casciati, Georges
Magonette and Francesco Marazzi © 2006 John Wiley & Sons, Ltd
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5.2 HARDWARE CONTROL IMPLEMENTATION

Specific control products are commercialized but most of
them appear as “black boxes” difficult to use for the real-
ization of prototype control systems enabling easy access
for software modifications and implementing new algo-
rithms, as well as for the addition of particular hardware
interfaces needed for communication or instrumentation.
An alternative choice is possible by selecting standard PC
components and building, around an open architecture,
the proper hardware and software. This flexible approach
is especially appealing for implementing innovative solu-
tions and realizing prototype systems.

5.2.1 Architecture

The proposed hardware scheme is optimized for central-
ized control and consists of three main parts:

1. The master processor board.

2. One or several slave processor boards.

3. The communication bus connection (Figure 5.1).

5.2.1.1 Master

The master board (Figure 5.2) is a powerful PC board,
equipped with a fast processor, memory and Ethernet
communication. It collects data from the slaves, runs the
centralized control algorithm and provides the target dis-
placements or forces to the slaves. The master/slave com-
munication is achieved through a passive ISA bus.
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Figure 5.1 Scheme of controller architecture

(a) front side

(b) back side

Figure 5.2 Photographs of the master card
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5.2.1.2 Slave

The slave board is shown in Figure 5.3. It consists of three
main components, all based on the PC104 bus architecture:

1. A processing unit card.

2. One or two digital and analogue input/output cards
specifically selected for the application.

3. A dual-port memory card enabling high-speed access
and easy sharing of data between the local PC104 bus
and the ISA bus connected to the master.

5.2.1.3 Passive Bus

The ISA passive bus connects the master and slaves boards
following a common standard. In the current configura-
tion it connects the master board up to four slave boards,
but with minor modifications a larger number of slaves
could be supported. Figure 5.4 shows an assembled con-
troller with its power supply and adjunct tools such as
hard and floppy drives. These modular computers (master

Figure 5.3 Photographs of the slave card with components
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Figure 5.4 Photograph of the passive bus equipped with a mas-
ter card and a slave card

and slaves) can be easily inserted into a rack and connected
to standard LCD screens and keyboards.

5.2.1.4 Remarks

Following this succinct description of the control equip-
ment architecture used for prototypes development, an
explanation of the choices is due. This architecture was
selected for three main reasons:

1. It is quite good in term of modularity and flexibility.
The hardware and software configurations remain the
same for many different applications in the field and
the number of slave boards can be modified for best
adaptation to the complexity of the development. In
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this way implementation and technician training remain
easy to conduct.

2. It is optimal to achieve many conventional tests that
can be performed in a laboratory, such as pseudody-
namic tests or cyclic tests involving the use of many
synchronized actuators. In such common applications it
is necessary that all actuators are well coordinated by
a central algorithm in charge of computing the target
displacements or forces to apply to the tested structure.
Furthermore it integrates a large number of data acquisi-
tion channels and can be easily adapted to drive electric
or servo-hydraulic actuators;

3. It presents an ideal configuration for implementing
either centralized or decentralized control strategies in
dynamic structural control. When a centralized strategy
is desired, the master executes the control algorithm and
sends the target signals to the slaves. Their only duty is
to reach the target values (displacement or forces) via
specific control laws. When a decentralized control strat-
egy is requested, the master’s only duty is to synchro-
nize the slaves, to collect and save the internal control
values, and to process these values for display or for
checking security levels.

5.2.2 Hardware Details

The technical characteristics of a typical hardware configu-
ration are listed below. Obviously this list must be updated
as regards the fast evolution of this technology, but the
essential functions remain the same.

The master board is a vertical processor board avail-
able on the industrial PC market. It is a complete PC that
plugs onto the passive AT-ISA bus to communicate with
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the slave boards, through a dual-port RAM. Substantially it
includes:

• CPU Pentium III chip of 800 MHz or higher;

• 512 MB DRAM;

• real-time clock + watchdog;

• floppy disk and AT-IDE hard interface;

• USB serial bus interfaces;

• Ethernet network connection;

• LPT1, COM1, COM2 communication interfaces;

• AT keyboard;

• VGA/LCD video interface;

• AT-ISA bus connector.

Systems based on the PCI bus, instead of on the old
AT-ISA bus, can also be envisaged, but they are much
more difficult to manage for quickly designing the ded-
icated hardware and software often needed during pro-
totype development. Furthermore hard real-time software
is delicate and complex to implement on such systems,
while its higher computation capabilities are not really
needed for the application in which we are interested
here.

The slave board is equipped with standard PC104 mod-
ules as shown in Figure 5.5. It integrates three PC104 con-
nectors for PC104 mounted modules and interfaces the
PC104 bus to one of the two access ports of the dual-port
memory. The other port is accessible through the AT-ISA
bus. The dual-port memory enables very fast synchronized
communications between master and slaves. Figure 5.6
illustrates the slave board without PC104 modules.
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Slave PC104 connector Slave PC104 connector Slave PC104 connector
control
box
connector

video
connector

keyboard
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PC104
CPU

MODULE

PC104
I-O

ANALOG
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PC104
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DIGITAL
MODULE

Dual-RAM

Master ISA connector

Figure 5.5 Scheme of a slave board

Figure 5.6 Slave board without modules (the dual RAM is vis-
ible on the left side)

A typical slave configuration includes:

• a PC104 processing unit module (Figure 5.7);

• PC104 analogue input/output modules equipped with
AD and DA converters (Figure 5.8);

• PC104 modules usually specially designed for a partic-
ular application and including specific interfaces such
as the one needed for reading digital sensors or for
generating servo-valve or electric motor commands
(Figure 5.9).
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(a) front (b) back

Figure 5.7 Slave CPU module

Figure 5.8 Slave analogue I/O module

The PC104 processing unit module is equipped with:

• CPU 486 DX4, 100 MHz or higher;

• 32 MB DRAM;

• solid-state disk (>2 MB);

• real-time clock + watchdog;
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(a) front (b) back

Figure 5.9 Slave I/O module equipped with servo-valve drivers

• floppy disk and AT-IDE hard interface;

• LPT1, COM1, COM2 communication interfaces;

• AT keyboard;

• VGA/LCD video interface;

• PC104 bus connector.

The PC104 analogue input/output module includes:

• 16 ADC channels with 16-bit resolution;

• 2 DAC channels with 16-bit resolution;

• 24 digital input/output channels;

• 3 counter–timers, 24-bit resolution;

• voltage reference.

The specific PC104 module integrates:

• two SSI serial interfaces for “Temposonic” transducers;

• two serial interfaces for incremental digital displacement
transducers;
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• two hydraulic servo-valve drivers;

• eight digital input/output channels for alarm and safety
signal management.

The slave board is designed to read a wide variety of
signals, for ulterior local processing or master processing.
It is equally able to generate a large set of signals to drive
different types of actuation systems. For easy management
of the interconnections of the many signals coming from
the external environment to the system, it is recommended
to interpose, between the slave connectors and the exter-
nal signals, an interconnection box dispatching all the sig-
nals to a BNC connector panel for easy verification and
checking.

5.3 REAL-TIME SOFTWARE

The main requirement of the control software is to be
robust, flexible and easy to use. It must be modular and
structured in such way that it can be easily adapted to dif-
ferent tasks or to different applications. It must give access
to an easy programming procedure to insert new algo-
rithms or modifications and must provide also easy access
to the external signals in reading from as well as in writing
to the controlled system. The master as well as the slave
software used here was written in C++. This homemade
software runs under one of the many real-time kernels
currently available on the market. Hard real-time software
functions cannot be achieved with the commonly used
MS-DOS� or Windows NT� operating systems. These last
platforms are not conceived to manage fast interrupts with
re-entrant capabilities and to process tasks switching at a
rate higher than 1 kHz.
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5.3.1 Real-time Kernel Selection

The real-time kernel was selected taking into account the
following two items:

• Reduced and fixed latency time. When an interrupt signal
triggers the processor, the latency time must be constant
and very short (a few microseconds). In a non-real-time
system, such as Windows NT, a variable latency time
is observed because it is not possible to obtain absolute
priority and some internal tasks need to be completed
before the task switching is accepted.

• The kernel software must be well structured, robust and
easy to learn. The real-time platform is programmed at
two levels: the user level and the kernel level. The user
level is easy to manage but the kernel level is quite com-
plex and requires skilful programmers. Once the general
architecture is configured at the kernel level by a special-
ist, the user-level access is made as easy as possible. Tasks
and priorities can be assigned easily and are guaranteed
to be respected.

The advanced C++ program language is currently used to
program the applications at the user level.

5.3.2 The Application Software

The application software reflects the hardware architecture:
A central master program communicates synchronously
with several slave programs. For the sake of simplicity the
following description concerns a single slave but can be
easily extended to several slaves. Both master and slave
tasks run inside the background process or the foreground
process.
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The background process is devoted to the management
of several services that are used during control. They
include mainly:

• keyboard access;

• uploading of control parameters;

• display refreshing;

• hard disk management;

• Ethernet LAN operation.

Since these services are not strictly necessary to ensure the
process control itself, they have a lower priority and can
be interrupted at any moment.

The foreground process is the core of the control soft-
ware. It performs at a fixed sample rate and the control
tasks including mainly:

• data acquisition and signal processing;

• control algorithm computation;

• command variable generation;

• alarms and safety management tasks;

• foreground/background communication.

These true real-time tasks must be completed inside the
time gap between two successive interrupts. For this reason
they cannot be interrupted (delays cannot be accepted in
the control loop) and must have absolute priority over the
background tasks. The actual time taken by these tasks is
an essential factor in the process of validation.

Bearing Figure 5.10 in mind, the interactions between
the foreground tasks running on the master and on
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Figure 5.10 Flowchart of the application software

the slave boards can be described in the following
way:

• A real-time clock (fixed frequency pulse generator) gen-
erates pulses at a sampling rate of 1 kHz. These pulses
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are used to generate interrupt signals applied to the mas-
ter processor and activate its foreground software. This
means that the control algorithm as well as the mas-
ter/slave data exchange must be completed within 1 ms,
before the next interrupt signal. On the occurrence of
the interrupt signal, the master sets the slave internal
interrupt flag in the dual-port memory and waits for
completion of the slave-first operation.

• This flag generates an internal interrupt on the slave
processor that starts its foreground process.

• The slave reads its input modules, filters the acquired
signals and writes their values to the dual-port memory,
then points the end of these operations to the master and
enters into a wait state.

• The master collects the data from the dual-port mem-
ory and executes the specific data processing and control
algorithm. At completion of the computation the results
are passed to the slave. Note that in the case of a col-
located control strategy, the control algorithm may be
solved by the slave processor only; then the master per-
forms mainly monitoring and safety functions and slave
coordination.

• The slave reads the master data, performs its own compu-
tation (when necessary) and sends the command values
to its output interface. After conversion into analogue sig-
nals, these command values drive the controlled device.
Then the slave returns to its background process.

• In the meantime the master resets the slave internal inter-
rupt flag (that will be ready for the next step) and returns
to its background process.

It must be noted that the architecture presented here is
ideal for the development and debugging of controllers or
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devices. After development, the control algorithm may be
implemented in an embedded system or in an industrial
computer.

5.3.3 Windows NT Software

As explained in the next section, it is possible to interface
the real-time application software to a remote NT station;
that is, from a common PC station, a remote user can enter
commands or read data for analysis, monitoring or storage.
To this end an Ethernet LAN is used to link the NT remote
station and the master board. Two remote interfaces have
been developed so for: the “acquisition” program and the
“generator” program.

5.3.3.1 The “Acquisition” Program

The acquisition control panel is shown in Figure 5.11. This
interface allows the user to perform remote data acquisition

Figure 5.11 External acquisition control panel
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by entering the parameters defining the acquisition pro-
cess. Control panel fields must be filled with data including
master address, project name, sampling time, acquisition
length, transducer type, conversion factors, etc., and selec-
tion of the measured signals for monitoring and storing
in a database. The data acquisition is then started by an
external trigger signal.

5.3.3.2 The “Generator” Program

The generator control panel (Figure 5.12) was created to gen-
erate common (sinusoidal, square) or specific (user-defined)

Figure 5.12 Generator control panel
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waveforms from an NT station using a friendly interface.
These signals are then downloaded to the master and used
as target or reference signals in the control loop. They
can be easily distributed on different slaves. Once again
control panel fields must be compiled with data relative
to master address, sampling time, etc., and the number
of times the signal must be sequentially repeated. Arbi-
trary signals can be read from any software as far as
they have been generated in binary double-precision format.

5.3.4 Real-time Software Tools

The software in support of the real-time controller program
is included under this name. These tools were developed
in order to integrate better the controller software with
commonly used commercial software and for making data
storage easy, faster and reliable.

5.3.4.1 Exchanging Master/Slave Variables

Internal variables are used and exchanged by both mas-
ter and slave processes. These variables include measured
values, target values, monitoring data, control parameters,
conversion factors, command values. Depending on the
priority of the task requiring such variables, the exchange
can be handled by a foreground or by a background pro-
cess. From the remote NT workstation it is often required
to access these values for modification or storage. An
exchange process was created under NT. It interfaces with
the master background process and provides an easy way
to monitor most control variables as well as a robust way
to modify parameters. Furthermore, access to the master
control variables from NT Windows is of great interest for
interfacing application programs such as MATLAB� which
are very often used to analyse control systems.
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5.3.4.2 DCOM Technology

This technology was widely used in the development of
the tools created here under Windows. It consists of a stan-
dard procedure developed by Microsoft Corporation to
realize easy interfaces between several applications even-
tually designed by different users.

Figure 5.13 illustrates the basic scheme of several soft-
ware applications interfaced together by applying the
DCOM technology.

In this illustration the database can be directly connected
to the data acquisition program via the DCOM technology.
Although the programs are separate entities, the data flow
between them is managed following the DCOM technol-
ogy to build an integrated package. After having provided
the test description and specification, the master variable
read by the acquisition program can be sent directly to

Acqui-Ctrl
Application

Office
Application

DCOM Technology

Acqui-Ctrl Remote service

ELSA
Database

Visual Castem 2000 Matlab Dev. System
(VC++, VB)

Visual Castem 2000
DCOM Access Layout

Matlab
DCOM Access Layout

ELSA
DCOM Objects

Collection

Transducer
Actualor
Projects

Experiments Setup
Experiments Data

. . . . .

Figure 5.13 DCOM technology
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the database under the proper project name and test
directory.

5.4 NON-CENTRALIZED CONTROL VERSUS
COLLOCATED SYSTEMS

When working with a focus on a very specific target, the
market must be deeply investigated in order to identify
the best components, each with properties consistent with
there of others when interfaces among them are required.1

As a result, the main task covers system architecture design
and implementation.

5.4.1 Commercial Hardware and Software

5.4.1.1 Sensors

Analogue sensor devices range from the old FBA-11 uni-
axial force–balance accelerometer by Kinemetrics to the
new uniaxial and triaxial EpiSensor model produced by
the same company.

The FBA-11 device (Figure 5.14) is a high-sensitivity,
low-frequency device characterized by rugged construction
and proven reliability. It is housed in a watertight cast
aluminium case and is suitable for a variety of seismic,
structural and commercial applications. Its quality is given
by the maximum sensitivity (1.25 V/g) and a low noise
density (350 ng/Hz1/2–18 bit).

Digital sensor devices belong to the class of MEMS
(Micro-Electronic Mechanical Systems). Among them are

1 The authors thanks Dr Roberto Rossi of Paviasystem, Pavia, who
was so kind to assemble and review the material summarized in this
section.
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(a) FBA-11 (b) EpiSensor

Figure 5.14 Accelerometer sensors by Kinemetrics

the high-sensitivity LF series Crossbow triaxial accelerom-
eters (Figure 5.15) with the regulated voltage (-R) option.
The full-scale acceleration is either 1g or 2g on every axis.
The response is DC to 50 Hz, so they also measure the
acceleration of gravity. These accelerometers feature an
excellent offset stability over temperature and a low noise

Figure 5.15 Crossbow accelerometer sensor
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density in the range of 70 �g/Hz1/2 and maximum sen-
sitivity (2 V/g). Internally, a bulk micromachined sensing
element and ASIC electronics provide low noise and high
stability. Common applications include seismic vibration,
tilt/sway and orientation measurements. Thanks to the
(–R) option, these accelerometers operate on a 6–30 V DC
unregulated single supply.

5.4.1.2 Acquisition Modules

National Instruments� offers a large variety of acquisi-
tion modules working in conjunction with the LabView�

software. The LabView� program uses the technique of
graphical programming. This type of coding is referred to
as G-Code (for graphical code). The program developed by
National Instruments is widely used in industry for a vari-
ety of applications. One of these important applications is
the automation of information gathering.

But one can also rely on other acquisition modules, such
as, for instance, the Advantech PCL-818 data acquisition
cards (Figure 5.16).

These cards feature 16 single-ended or 8 differential
analogue inputs, 100 kHz 12-bit AD conversion and pro-
grammable gain for each input channel (up to 1000). The
boards include a special wiring board (PCLD-8115) with a
DB-37 connector and CJC (Cold Junction Compensation).
This combination allows low-level thermocouple signals
to be measured without an external signal conditioning
board. The conversion time is 8 �s.

5.4.1.3 Software

In addition to LabView, it is useful to have access to the
interactive MATLAB environment for simulation, data pro-
cessing and control design.
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Figure 5.16 Advantech PCL-818 data acquisition card

MATLAB is a high-level technical computing language
and interactive environment for algorithm development,
data visualization, data analysis and numerical compu-
tation. Using MATLAB, one can solve technical comput-
ing problems faster than with traditional programming
languages, such as C, C++ and Fortran. A key function
is given by the functions for integrating MATLAB-based
algorithms with external applications and languages, such
as C, C++, Fortran, Java, COM’s and Microsoft Excel�.

5.4.1.4 Wireless Technology

The 24XStream (Figure 5.17) is MaxStream’s longest range,
low-power OEM RF (Original Equipment Manufacturer2

2 OEM means that the item is sold without a box to labs which assem-
ble components.
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Figure 5.17 24XStream card

Radio Frequency) module developed for worldwide use
(2.4 GHz). Here is a list of its features:

• Plug-and-communicate (default mode – no configuration
required).

• True peer-to-peer network (no need to configure a
“Master" radio).

• Transparent mode supports existing software applica-
tions and legacy systems.

• Addressing capabilities provide for point-to-point and
point-to-multipoint networks.

• Uses standard AT commands (which is de facto the stan-
dard language for controlling modems and is recognized
by virtually all PC modems) and/or fast binary com-
mands for changing parameters.

• Native RS485/422 (multi-drop bus) protocol support.

• Support for the RS232 protocol.
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• Retry and acknowledgements of packets provide
guaranteed delivery of critical packets in difficult
environments.

• Networking features allow up to seven independent
pairs (networks) to operate in close proximity.

• Multiple low-power modes including shutdown pin,
cyclic sleep and serial port sleep for current consumption
as low as 26 �A.

• Host interface baud rates from 1200 to 57600 bps.

• Signal strength register for link quality monitoring and
debugging.

• Ninth-bit parity support (None, Even, Odd, Mark,
Space).

AirborneDirect is a family of fully integrated 802.11b
wireless LAN bridge products designed specifically to pro-
vide wireless LAN and Internet connectivity to indus-
trial, scientific, medical and automotive applications. The
highly integrated hardware and software enables plug-
and-play capability. This significantly reduces the com-
plexity of wireless system deployment and network
connectivity.

With an AirborneDirect serial bridge (Figure 5.18), one
creates a connection between an 802.11b wireless LAN
device and a serial port. The bridge transparently con-
veys data between the device with a RS232, RS422 or
RS485 interface and a wireless LAN. The bridge opens up
the world of remote device monitoring and management,
connecting data loggers, medical and industrial monitors,
data acquisition and control systems, programmable con-
trollers and a host of other applications to the LAN or
Internet.
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Figure 5.18 DPAC AirBorne bridge

5.4.1.5 Microprocessor

At the heart of the board is a C8051F007 microcontroller
from Cygnal Integrated Products Inc. It is an 8051-based
microprocessor with on-chip peripherals (ADC (Analogue
Digital Converter), DAC (Digital Analogue Converter),
UART (Universal Asynchronous Receiver/Transmitter),
etc.) and flash memory. The maximum clock frequency
is 25 MHz, which is perfectly suited to processing signals
whose spectrum ranges from 0 to 25 Hz. It has 32 KB
in-system-programmable flash memory plus on-chip RAM
in excess of 2 KB.

The 8051 architecture is very widely used in the industry
and is very flexible in that it supports any type of periph-
eral. Many 8051-based microcontrollers exist on the mar-
ket with different features. Those from Cygnal Integrated
Products were among the first to implement a high-speed
core capable of executing most of the instructions in a sin-
gle clock cycle, as opposed to the standard 8051 core that
executes most of its instructions in no less than 12 clock
cycles. Moreover, at the time this board was designed, these
microcontrollers were those with the greatest amount of
on-chip flash memory.
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Microcontrollers based on the 8051 core are standard
and can be programmed using standard and well-tested C
compilers available from many vendors. This is the main
reason why they have been chosen for this board. The
C8051F007 has a peak 25 million instructions per second,
which is sufficient for implementing a fuzzy controller as
well as a linear controller. Although this board has been
mainly designed with fuzzy control in mind (Faravelli and
Rossi 2002), it is suitable for hosting any type of controller
as long as no more than 25 million instructions per second
are required.

5.4.2 Assembled Boards

This section describes some of the boards which were
designed and implemented at the University of Pavia (Far-
avelli and Rossi 2002).

5.4.2.1 Controller

Figure 5.19 shows the top-level board diagram of the fuzzy
controller board. The microcontroller is connected to the
input channels, the output channel, the RS232 interface
and the JTAG (Joint Test Action Group – IEEE Standard
1149.1-1990) interface. The input channels perform offset
voltage cancellation by means of a simple first-order high-
pass filter made up of a capacitor and a resistor. The corner
frequency of the high-pass network is 0.016 Hz. This means
the phase distortion introduced at 0.5 Hz is 1.8 degrees,
while the amplitude distortion is less than 0.005 dB. The
same figures at 1 Hz are 0.9 degrees and 0.001 dB, respec-
tively. This means the amount of distortion introduced in
the signal band (that is, 0.5 Hz < f < 25 Hz) is negligible.

The output channel has the same offset cancellation fil-
ter and, in addition, has the capability of setting the DC
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Input Channels

RS-232 serial
interface

Microcontroller

JTAG interface

Output channel Out

Figure 5.19 Top-level board diagram

output value either to 0 V or to 5 V. This way, two output
ranges are possible: 0 V to 10 V and 5 V to +5 V. Output
range selection is carried out through software. The RS232
interface allows the board to communicate with a com-
puter or with another board of the same kind or even with
a different peripheral, such as a radio modem or another
kind of wireless transceiver. The board needs a dual ±15 V
power supply or higher. Voltage regulation is carried out
on-board. In case the output channel is not used, the board
can function from a simple 9 V battery. In this case, only
the input channels and the serial port will be operational.
With suitable software, in this mode the board could, for
example, still work as a controller and drive an actuator
through a wireless link (for example, a radio modem con-
nected to the serial port). The microcontroller works from a
3.3 V power supply. A 25 MHz quartz crystal provides the
chip with a stable and accurate clock source. Finally, the
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JTAG interface is used for downloading the software into
the flash memory of the chip and for debugging purposes.
A software tool from Cygnal, along with a serial-to-JTAG
converter (a small and inexpensive black box), provides
programming and in-system real-time debugging facilities.
Figure 5.20 is a photograph of the fuzzy controller board.

5.4.2.2 Wireless Module

This printed circuit board hosts a microcontroller, a RF
transceiver, a RS232 interface and some analogue signal
conditioning hardware. The microcontroller is an Analog
Devices ADuC812 or any other pin-compatible device, such
as the newer fast core version, which is 12 times faster. The
microcontroller embeds some flash memory, which allows

Figure 5.20 Photograph of the board
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in-field firmware downloading. The RF transceiver is an
Aurel XTR-869 hybrid module. This module is a low-level
radio module that provides access to a wireless channel
in the 869 MHz frequency band (ISM (Industrial, Scien-
tific and Medical) band). Use of this band is licence-free.
The peak over-the-air bit rate is 100 kbps, but the module
requires balancing zeros and ones in the range from 20% to
80%, or the receiver will not be able properly to demodulate
the incoming signal. The simplest way to accomplish this is
to use Manchester encoding, which ensures a 50% balance
between zeros and ones. Unfortunately, this also means a
50 kbps over-the-air bit rate. Some analogue conditioning
hardware is on-board and allows software-selectable anti-
alias filtering thanks to digital potentiometers that can alter
the filters’ passbands.



6
Experimental
Verification

6.1 INTRODUCTION

In spite of the significant progress achieved in the dynamic
analysis of structures in recent years, there remains a
strong need for the experimental evaluation of structural
performance. This chapter presents meaningful develop-
ments performed in laboratory testing of large structures
under dynamic loads and attempts to recognize the major
research trends in this area. Emphasis is given to earth-
quake engineering applications but most considerations
can be easily extended to the wider field of vibration
mitigation.

Experimental testing of structures is undergoing deep
changes motivated by a variety of reasons. Progress in
advanced seismic design specifications is certainly one of
them. Performance-based design requires that engineers
have a comprehensive knowledge of the structural system
performances and notably gain access to complete data on
material behaviour in the non-linear range and on energy
dissipation mechanisms. This approach addresses a shift
towards a more scientifically oriented design process with

Technology of Semiactive Devices and Applications in Vibration Mitigation Fabio Casciati, Georges
Magonette and Francesco Marazzi © 2006 John Wiley & Sons, Ltd
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emphasis on more accurate characterizations and predic-
tions, often based on a higher level of technology than has
been used in the past.

Another key element that strongly pushes research
towards non-traditional areas is the rapid advancement
of technologies related to earthquake and wind engineer-
ing. Many new approaches to hazard mitigation based on
novel equipment are in progress and need to be endorsed.
Smart materials and intelligent structures, advanced sen-
sors, remote sensing, supercomputing power, wireless
communication, structural control technologies, etc., pro-
vide not only an unprecedented opportunity for improving
vibration risk control, but also some new tools for solu-
tions to better understand damage that cannot be solved
by traditional approaches. To this end many research pro-
grammes have been extended to support the development
of new technologies to prevent adverse vibration effects
and more generally to control the movements of large
structures such as building and bridges. Relevant contri-
butions are currently made in full/large-scale testing of
structures effectively protected by base isolation or energy
dissipation devices.

More recently, the introduction of semiactive devices
has stimulated the development of advanced on-line test-
ing techniques with substructuring able to validate their
dynamic characteristics as well as to verify the overall per-
formance of their control laws applied to a realistic struc-
ture. Semiactive devices, as their name implies, fill the
gap between purely passive and fully active vibration con-
trol systems and offer the reliability of passive systems,
yet maintain the versatility and adaptability of fully active
devices. Many of these systems can operate on battery
power alone, providing advantages during seismic events
when the main power source to the structure may fail. Also,
because semiactive devices cannot inject energy into the
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structural system, they do not have the potential to desta-
bilize the system. Recent works have indicated that semi-
active control systems, when appropriately implemented,
achieved significantly better results than passive control
systems and demonstrate significant potential for control-
ling structural responses to a wide variety of dynamic
loading conditions. These factors explain the considerable
interest in the practical implementation of these systems for
protection of civil infrastructures against earthquake and
wind loading or, more generally, for vibration mitigation.

As illustrated in Chapter 3, examples of semiactive
devices include variable-orifice dampers, variable-friction
dampers, adjustable tuned liquid dampers and controllable
fluid dampers:

Many applications combine passive and semiactive sys-
tems. A typical example is the hybrid isolation system con-
sisting of friction pendulum sliders or Teflon sliders and
semiactive fluid viscous dampers. The semiactive dampers
behave as linear viscous dashpots in which the damp-
ing coefficient may be continuously modulated between
an upper and lower bound. The dynamic response of the
building structure is monitored and utilized within a feed-
back control system to determine the optimal value of the
damping coefficient.

6.2 THE CHALLENGES OF PERFORMANCE-BASED
DESIGN IN STRUCTURAL TESTING

There is a widespread consensus about the need for
developing design methods based on performance objec-
tives rather than on strict practical rules (Pinto et al. 2004).
A performance-based approach defines the performance
required for a structure, as opposed to prescriptive
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approaches, which describe one design solution consid-
ered acceptable. In a prescriptive approach, the detailing is
specified for each part of the structure, so that the result-
ing structural assembly does possess some minimum (yet
not explicitly defined) performance attributes. On the other
hand, the performance-based approach is concerned with
what a structure is required to provide, rather than pre-
scribing how it should be designed, detailed and con-
structed. In other words, the performance-based approach
is the practice of thinking in terms of objectives as opposed
to means. Performance-based approaches are best suited to
the interests of the owners, because performance, in terms
of loss of property, contents and operation, is the only
requirement the owners are able and willing to look at.

Moreover, there is a general conviction about the fact that
a fully performance-based approach would result in more
economic structures (where economy includes, besides the
cost of construction, the costs associated with damage and
limitation/disruption of occupancy), without limiting the
possibility of adopting new materials, technologies and
design methods.

The European scientific community can already rely on a
suite of norms, such as the Eurocodes, which explicitly state
the fundamental requirements in terms of performance.
However, even though based on performance-based fun-
damental requirements, the Eurocodes are still far from
allowing for a fully performance-based design. In earth-
quake engineering, for instance, four performance levels
are generally thought necessary to characterize the struc-
ture fully in terms of performance, whereas Eurocode 8,
the Eurocode dealing with the seismic design of structures,
explicitly accounts for only one level (life safety). Another
level is referred to in the objectives, namely the objective
of limiting structural and non-structural damage resulting
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from frequent seismic events. This level, however, is con-
sidered only by limiting the overall deformations. More-
over, most of the design process is still based on strength
rather than deformations, in spite of the generally accepted
evidence that deformations, rather than forces, affect the
behaviour of buildings and structures. The main reason for
the discrepancy between the objectives (which are, even
though not in a quantitative fashion, expressed in terms of
performance) and the design rules (which are almost exclu-
sively specified in terms of prescriptions) remains with
insufficient knowledge of the performance parameters and
criteria.

The scientific community is currently tackling the defini-
tion, harmonization and cross-correlation of standard and
new performance parameters, so that requirements could
eventually be specified in terms of those parameters, and
new design methods could be developed. In the meantime,
prescriptive design rules are maintained, and practice and
experience, rather than explicitly quantified performance
criteria, control the design process. Even though the situ-
ation is acceptable in the case of normal structures, this is
certainly not the case for structures with special devices, for
which practice and experience are not sufficient to justify
prescriptive rules and to drive the engineer in the design
process. For these structures, the definition of performance
parameters and criteria is more urgent, and this can only
come from a research effort based on experiments. How-
ever, new problems arise when conducting experiments
to meet the requirements of investigations aimed at the
definition of performance criteria.

Research activities are based on a combined use of
numerical simulation and experimental data. If not avail-
able in the literature, experimental data must be obtained
by means of appropriate testing activities. For typical struc-
tural problems, the data that are needed are usually limited
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to a particular phenomenon which is not sufficiently under-
stood, or to a single structural component which is inno-
vative, or designed and detailed with new methods. The
experimental set-up can therefore be limited to a simple
component or subassembly, in general with no need to
test a complete structure. In such cases, the choice of the
experimental technique is not particularly important, and
the simplest solution, to perform a cyclic test, does meet
the scope.

This is not the case for most of the problems relating to
performance-based design. For such problems, the perfor-
mance parameters can hardly be defined at the different
levels (cross-section, component, storey or subassembly,
complete structure), and their correlation is a substantial
part of the problem to be tackled. For this reason, the
minimum set-up is quite often a large mock-up, or even
the complete structure. Unfortunately, for structures which
cannot be treated as a single degree of freedom, cyclic test-
ing can hardly be used. The adoption of more advanced
testing techniques, such as shaking table or pseudody-
namic (PsD) testing, often becomes necessary (Williams
2001). The choice of the most appropriate testing techniques
could become even more difficult when the structure is
equipped with special devices, because of the conflicting
requirements for testing the structure itself and the device.
The possibilities offered by the substructuring capabilities
of the PsD method are considered below.

6.3 BASE-ISOLATED BUILDINGS AND BRIDGES

As engineers move towards the acceptance of performance-
based seismic design specifications, they are more likely
to consider the application of advanced technologies for
protecting their structures.
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To a limited degree, this has already occurred for pas-
sive structural control systems. In particular, a number of
structures use passive fluid dampers for absorbing seismic
energy either within the framing of the structure or within
a base isolation system (Sorace and Terenzi 2001).

The concept of introducing a base isolation system to
reduce the vibration transmitted to floors and neighbour-
ing equipment is well established (Figures 6.1 and 6.3). It is
one of the most widely implemented and accepted seismic
protection systems (Naeim and Kelly 1999). This technique
mitigates the effects of an earthquake by essentially decou-
pling the structure and its contents from potential dan-
gerous ground motion, especially in the frequency range
where the building is most affected. The aim is simultane-
ously to reduce inter-storey drifts and floor accelerations
to limit or avoid damage, not only to the structure but also
to its contents, in a cost-effective manner.

Figure 6.1 Building structure protected by a hybrid seismic
isolation system
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Figure 6.2 Bridge protection system (installed at the top of the
piers)

Typically the basic elements of a practical system include
(Figure 6.2):

1. A flexible mounting (passive sliding isolation bearings)
so that the period of the total system is increased suffi-
ciently to reduce the response.
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2. A damper or energy dissipater so that the relative dis-
placement between the structure and the ground can be
controlled to a practical level.

3. A method of providing rigidity under low service loads,
for example wind and minor earthquake.

Such systems offer a very reliable and cost-effective
approach to mitigate the effects of strong earthquake-
induced ground motion. In principle they are quite effec-
tive for controlling the response of structures since the

Figure 6.3 Bridge equipped with protection devices
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bearings increase the fundamental period of vibration,
resulting in a reduction of spectral acceleration, while the
dampers limit the displacement response at the isolation
level. However, concerns about the effectiveness of passive
base isolation systems under various types of seismic exci-
tations have prompted further interest in controllable base
isolation (Spencer et al. 2004).

In fact, passive systems may not perform well under a
variety of earthquakes. As for the performance issue, it is
apparent that passive isolation systems are limited in their
ability to respond in an optimal fashion to a wide variety
of earthquake ground motion characteristics. For example,
a structure may be prone to typical short-period ground
motion from a far-field source and to long-period pulse-
like ground motion from a near-field source. These two
ground motions induce significantly different demands on
the seismic isolation system. Another aspect is reported by
(Johnson et al. 1998): when isolated structures are designed
for extreme earthquake events, the isolation may be much
less effective for more frequent moderate earthquakes. An
isolation system that can adapt in an optimal fashion to
different types of ground motions may exhibit superior
performance compared with a passive isolation system that
has been designed with a particular type of ground motion
in mind. Studies by (Makris 1997) have demonstrated the
potential advantages of a semiactive seismic isolation sys-
tem for near-field pulse-like ground motion. In addition to
the near-fault problem, researches by (Sadek and Mohraz
1998a) have indicated that the acceleration response of
multi-storey structures with semiactive hybrid isolation
systems can be reduced while simultaneously limiting the
displacement response.

Because an optimal design of base isolation systems
depends on the magnitude of the design-level earthquake
that is considered, ideally, to be effective during a wide
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range of seismic events, an isolation system should be
adaptable. Isolation based on semiactive devices has been
shown effectively to protect structures against large earth-
quakes, without sacrificing performance during the more
frequent, moderate seismic events. Further advantage of
using variable dampers acting at the isolation interface
derives from the observation that beyond certain damping
values, increasing the isolation damping value increases
the superstructure response. Therefore, a controlled damp-
ing system, according to an optimization criterion, may
produce better reduction effects. There are currently a
wide variety of semiactive control elements for application
within hybrid seismic isolation systems (for example, see
(Symans and Constantinou 1998)).

These base isolation systems are typically composed of:

1. conventional low-damping elastomeric bearing or
Teflon–stainless-steel bearings, operating as sliders; and

2. semiactive dampers, such as variable-orifice fluid
dampers, magnetorheological fluid dampers (Spencer
and Sain 1997) or friction dissipation devices (Dorka
et al. 1998; Taucer 2005).

The latter are connected to the base floor to provide opti-
mal control of the superstructure response in terms of
maximum drifts and accelerations. The real-time structural
parameter adjustment is applied according to an optimal
control algorithm monitoring the system state from an
observation and sensory system.

Bridges for elevated roads and rail tracks are essen-
tial parts of the lifelines in a country; their protection
against loads that could cause catastrophic collapse is of
paramount importance. Quite often a bridge is designed
such that it does not collapse after a severe event, while
the associated damage may prevent the use of the bridge
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for a long period of time. This usually has a dramatic effect
on transportation and communications within the affected
region and, more often, on crucial emergency response.
Modern vibration control technology, especially in the
form of semiactive control, offers the possibility of keeping
bridges serviceable, even after very strong earthquakes.

A research programme on bridge protection with semi-
active devices was undertaken in the framework of the
EC-ECOLEADER TASCB Project (HPRI-CT-1999-00059)
and is documented in (Dorka 2003; Rodellar et al. 2003;
Rodellar et al. 2004). In this study a 150 m, three-
span bridge was considered. At the joints between
the columns and the superstructure, controllable friction
devices (CFDs), designed by Dorka, were applied in par-
allel to elastomeric bearings. The control objective was to
attenuate transversal vibrations of the structure by means
of these devices. The CFD used during the experimen-
tal testing campaign was made up of a friction element
consisting of two steel plates and a set of bronze inserts.
One of the steel plates serves as a guide for the bronze
inserts, while the other plate represents the sliding surface,
sand-blasted and in contact with the inserts. Although the
device itself has an ideal elasto-plastic behaviour, elastic
joint stiffness after sliding is guaranteed by parallel elas-
tomeric bearings. An easy adjustment of the friction force
is accomplished by gas pressure. Quite different force–
displacement characteristics, including viscous damping,
can be achieved. The gas pressure can be manipulated by
a control algorithm. Since no external energy is needed
for controlling the dynamic behaviour of the structure,
other than for the adjustment of the gas pressure, this con-
cept belongs to the family of semiactive control devices.
This application is better documented at the end of this
chapter.
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6.4 SUPPLEMENTAL DAMPING DEVICES

Some types of structural protective systems may be imple-
mented to mitigate the damaging effects of natural haz-
ards. The basic role of passive energy dissipation devices
when incorporated into a structure is to absorb or con-
sume a portion of the input energy, thereby reducing
energy dissipation demand on primary structural members
and minimizing possible structural damage. Unlike seismic
isolation, however, these devices can be effective against
wind-excited motions as well as to earthquakes. These sys-
tems work by absorbing a portion of the input energy that
would otherwise be transmitted to the structure itself.

Consider the following energy conservation relationship:

E = Ek + Es + Eh + Ed (6.1)

where

E is the total input energy from environmental forces;
Ek is the absolute kinetic energy;
Es is the recoverable elastic strain energy;
Eh is the irrecoverable energy dissipated by the struc-

tural system through inelastic or other inherent forms
of damping;

Ed is the energy dissipated by structural protection
systems.

One can see that the demand on energy dissipation through
inelastic deformation can be reduced by using structural
protection systems. As a consequence, many innovative
concepts for structural protection have been suggested and
are at various stages of development. Such supplemen-
tal damping devices protect a structure by increasing its
energy dissipation capacity. They work by absorbing a por-
tion of the input energy to a structure, thereby reducing
energy dissipation demands and preventing damage to the
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primary structure. This effect is achieved either by conver-
sion of kinetic energy to heat or through the transfer of
energy among vibration modes.

A first method commonly used to protect a structure uti-
lizes a brace frame system to resist external forces such as
wind and seismic activity. A common configuration con-
sists of a preloaded friction shaft rigidly connected to the
structural bracing. Operation in the brace is controlled by
the preload on the friction interface, which in turn can
be actively regulated through commands generated by the
controller during earthquake or severe wind excitation. In
another possible configuration, all forces and loads act-
ing on the building will be transferred through the beams
through the “K” braces to base resistance (see Figure 6.4).

A second method of energy dissipation incorporates
dynamic vibration absorbers, such as tuned mass dampers
(TMDs), tuned sloshing dampers (TSDs) or tuned liquid
column dampers (TLCDs). As in a TMD, the TSD uses the
liquid in a sloshing tank to reduce the resonance of the

Figure 6.4 Structures protected by a brace frame system to
resist external forces
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structural system; the length of the sloshing tank is altered
to change the natural frequency of the liquid damper. Sim-
ilarly, in a TLCD, the moving mass is a column of liquid
that is driven by the vibration of the structure; the damper
works by maintaining an optimal damping condition using
a variable orifice in the tuned liquid column.

In the design practice, an earthquake with predicted
intensity is usually assumed, and a passive damper sys-
tem is designed according to this intensity. As a result, the
dampers may perform well under earthquakes of the pre-
dicted intensity, but may not perform well under others.
It is for this reason that the concept of variable dampers
is introduced to improve the performance of the whole
structural system. For example, a friction damper provides
a structure with the damping effect in response to the dis-
placement. Since the damping effect is given by forming a
hysteresis it is of great significance how to set the damper
slipping or yielding level. In this respect it is desirable to
alter the slipping level so as to form an appropriate hys-
teresis regardless of the intensity of seismic excitation. The
slipping level is therefore to be properly controlled by reg-
ulating the clamping force applied on the interface of the
friction damper in real time, so that the damper may be
activated for earthquakes with arbitrary intensities.

Recently, efforts to develop these concepts into work-
able technology have increased significantly and semiac-
tive control systems have attracted a great deal of attention.

6.4.1 Implementation Issues

A wide variety of issues must be addressed to achieve the
successful implementation of a semiactive protection sys-
tem, but an essential topic to cover from the beginning of
the study is the need for clear demonstrations of signif-
icant performance enhancements over that which can be
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achieved by passive isolation or energy dissipation sys-
tems. Passive systems, such as the ones illustrated at the
beginning of this chapter, are generally capable of signifi-
cant response reductions over conventional seismic design
approaches. In addition, they are reputed for their reliabil-
ity in the sense that they have no hydraulic, mechanical or
electrical power requirements. As a result of these prop-
erties, passive systems are quiet well accepted within the
structural engineering community as evidenced by their
relatively diffused use within buildings and large infras-
tructures. Once the performance levels of semiactive sys-
tems are shown clearly to exceed that of passive systems,
a number of other implementation issues must be faced.
Examples of some of these issues include:

1. Experimental characterization and development of a
numerical model to simulate and study in detail the
semiactive systems.

2. Development of robust control algorithms for operation
of the semiactive system.

3. System integration issues where by the protected struc-
ture, the semiactive system, the sensor responses and the
control hardware/software are considered as a whole
in the design process.

4. Reliable and long-life power sources for operation of the
semiactive control elements.

5. Development of robust semiactive control elements that
will correctly react when called upon after remaining
dormant for extended periods of time.

These issues must be considered inside a general pro-
cess that aims to assess the behaviour of a complete struc-
ture by taking into account the study of those components
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that are critical in controlling and determining the struc-
tural response. For example, in building structures, the
behaviour of beams and columns in the vicinity of joints
plays a key role in determining earthquake response, while
protection devices, when used, can control the overall seis-
mic performance of the structure. In this context, we will
examine below the experimental researches that are cur-
rently under development to establish adequate and effi-
cient procedures to test protection devices without disso-
ciating them from the protected structure.

6.5 EXPERIMENTAL METHODS IN STRUCTURAL
DYNAMICS

For each type of civil structure (reinforced concrete,
masonry, steel/concrete composites, etc.) it is intended to
identify and fully characterize the minimum number of
materials/elements from which a realistic structure can be
built: beams, columns, shear walls, infill panels, floor slabs,
etc. Then, it is necessary to determine how these elements
interact when used together in subassemblies, that is to
characterize the behaviour of joints and connections. To
this end, basic tests are conducted to capture the progression
of damage and to obtain the information needed to model
the behaviour of the subassembly in a computer program.
They are performed to calibrate numerical models to be
used to predict numerically the behaviour of the complete
structure. Finally global tests are conducted to investigate
the response of complete structures and demonstrate dam-
age modes and failure propagation, with particular atten-
tion given to the energy absorption and margins available
between first damage and ultimate collapse. At this level
the application of protection techniques including passive
or semiactive devices can be analysed in detail. Global



160 EXPERIMENTAL VERIFICATION

tests are generally needed to verify the adequacy of a com-
plete structure, or of a particular construction method (for
instance, with new materials, construction processes), or
of a design method including supplementary protection
devices or not. They will also be used to calibrate global
computer models so that the test results can be supple-
mented by extensive sensitivity and parametric studies.

At each of the three levels of material/element, sub-
assembly and full structure – it is required to identify the
most appropriate tests and variables while reducing the
possible range of parameter values to the minimum neces-
sary. A survey of the techniques used in dynamic testing
of structures is provided in (Williams 2001) including free-
vibration tests, monitoring of ambient vibrations, harmonic
excitation tests, shaking table tests, quasi-static tests and
PsD tests.

Essentially, two complementary methods are currently
applied to simulate the effect of earthquakes on structural
mock-ups:

• Small- or medium-scale models are tested, in a laboratory
environment, by using a shaking table. More information
can be found in (Taucer 2005).

• Full-scale (or large-scale) models are tested in selected
sites (in a region prone to either wind or earthquake
excitation) or in a laboratory specially equipped with a
large reaction wall and specialized in on-line testing or
PsD methods (Taucer 2005; Negro and Magonette 1998).

Both approaches have their respective advantages and
drawbacks. For earthquake testing a shaking table could,
in principle, give the best simulation. The test on a shaking
table has the advantage of being dynamically similar to a
real earthquake event, but it suffers from at least two severe
drawbacks. First, the amount of power needed to move
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the mock-up and the table in real time is such that only
reduced scale models can be tested, but making reduced
models which have dynamic structural behaviour fully rep-
resentative of real large-scale structures is unfortunately
not possible. Scale effects are very important in civil engi-
neering structures, primarily because of the material used.
Thus the behaviour of reinforced concrete, particularly in
the non-linear regime, is determined by, for example, the
aggregate size and the cracking of concrete and the bond
between it and the reinforcing steel bars; none of these
factors can be scaled readily. Similarly, in steel structures
difficulties arise when attempting to scale the behaviour
of bolted or welded joints. Secondly, the test on a shak-
ing table is essentially an open-loop process and does not
allow following in time the degradation behaviour of the
structure with sufficient accuracy.

Hitherto, full-scale dynamic testing of structures has
been restricted to on-site measurements on real structures
subjected to dynamic loading from, say, traffic excitation,
a nearby explosion, a real earthquake or by means of an
eccentric-mass vibrator. This may allow a direct measure-
ment of the vibration eigen-frequencies, as well as (if the
duration of the motion is sufficiently long) a rough assess-
ment of the corresponding mode shapes. These techniques
are generally used to monitor the progression of damage
in endangered structures. The data obtained through the
monitoring of ambient vibration are of little importance in
earthquake engineering, owing to the difficulty in corre-
lating the exciting actions with the recorded motion and
to the low level of the actions themselves. However, since
earthquakes are uncontrolled in terms of time, location,
intensity and repeatability, it is not appropriate to include
the measurements obtained from instrumented structures
among the experimental techniques.
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A reaction wall can be used for full-scale testing to
apply only quasi-static cyclic loading because of the limited
hydraulic supply rate of a typical system. Consequently,
in order to simulate the dynamic inertia forces, special
techniques, such as the PsD method, described in the next
sections are required. In this context, rate-sensitive mate-
rials pose further problems for the PsD method because
the tests are performed comparatively slowly; furthermore
there is some load relaxation during a step. However, work
is in progress towards improved algorithms and more con-
tinuous loading to smooth and accelerate the tests, thus
reducing these errors.

6.5.1 Shaking Tables

Modern shaking tables are complex systems consisting of
a platform which can move in all six degrees of freedom
under the control of servo-hydraulic actuators. The prime
function of a shaking table is to reproduce accurately, in
the laboratory, the true nature of earthquake input to a
structure, which is fixed to the table. The growing interest
and sensitivity in structural dynamics (shocks, vibrations
and earthquakes) called for new requirements to the exper-
imentation and to the associated testing equipment, mainly
with respect to the enhancement of the quality and relia-
bility of the simulation. During the last few years many
efforts were devoted to the enhancement of shaking table
control by implementing advanced controllers to ensure
an accurate reproduction of dynamic loads (Stoten 2002)
and remove unwanted movements of the table, particularly
the rotational (roll, pitch and yaw) components. Although
small, they made a significant contribution to the response
of the tested structure. This significant progress lies in the
fact that economic provision of seismic resistance requires
that use be made of energy-absorbing characteristics of the
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construction materials. The structure is designed to follow
a progressive deformation caused by failure of individual
redundant members, but not to suffer either sudden or
complete collapse.

The main specific field of application of shaking table
testing refers to structural engineering research and to
qualification of products. The main advantage of the shak-
ing table resides in its inherent capability of reproducing
the real dynamic phenomenon as it acts on the structure
under study: that means real-time excitation of the struc-
ture and reproduction of the spectral distribution of the
input. This aspect is in fact very important when consider-
ing the effects of a correct application of the dynamic load
on the behaviour of materials or structural elements sensi-
tive to the rate effect (for example, polymer isolation mate-
rials, viscous shock absorbers or many semiactive devices).
Another appealing feature of most modern shaking tables
is their capability to reproduce a dynamic load simultane-
ously in several directions. This allows, in many cases, a
better reproduction of the excitation phenomenon. An ulte-
rior element of peculiarity of the shaking table testing is
the capacity to reproduce structural phenomena of fatigue,
which is an important aspect, in general, in the study of the
behaviour of construction materials, dissipation devices or
in the qualification of industrial products. Owing to these
specific features, the shaking table technique is currently
widely utilized in the following areas:

• The area of civil constructions: in the most recent appli-
cations special attention was dedicated to the study and
validation of design assumptions, of strengthening and
repairing techniques for masonry and reinforced con-
crete structures, and to the characterization, qualification
and validation of seismic isolation and risk mitigation
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systems, obviously including, besides the classic pas-
sive devices, the most advanced semiactive protection
devices.

• The area of industrial protection: shaking table testing
is oriented both to the applied research in support of
industries in the study, production and application of
innovative materials and components, and to the quali-
fication of the industrial products, as a tool for certifying
their compliance with the technical and quality require-
ments imposed by standards and regulations. Among the
most interested are the transportation, telecommunica-
tion, energy distribution and nuclear power industries.

Shaking tables are especially well adapted for the veri-
fication of structures equipped with semiactive protection.
The algorithm controlling the semiactive device is based on
the real response of the protected structure, and in partic-
ular on its displacement and velocity at the location where
the control device is applied. Moreover the dissipation
principle of the device is often based on a viscous mech-
anism, whose characteristics strongly change with time,
being regulated at each instant by the opening of a valve
orifice. Finally the intervention of the devices is affected
by their coupling when two or more devices are applied
to the same structure; the simulation of this working envi-
ronment justifies the testing of a suitable physical model
of the structure (Figure 6.5).

Concerning drawback and future trends, in most cases
the size limitations of the table dimensions require the con-
struction of physical test models with strongly reduced
scale ratios compared with the prototypes. The reliability
of the results, which could be extrapolated, is a matter
of discussion as a consequence of the complex similitude
laws, which necessarily must be adopted. The development
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Figure 6.5 Protected mock-up tested on the NTUA-Athens
shaking table

of new materials (namely, composite materials) and tech-
nologies (namely, seismic energy absorbers) with strongly
non-linear behaviour, and the new design concepts recom-
mended by the design codes which allow the use of materi-
als working largely beyond their elastic limits, have further
modified the needs of the experimental approach, making
necessary a reorientation of the technologies towards the
verification of the real structures and, therefore, obliging
the abandonment of the model with strong scale ratios in
favour of the full-scale prototypes.

6.5.2 On-line Testing

The on-line test method (commonly called the pseudody-
namic test method) is a hybrid test technique which com-
bines the numerical integration of the equations of motion
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of a complex structure, condensed to a reduced number of
degrees of freedom (DOF), and the experimental measure-
ment of the reaction forces resulting from the application
of this motion to the structure. The numerical simulation
of the inertial forces allows a dynamic test to be performed
in a dilated time scale and thus to use reduced hydraulic
power. As a consequence, it is possible to determine exper-
imentally the response of a full-scale specimen subjected
to seismic loading. Because most of these tests can be car-
ried out quasi-statically, the corresponding methodology
is commonly designated as the pseudodynamic (PsD) test
method.

Owing to their very large size, civil engineering struc-
tures of strong interest, such as bridges, seem to exceed
the PsD capabilities. Continuous research efforts in recent
years have made it possible to extend the PsD field of
application – at least when the behaviour of a part of the
structure can be represented analytically – by introduc-
ing the substructure technique. Taking advantage of the
hybrid character of the PsD method, this technique com-
bines the numerical simulation of the analytical parts of
the structure, referred to as the analytical structure, with
the effective laboratory testing of the remaining parts of
the structure, referred to as the experimental structure. It
is well suited for bridges since their largest component, the
deck, can be modelled by most finite element software: only
the piers, whose dimensions remain reasonable in many
cases, are tested in the laboratory. A further advantage
of the substructure technique, which is again well suited
for bridges, is the possibility to study situations where the
seismic excitation is asynchronous or of different intensity
from pier to pier (Pinto 2002). However, in its original form
the “conventional” PsD method suffers from an important
limitation: the computed displacement at each time step
is imposed by means of ramps followed by hold periods,
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which means that the actuator motion is stopped when the
test specimen reaches the target displacement so that the
reaction force can be measured and the next target displace-
ment computed. This procedure often introduces spurious
relaxation in the structure because the hold period can be
of the order of some seconds.

In the last few years, many laboratories have been
involved in the development of the new “continuous”
PsD testing method. The continuous PsD testing (PsD test-
ing without the hold period) avoids the problem of load
relaxation and consequently improves the quality of the
results strongly (Pegon and Magonette 1999). Furthermore
it allows a considerable reduction in the duration of tests
carried out on large structures and is particularly well
suited to perform high-speed (or real-time) tests with sub-
structuring. This last property designates this technique
as an ideal tool for semiactive device verification. Further
details are given in the next sections.

6.5.2.1 The Conventional PsD Method

The basic assumption in the PsD test method is that a
discrete-parameter model that has only a finite number of
degrees of freedom can represent the dynamic behaviour of
the structure. The equations of motion for such an idealized
multi-degrees-of-freedom model can be expressed in terms
of a system of second-order ordinary differential equations
which, in matrix form, reads

Ma�t� + Cv�t� + r�t� = f�t� (6.2)

where M and C are the mass and damping matrices, a�t�
and v�t� the acceleration and the velocity vectors, r�t� the
structural restoring force vector and f�t� the external force
vector applied to the system.
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Various types of loading can be used. Impact, hydro-
dynamic, aero-elastic and other loads may be considered
by formulating the appropriate equations of motion. In
the simplest case of seismic loading, a planar structure
is excited by a single lateral ground acceleration, giving
f�t� = −M�1�g�t� where �1� is a vector of ones and g�t�
is the ground acceleration. The equations of motion (6.2)
are integrated on-line using a step-by-step numerical time
integration method.

Generally the methods applied in PsD testing belong
to the Newmark family. In the Newmark algorithms it is
assumed that

Mam+1 + Cvm+1 + rm+1 = fm+1 (6.3)

dm+1 = dm + �Tvm + �T 2
[(

1
2

− �

)
am + �am+1

]
(6.4)

vm+1 = vm + �T
[
�1 − ��am + �am+1] (6.5)

in which am+1	 vm+1 and dm+1 are the acceleration, velocity
and displacement vectors, respectively, at time equal to
�m + 1��T ; and � and � are parameters selected by the
user for stability and accuracy. When � is zero the method
becomes explicit, and by setting � = 0 and � = 1/2, the
popular central difference scheme can be recovered.

The formulation (6.2) permits tests to be performed with
a single horizontal component of motion. The PsD method,
however, can easily be extended to non-planar struc-
tures subjected to multiple-component fixed-base excita-
tions (Shing and Mahin 1984). Inertia and viscous damping
forces are modelled analytically, a relatively straightfor-
ward matter compared with obtaining the non-linear struc-
tural restoring forces which are measured experimentally
because of the virtual impossibility of modelling them
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accurately. The process automatically accounts for the hys-
teretic damping, due to inelastic deformation and dam-
age to the structural materials, which is usually the major
source of energy dissipation.

To simulate the earthquake response of a structure (see
Figures 6.6 and 6.7), a record of the ground acceleration
history of an actual or artificially generated earthquake
is given as input data to the computer running the PsD
algorithm. The horizontal displacements in the building
floors (where the mass of the structure can be considered to
be concentrated) are calculated for a small time step using
a suitable time integration algorithm.

These displacements are then applied to the test structure
by servo-controlled hydraulic actuators fixed to the reac-
tion wall. Load cells on the actuators measure the forces

Ground acceleration g

gm

dm

gm+1

dm+1

gm+2

ΔΤ

Earthquake time scale

Structural displacement d

hold period ramp period

PsD Test time scale

PsD loop: (at time mΔΤ)
Compute the external force: f  

m

Measure the restoring force: r 
m

Compute am and vm

Compute the displacement: d 
m+1

Increment m

Send the displacement target to
the controllers

Move the structure to dm+1

Wait for the end of the ramp period

Go to PsD loop

Figure 6.6 Schematic procedure of the conventional PsD
method
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Figure 6.7 Implementation of the conventional PsD procedure

necessary to achieve the required storey displacements and
these structural restoring forces are returned to the com-
puter for use in the next time step calculation.

Because the inertia forces are modelled, there is no need
to perform the test on a real time scale, and this allows
very large models of structures to be tested with only
a relatively modest hydraulic power requirement. In this
sense, PsD tests are complementary to the more conven-
tional shaking table tests that are done in real time but
are restricted to components or small-scale models of large
structures. The structural idealization that corresponds to
the discretized model (6.2) is not expected to introduce
severe limitations since the number of DOF can be large
enough to capture the dynamic behaviour accurately. The
dynamic properties can in fact be accurately modelled
since a consistent mass formulation can be used. The only
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concern is about the numerical representation of damping
forces. In Equation (6.2) damping forces were introduced
as purely viscous. In practical cases, damping forces do
not depend on velocity alone and moreover no rational
technique to compute a damping matrix exists. Compared
with real-time testing techniques, the PsD method is there-
fore expected to allow only a crude simulation of viscous-
damping forces. However, it has to be stressed that in the
non-linear regime, most energy is dissipated through hys-
teretic damping – which is properly represented, since the
actual restoring forces are measured in the specimen – so
that the accurate representation of viscous-damping forces
is no longer important (Shing and Mahin 1984).

The experience gained so far has shown that it is the
attention to the PsD method’s experimental implemen-
tation that ultimately leads to good results (Magonette
and Negro 1998). The effects of experimental errors are
much more severe in PsD testing than in other testing
methods. The experimental feedback errors can in fact
propagate in the numerical computations. Incorrect dis-
placements imposed on a test structure result in erro-
neous force feedback, and the errors in the force feedback
lead to erroneous displacements computed in the next
step. As a consequence of error propagation, the results
of a PsD test can become unreliable, even though the
experimental errors produced at each time step are rel-
atively small. Measurement and control errors tend to
have a cumulative effect and in some cases these have
been seen to dominate the response. In particular, sys-
tematic errors can induce unbounded error growth due
to the spurious energy introduced into the system, which
tends to excite artificially the higher vibration modes of
the structure. Nevertheless, by applying modern control
technologies, very accurate PsD tests can be achieved.
Details on the implementation of the PsD technique
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implemented at the European Laboratory for Structural
Assessment (ELSA) of the Joint Research Centre (JRC)
of the European Commission are given in (Magonette
1991).

A last concern is related to the strain-rate effects. The
tests carried out according to the PsD method are per-
formed on a much extended time scale: one spreads out
over a long time period (more than 1 hour) the shocks gen-
erated in 10 seconds by a real earthquake. In a PsD test, the
structure is loaded quasi-statically, that is at a speed low
enough to neglect inertial effects. The time interval actually
required to apply the displacement increment correspond-
ing to each time step is subdivided into two phases: a ramp
period and a hold period. During the hold period, the
restoring forces developed by the specimen are measured
and fed back to the algorithm to compute the response
at the next time step. The expansion of the time scale –
which is not constant, owing to the variability of the ramp
period – is by two or three orders of magnitude. Such a
controlled simulation makes it possible to implement com-
plex models, reproducing with precision the conditions of
an individual earthquake, and to observe progressively the
distortions undergone by the structure, and in particular
the appearance of cracks. It also offers the possibility to
complement the experimental model with other structural
parts modelled numerically and introduced in the con-
trol loop through a substructuring technique. This is very
useful for testing very large civil engineering structures
such as bridges for which it is unrealistic to build a com-
plete model.

In principle, the behaviour of a structure in a PsD test
differs from its actual dynamic response owing to the dif-
ferent rates of loading. Most structural materials exhibit
strain-rate-dependent mechanical properties. These effects,
however, vary from one material to another. Generally,
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the larger the strain rate, the higher the strength. Since
in PsD testing deformations are imposed quasi-statically,
the structure is somehow made artificially weaker. Even
though the behaviour of most materials at different strain
rate has already been reported, the assessment of the
importance of strain-rate effects in PsD testing is not
straightforward. The most effective way to assess the
importance of strain-rate effects is to carry out compara-
tive tests. This is systematically done at ELSA whenever
a large-scale test is being prepared. The means for this
assessment is provided by a comparison of the records of
the real-time snap-back tests (performed by pulling the test
structure against the reaction wall) and of the PsD simula-
tion of the free vibration. This exercise has been performed
for steel structures, reinforced concrete structures, as well
as masonry structures.

At this point, it must be emphasized that in spite of its
limitation related to strain-rate effects, the PsD technique
was applied successfully to the testing of a five-storey
steel structure isolated by means of high-damping rubber
bearings and of a two-storey reinforced concrete struc-
ture equipped with rubber viscoelastic dampers (Williams
2001). As regards seismic isolation by rubber bearings or
energy dissipation by rubber devices, although the strain-
rate effect cannot be taken into account at the experimental
stage, it can be taken into account in the numerical part
of the method. A standard procedure for the PsD test-
ing of large-scale models of base-isolated structures has
been developed and validated at ELSA. In the proposed
procedure a correction function is inserted into the PsD
algorithm to allow for strain-rate effects in the isolators. To
this end, the measured force is multiplied at each integra-
tion step by a correction factor corresponding to a given
percentage of the forces in the isolators.
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6.5.2.2 The Continuous PsD Method

As stated before, the conventional PsD procedure requires
considerable time to complete a test, because pauses in
driving the test machines must be set to adjust the actuators
to the right positions and to acquire instrument readings.
Moreover, the pauses in driving produce discontinuities in
the structural velocity and prevent the smooth movement
of the structure.

The quality of the PsD tests achieved at ELSA has been
improved by applying a technique called continuous PsD
testing (PsD testing without hold period), which avoids
the load relaxation problem and allows a considerable
reduction in the test duration. In the conventional PsD test
procedure, the actuator motion is stopped when the test
specimen reaches the target displacement (hold period) so
that the reaction force can be measured and the next target
displacement computed. Instead of stopping the actuator,
in continuous PsD testing, the servo-controller moves the
actuator in such a way that the specimen follows very
accurately the target displacement (due to the lack of dis-
continuities in the motion). The force is measured at every
control sampling period and the equations of motion are
integrated “on the fly” (without hold period) at the con-
trol sampling rate. The next displacement is determined
and the motion proceeds without any interruption. This
has been achieved by incorporating the central difference
algorithm (to solve the equation of motion) into the digi-
tal controller of the electrohydraulic system in place of the
displacement target generator.

One significant departure from the conventional PsD sys-
tem is that in the continuous PsD technique (see Figure 6.8),
for each gm discrete value of the ground acceleration
sequence (g) read from the acceleration file, a sequence
of N acceleration values gm

n is computed by interpolation
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Figure 6.8 The continuous PsD procedure

between gm and gm+1 (that is, gm
0 	gm

1 	 
 
 
 	 gm
n 	 
 
 
 	 gm

N−1).
After computation of these N intermediate acceleration
values, the PsD procedure is computed N times at the
sampling rate of the controller performing N sub-steps in
one conventional PsD step. As shown in Figure 6.8, the
basic sequence used in the continuous PsD test system
remains the same as that used in the conventional PsD test.
That is, at sub-step n of step m, this sequence proceeds as
follows:

1. gm
n is read and the external load is computed.

2. The restoring forces rm
n are measured.

3. The equations of motion are solved by direct integra-
tion; the displacements are computed and used as target
displacements by the control algorithm. The actuators
drive the test structure to the target position.
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4. Wait for the end of the control sampling time �t (typi-
cally 2 ms), and then go to step 1.

Considering a base acceleration file recorded with a sam-
pling time �T and a controller (solving the equations of
motion and the servo-control algorithms) running with a
sampling time �t, the time scale expansion factor (�) of the
PsD test is given by: � = �N�t�/�T . For a continuous PsD
test performed on large-scale multi-DOF structures, one
may have N = 1000, �t = 2 ms, �T = 5 ms giving � = 400,
which means that 1 second of the real earthquake takes 400
seconds in the test.

In the PsD sequence described here, the reaction force
vector is measured at the sampling rate of the controller
(typically 500 or 1000 Hz). This procedure not only gen-
erates a smooth displacement of the structure, but also
performs a noise filtering of the load measurements with
respect to a conventional PsD test in which far fewer mea-
surements enter in the algorithm. Moreover, the results
of exploratory tests conducted on a three-storey, one-bay,
full-scale (10.4 m high) steel frame (Figures 6.9 and 6.10)
have shown that this procedure enabled the test speed to
be improved by a factor ranging from 10 to 20 (depend-
ing of the inertial mass present in the test specimen). It
should be noted that, in the PsD test under dynamic load-
ing, the force measured by the load cell includes an inertial
force �2 times smaller than the real inertial force so that
it is usually disregarded. When the mass of the test struc-
ture is large, and � lower than ≈ 10, this inertial effect
should be taken into account when solving the equation of
motion.

Continuous PsD testing increases the loading rate
and drastically reduces stress relaxation phenomena.
It is particularly useful for the study of structural
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Figure 6.9 Multidimensional PsD tests on a three-storey, full-
scale building at the European Laboratory for Structural Assess-
ment (ELSA)

Figure 6.10 Large strong floor and reaction wall at ELSA
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components made of materials exhibiting velocity-
dependent behaviour.

6.5.2.3 The PsD Technique with Substructuring

In spite of the potential of the PsD technique, direct test-
ing of very large civil engineering structures raises the
problems of mock-up size and of the number of DOF to
be controlled, so that one may exceed the experimental
capabilities. In addition, the lateral load resistance of many
structures is governed mainly by certain critical compo-
nents that suffer the most severe inelastic deformations
during a strong earthquake. In such cases, it may be inef-
ficient, uneconomical and unnecessary to test the entire
structure. It is, however, possible to overcome these diffi-
culties with the PsD method by introducing the substruc-
turing concept used in computational dynamic analysis.
In this case, different portions of a structure are grouped
into substructures that are treated separately for conve-
nience in implementation as well as for computational
economy. Considering that the PsD test is in fact a numer-
ically controlled process based on equation (6.2), one can
readily form the idea that only that part of the specimen
which has complex hysteretic behaviour may be fabri-
cated and tested in the laboratory, whereas the remaining
parts are handled only within the computer. By means
of substructuring techniques, the displacements that are
imposed on the test structure are obtained by solving the
equations of motion of the global system, while the restor-
ing forces of the portions that are not subjected to exper-
imental testing are provided by numerical models (see
Figure 6.11).

In order to avoid iterative solutions and the correspond-
ing load oscillations of numerical origin, explicit integra-
tion schemes are normally used to perform conventional
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- Critical parts of the
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Figure 6.11 PsD testing with substructuring

PsD tests. In PsD substructuring, the number of DOF of
the structure is likely to be large. Thus, when the explicit
integration scheme is used the time interval applied has to
be very small to meet the constraint of stability and this
could make the experiment impracticable. Recently, several
unconditionally stable implicit and mixed implicit–explicit
integration schemes have been successfully implemented
for substructuring tests (Nakashima 1999). Among them, it
was found that the mixed explicit–implicit operator split-
ting (OS) method, originally proposed by (Hughe et al.
1979) and successfully implemented for substructuring PsD
tests, is very suitable for incorporation into many existing
dynamic response analysis codes using implicit integration
procedures.
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Figure 6.12 Testing of shear wall using the PsD method with
substructuring

Two sample applications with substructuring features
are illustrated in Figures 6.12 and 6.13. The three actuators
shown in these figures can be configured in a number of
ways to test full-size, storey-high shear walls and columns,
scaled models of large bridge columns, storey-high braced
frames, beam column subassemblies, base isolation pads,
and passive or semiactive control devices.

There are several other applications where the PsD sub-
structuring concept can be applied efficiently and econom-
ically. For civil buildings with base isolation, for which
the behaviour of the superstructure itself is known (base
isolation preventing non-linearity from taking place in the
upper structure), the test set-up can be limited to two bear-
ing units, the rest being modelled numerically. Moreover,
most structural specimens that have been tested in the
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Figure 6.13 Testing of bridge columns using the PsD method
with substructuring

past did not include the flexibility effects of the supporting
soil and foundations. Substructuring would be useful to
account for such flexible boundary conditions.

It is evident that substructuring brings substantial versa-
tility to the PsD test method. However, its applications are
not without limitations. It should be understood that the
reliability of the PsD test results directly depends on the
realism of the analytical substructure. Furthermore, care
must be taken to apply realistic boundary conditions at the
interface DOF. In some cases, control of the boundary may
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render an experiment impractical to perform. The substruc-
ture PsD method has become particularly appealing for the
experimental evaluation of structures incorporating addi-
tional dampers or equipped with base isolation (Molina
2002), and certainly presents a high potential for the exper-
imental evaluation of modern protective systems involving
passive and semiactive energy dissipation devices.

To extend the applicability of the continuous PsD
method to fast on-line substructuring tests, the integra-
tion schemes, control algorithm and hardware architecture
need to be upgraded as explained in the next section.

6.5.2.4 High-speed Continuous PsD Testing on
Components

Many laboratories are currently developing systems capa-
ble of performing high-speed continuous PsD tests, aiming
to measure accurately the response of structures contain-
ing velocity-dependent devices. The general proposal is for
an advanced dynamic testing facility in which the critical
section or component of a structure is tested at full or large
scale (and possibly in real time) by reproducing the forces
and displacements imposed on it by the surrounding struc-
ture modelled numerically. Usually such a development
implies a very significant upgrading of the control systems
of our experimental facility and includes:

• The implementation of a system coupling the substruc-
turing technique and the continuous PsD technique per-
formed at high speed.

• The implementation of a servo-controller algorithm
which retains an extremely low tracking error when the
structure is loaded at high rate.
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In PsD tests, accurate displacement control has been found
to be of prime importance to ensure reliable response; oth-
erwise, displacement error propagation and eventual severe
distortion in response will prevail in the test. Moreover, in a
test applied to a structure with a highly velocity-dependent
restoring force, accurate velocity control is also a necessity
to measure the restoring force accurately. Unfortunately, the
parameters of the tested object are poorly known and the
controllers operate in environments where unpredictable
large-system-parameter variations and unexpected distur-
bances are possible. In such situations, the usual fixed-gain
PID control must be improved to achieve the requested per-
formance in the entire range over which the characteristics
of the system may vary. Very often, full-state feedback or
adaptive control algorithms are suggested to achieve the nec-
essary accuracy in both displacement and velocity of the
servo-hydraulic actuators and guarantee an accurate PsD
simulation.

Moreover, when multiple actuators are used to test
components, synchronization between individual actuators
needs to be accomplished. This requires additional refine-
ment in the architecture of the control system. Because of
the very high speed needed for computing and communi-
cating, the computational capacity of the controllers must
be increased and an advanced communication system must
be designed, assuring the “strong coupling” of all the con-
trollers. Specific hardware is currently in development in
many laboratories to tackle this problem.

Such new experimental facilities enable dynamic tests of
critical components to be coupled with a numerical model
of the superstructure. Because of the very high comput-
ing speed needed, it is not yet possible to calculate the
required displacement increment directly from a non-linear
analysis except in the simplest cases. Instead, an equiva-
lent linearized model is created, which takes as input any
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applied forces or displacements together with measured
forces from the test specimen and generates the required
displacements to be imposed on the specimen.

System robustness as well as hardware and software
reliability are assessed in several laboratories where multi-
DOF substructuring tests were initially executed on sim-
ple mechanical set-ups (see, for example, Figure 6.14) in
preparation to more complex tests on structures including
rate-sensitive devices and components such as passive or
semiactive isolators or energy dissipation systems.

(a)

(b)

Figure 6.14 Experimental set-up for rubber bearing character-
ization and PsD test with substructuring
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Most often, prototype testing systems are constructed
by modifying existing experimental set-ups with particular
attention being paid to the actuator dynamics and actuator
response delay compensation. This is because the dynamic
characteristics of hydraulic actuators inevitably include a
response delay which is equivalent to negative damping
in a fast hybrid experiment. In order to compensate for
this delay (Horiuchi and Nakagawa 1996) proposed that
the desired position of the actuator be predicted using a
polynomial fit of previous displacements. Typically a third-
order polynomial is used since it has good stability prop-
erties whilst maintaining a low computing overhead. The
system was applied successfully to real-time on-line tests of
a few model structures treated as up to four DOF systems,
with one DOF tested and the others treated numerically
using the substructuring technique. The system designed at
the University of Oxford (Williams 2001) has some features
in common with that reported by Horiuchi and Nakagawa,
but is ultimately more powerful since it includes non-linear
behaviour both within the test specimen itself and in the
computer model of the surrounding structure.

The testing systems developed in these interesting
exploratory researches have the following features in com-
mon: they pertain to the class of apparatus referred to as
“real-time hybrid testing systems”, and they are designed
to perform real-time tests on single devices, with the
rest of the structure modelled numerically. The actuator
delay compensation is based on prediction techniques and
remains strongly dependent on the characteristics of the
installation and of the structure under test.

In general the standard substructuring technique, as
shown in Figure 6.15, is readily applicable to fast hybrid
testing and most of the applications share a common sub-
structuring strategy, but the numerical schemes may differ
from one installation to another depending mainly on the
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Figure 6.15 Standard substructuring technique

servo-control performances and the sophistication of the
numerical model. The basic procedure is described below.

The equations of motion for the experimental and numer-
ical substructures shown in Figure 6.15 can be expressed as[
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(6.6)

and[
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]
+
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rA
I

rA

]
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0

fA

]
+
[−p

0

]

(6.7)

in which the subscripts E and A denote the DOF internal to
the experimental and numerical substructures, respectively,
and I denotes those at the interface nodes. The equations of
motion for the complete structure can be recovered by com-
bining these two equations with the elimination of the inter-
face force p.
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As explained before, in a fast on-line test it is essential
to solve the equations of motion within the sampling inter-
val of the servo-control system so that the computation of
the displacements can make use of the most recent mea-
sure of the reaction forces of the experimental substruc-
ture. This may not be possible when the number of DOF
of the numerical substructure is large or if non-linearities
are modelled. It is often advantageous to condense out the
internal DOF in the analytical structure and to avoid the
insertion of strong non-linearities on the analytical sub-
structure. Currently many studies are on course to avoid
such drawbacks. In (Pegon and Magonette 2002; Pegon
and Magonette 2005) it is highlighted how the speed of
the numerical computation can be significantly enhanced
by implementing the substructuring method in a paral-
lel computing environment. This literature also proposes
formulations that can be easily expanded to accommo-
date multiple experimental and analytical substructures for
multi-site distributed tests.

Before proceeding further it must be noted that, because
of dynamic loading, the fast PsD test is expected to lose two
of the most significant benefits that we enjoy from the PsD
test based on quasi-static loading, namely the opportunity
of careful observation and testing on a large size. In this
sense, the fast (real-time) PsD test must not be regarded as
a means of superseding the quasi-static PsD test, but rather
as one promising extension to the variety of PsD testing
methods (Nakashima 1999).

6.6 ASSESSMENT OF STRUCTURAL CONTROL
DEVICES

The development of reliable and economic structural
protection systems is in continuous expansion and the
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demands for their experimental verification are increasing
consequently. The protection devices may be passive, semi-
active or active, and respond to displacement, velocity or a
combination of both to mitigate the vibrations of structures
caused by dynamic loads, such as wind, earthquake, traf-
fic, pedestrians, etc. Cyclic tests are commonly performed
initially to characterize the device behaviour but a full val-
idation requires the simulation of realistic dynamic loads
and the accurate reproduction of the real boundary con-
ditions. Tests satisfying such requirements can be success-
fully achieved by applying the on-line testing method with
substructuring described previously.

Figure 6.16 illustrates an example where a component
(circled in the figure) is tested in laboratory to assess its
functionality and performance. In the top left of the figure
the complete structure is shown. In the analysis the com-
plete structure is split into two substructures, a structural
subassemblage (physical specimen) of one element tested
in the laboratory and a numerical model simulating on a
computer the dynamic behaviour of the remaining part of
the structure. The interface nodes are the linking points
where the forces and displacements are common to both
substructures. The interaction between the two substruc-
tures is achieved in the numerical scheme solving the
equations of motion for the experimental and analytical
substructures.

It is emphasized that the success of this testing method
depends mainly on the following factors:

1. The ability to represent adequately the structural
response of the numerical part of the structure, espe-
cially when considering non-linear behaviour.

2. The ability to design a testing rig capable of simulating
the boundary conditions between the tested component
and the part of the structure simulated numerically.
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3. The ability to control accurately the performance of tests
carried out at high speed (possibly in real time) on
velocity-dependent devices.

Recently, many on-line tests with substructuring have
been successfully performed on passive devices, in partic-
ular for base isolation of building structures equipped with
high-damping rubber bearings or steel yielding devices.
This methodology, initially developed for passive devices,
was extended to include its application to semiactive device
assessment. It is now a valid and cost-effective approach
to validate the effectiveness of full-scale semiactive devices
and related control strategies without having to test the
whole protected structure.

Figure 6.17(a) represents the cross-section of a 150 m
long, three-span bridge protected with controllable friction
devices (CFDs) installed in parallel with elastomeric bear-
ings mounted at the top of the piles. This design was stud-
ied and tested under the EC-ECOLEADER-TASCB Project:
“Testing of Algorithms for Semiactive Control of Bridges”
(Dorka 2003; Rodellar et al. 2004; Taucer 2005). The con-
trol objective was to mitigate transversal vibrations of the
structure by means of these protection devices. The CFD
analysed during the experimental testing campaign con-
sists of two steel plates, a set of bronze inserts and a pres-
sure chamber acting on the bronze inserts. One of the steel
plates serves as a guide for the bronze inserts, while the
other plate interfaces the sliding surface with the head of
the bronze inserts. The amount of friction can be modu-
lated by varying the normal force acting on the bronze
inserts by means of the pressurized gas chamber.

Quite different force–displacement characteristics can be
achieved. The gas pressure can be manipulated by a control
algorithm. Since no external energy is needed for control-
ling the dynamic behaviour of the structure, other than for
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(a) Finite element scheme of the bridge with CFDs and elastomeric bearings

(b) Schematic view of the protected bridge
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Figure 6.17 Railway bridge protected by CFD devices

the adjustment of the gas pressure, this concept belongs to
the family of semiactive control devices.

Another important aim of the project was to assess and
compare semiactive control strategies applied to a realis-
tic bridge structure subjected to severe earthquake ground
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motions. For this purpose, the on-line test method with sub-
structuring was used, allowing a realistic nearly full-scale
test without having to build a physical model of the bridge.

The bridge structure was modelled analytically, as
shown in Figure 6.17(b), while the CFD1 and the associated
control system, shown in Figure 6.18, were tested experi-
mentally.

In the example considered here the elastic analytical part
was modelled by small-size mass, damping and stiffness
matrices. The initial, complex, finite element model was
condensed to a few DOF to obtain small-size matrices with
the aim of solving the equations of motion in a very short
time. Under these conditions it was possible to perform
the test in real time and to characterize the isolation sys-
tem fully by imposing its predefined loading histories and
testing it in realistic seismic conditions taking into account
the actions of the protected substructure.

Figure 6.18 Controllable friction device (UHYDE-f-Br)

1 These CFDs (referred to as UHYDE-f-Br) were designed and devel-
oped by Professor Uwe Dorka (coordinator of the TASCB Project) who
reserves all the rights protected by a patent.
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Figure 6.19 The testing set-up used for CFD characterization
and on-line testing

The experimental test set-up is shown in Figure 6.19. The
CFD is placed between two fixed steel plates with the lower
part of the device free to slide on a Teflon plate and with
the upper part rigidly connected to the upper steel plate.

The results of the characterization of the devices are
shown in Figure 6.20 (Bosi 2003) in which cyclic loading
has been imposed with an internal pressure of respectively

Figure 6.20 Adaptive friction device characterization results
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20, 40, 60 and 70 MPa. This almost elastoplastic behaviour
is practically not altered by the loading velocity.

The device is used to isolate a structure which, in this
case, is the bridge shown in Figure 6.21. Since the structure
(and location of isolators) is symmetrical, only half of its
construction was considered in the test. Anticipating the
use of isolators working at the top of the piers mainly
in shear, elastomeric supports were used to support the
weight of the deck under static conditions and to realign
the deck following a seismic event. The structure (and the
elastomeric supports) was modelled using finite element
beams and plates, statically condensed on 20 appropriately
selected DOF (Rodellar et al. 2004; Taucer 2005). Thus, the
analytical substructure is characterized by its stiffness K,
damping C and mass M matrices. For the first time, only
the configuration in which a CFD was mounted at the top
of the external piers was considered.

Assuming that the value of the actuator force is mea-
sured by the load cell at the level of the CFD and that the
isolator connects the fourth and the sixth DOF, the cen-
tral difference algorithm is implemented as illustrated in
Figure 6.22 (Bosi 2003).

The CFD was first tested with a constant pressure of
60 MPa. Under these conditions it behaves as a passive fric-
tion device. Figure 6.23 shows the seismic response of the

Figure 6.21 The bridge to be isolated
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Figure 6.22 On-line testing algorithm with substructuring

specimen (for 30% of the seismic input) in terms of dis-
placements, for different values of the time scale expansion
parameter, � (� = 5, � = 3, � = 2 and � = 1). The maximum
stroke of the actuator during the test was approximately
10 cm. Figure 6.24, which plots the logarithm of the error
with respect to the logarithm of � (with a slope close to 2),
shows that the displacement error increases with increas-
ing speed of test execution.

From this test two important conclusions can be stated:

1. Accurate real-time subcomponent tests with a substruc-
ture are feasible.

2. The error tends to increase quadratically with the veloc-
ity of the test.



196 EXPERIMENTAL VERIFICATION

50

40

30

20

10

–10

–20

–30

–40

–50

0

0 2 4 6 8 10 12 14 16 18 20

di
sp

la
ce

m
en

t (
m

m
)

time (s)

Figure 6.23 Displacement time history

0.70.6

0.6

0.8

1.0

0.50.4

0.4

0.30.2

0.2

1.2

–0.2
0.10

0.0

Log(λ)

L
og

(e
rr

or
)

Figure 6.24 Logarithm of the error versus the logarithm of �



ASSESSMENT OF STRUCTURAL CONTROL DEVICES 197

While the previous analysis refers to the passive
behaviour of the CFD, it is quite interesting to note that
the experimental set-up and on-line testing procedure can
be immediately employed to assess its semiactive proper-
ties as well as to verify the robustness and reliability of
the control algorithm implementation. In fact the semiac-
tive control algorithm can be inserted in sequence with the
on-line procedure described in Figure 6.25. At each step
of the integration of the motion equations, the current val-
ues of the relative displacement, speed and acceleration are
available as input variables for the control algorithm. At
this point an optimal value of the device control variable
can be computed and applied to the command hardware

Figure 6.25 Fast on-line testing with substructuring for semi-
active (SA) devices and control system assessment
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after conversion in electrical value by a digital-to-analogue
converter. This implementation is extremely flexible for
performing a complete verification of the semiactive con-
trol system as well as for testing the physical device over
a very large range of operational conditions.



7
Stability and Foreseen
Developments

7.1 PRELIMINARY CONCEPTS

In structural control systems where no external energy is
introduced in the system no instability can appear owing
to the damping in the system. Nevertheless time delays,
which influence the performance of the system, can be
present. This leads in general, with an increasing delay, to
unstable systems or systems which damp excitations very
slowly. Of course, systems which are very slow to return
to the equilibrium are less desirable than others which
return quickly. Therefore it might be interesting to have
not only the qualitative statement that the control system is
stable, but also some quantitative results about the velocity
with which the system returns to the initial position after
excitation.

For linear control systems there exists an extended math-
ematical theory, whereas for non-linear systems the theory
is far from being complete. A newer development which
tries to use the results from linear systems to approxi-
mate non-linear systems is the method of piecewise linear
systems. In this method the state space is divided into a

Technology of Semiactive Devices and Applications in Vibration Mitigation Fabio Casciati, Georges
Magonette and Francesco Marazzi © 2006 John Wiley & Sons, Ltd
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number of subsets, where the dynamics of the system is
linear.

7.1.1 Stability of Linear Differential Systems

Consider an n-dimensional linear differential system in the
form

ẋ�t� = �x�t� (7.1)

with � an n × n matrix.
In the case of controlled systems, this matrix also

accounts for the control in the form u�t� = �x�t�. The prob-
lem of stability of the system is related to the location of
the zeros of the characteristic function p��� of the matrix
� given by

p��� = det��In −�� = �n +trace����n−1 + · · · + det�
(7.2)

Here In denotes the n-dimensional unity matrix. The zeros
�1� � � � ��n of this polynomial which are also the eigen-
values of the matrix � determine the solutions of the
differential system in Equation (7.1). All solutions x�t� of
the homogeneous system have in the case of simple zeros
the form

x�t� =
n∑

i=1

aie
�it (7.3)

If all eigenvalues �1� � � � ��n of the matrix � have negative
real parts, the system is asymptotically stable. If at least
one of the eigenvalues has a positive real part, the system
is unstable. The case when the maximal values of the real
parts of the eigenvalues are equal to zero needs special
consideration.
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7.1.2 Stability of Linear Delay Systems

In the case of a linear differential equation system with one
time delay �, the system has the form

ẋ�t� = �x�t� +�x�t − �� (7.4)

with � and � n × n matrices. In the case of control systems
usually � is the control, that is the control has the form
u�t� = �x�t − ��. The characteristic function f�z� of such a
system is then given by

f�z� = det�zIn −�− e−z��� (7.5)

This function is a sum of a polynomial P�z� and a poly-
nomial Q�z� multiplied by powers of exp�−z��. Such a
function is called a quasi-polynomial. It can be shown that
under some regularity conditions and if all zeros are sim-
ple, all solutions of the differential equation system (7.4)
have the form

x�t� =∑
j∈�

aje
	jt (7.6)

with � = 
z� f�z� = 0�, the set of zeros of f�z�, and the aj

complex constants.
In the case of multiple zeros, the solutions for these zeros

�i are of the form P�t� exp��it� with P�t� a polynomial in t
whose minimal order is the multiplicity of the zero �i

minus one. So also in this case the stability of the system
can be established if one can show that there are no zeros
with non-negative real parts.

7.1.3 Piecewise Linear Systems

Piecewise linear systems are a way to model approximately
non-linear systems by dividing the state space into a num-
ber of regions where the system has a linear behaviour.
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Such systems were introduced by (Sontag 1981). A mono-
graph treating them is (Pettit 1995). Further results on them
can be found in (Pettit and Miur 1997), (Yfoulis et al. 1998)
and (Manavis et al. 1998). The basic idea is to divide the
state space into a number of disjoint sets S0� S1�    � Sn in
which the system shows a linear behaviour. For each region
Si there is the corresponding affine linear dynamics:

ẋ�t� = �ix�t� +�iu�t� + ci x�t� ∈ Si (7.7)

where x� u� ci ∈ �n and �i��i ∈ �n×n and Si ∈ S. The con-
trol input u�t� is assumed to be linear in the form

ui�t� = Fix�t� + gi�t� x�t� ∈ Si (7.8)

where Fi ∈ �n×n and gi ∈ �n. Then the closed-loop system
has the form

ẋ�t� = ��i +�iFi�x�t� + ��igi + ci� x�t� ∈ Si (7.9)

In the following, to outline these concepts a simplified form
is considered where �i ≡ �� ci� gi ≡ 0 and Fi ≡ I with In

the n-dimensional unity matrix. In this form the closed-
loop system has the form

ẋ�t� = ��+�i�x�t� (7.10)

7.1.4 Stabilization of Piecewise Linear Systems

The stabilization of piecewise linear systems can be related
to the decay of suitably chosen Lyapunov functions1. As

1 This section, as the previous one, summarizes some findings by the
third author and Dr. Karl Breitung. They were published during the
time the latter author spent at the University of Pavia (1999–2003).
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an example a simple two-dimensional system is studied.
Details of the methods and the obvious generalizations
can be found in the references cited above. Consider now
a central rectangular region S0 surrounded by a ring R
(Figure 7.1). The rectangle S0 is defined by

S0 = 
−c1�1 ≤ x1 ≤ c1�1�−c2�1 ≤ x1 < c2�1� (7.11)

with c1�1� c2�1 > 0. The surrounding ring of the four regions
is defined by

S1 = 
c1�1 ≤ x1 ≤ c1�2�−c2�1 − ��x1 − c1�1�

≤ x2 < c2�1 + ��x1 − c1�1��

S2 = 
c2�1 ≤ x2 ≤ c2�2�−c1�1 − �−1�x2 + c2�1�

≤ x1 < c1�1 + �−1�x2 − c2�1��

S3 = 
−c1�2 ≤ x1 ≤ −c1�1�−c2�1 + ��x1 + c1�1�

≤ x2 < c2�1 − ��x1 + c1�1��

S4 = 
c2�1 ≤ x2 ≤ c2�2�−c1�1 + �−1�x2 + c2�1�

≤ x1 < c1�1 − �−1�x2 + c2�1�� (7.12)

S2

S0 S1S3

S4

Figure 7.1 A ring domain
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Here c1�2 > c1�1 > 0 and c2�2 > c2�1 > 0 and � = �c2�2 −
c2�1�/�c1�2 − c1�1�. On the ring R one now defines a scalar
function V�x� by

V�x� = max
j=1�2

[
max

(
xj − cj�1

cj�2 − cj�1
�− xj + cj�1

cj�2 − cj�1

)]
(7.13)

This is called a RP-Lyapunov function (Ring Polyhedral)
(Figure 7.2).

In each of the sectors S1�    � S4 one has for
the function: V�x� = x1−c1�1

c1�2−c1�1
for x ∈ S1�V�x� = x2−c2�1

c2�2−c2�1
for

x ∈ S2�V�x� = − x1+c2�1
c2�2−c2�1

for x ∈ S3�V�x� = − x2+c2�1
c2�2−c2�1

for x ∈ S4.

Figure 7.2 A simple example the RP-Lyapunov function
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One can see that:

• 0 ≤ V�x� ≤ 1 ∀x ∈ R,

• x is on the outer boundary of R if and only if V�x� = 1,

• x is on the inner boundary of R if and only if V�x� = 0.

As one can see, this function is linear in each of the four
regions S1�    � S4. If one can choose the control forces in
such a way that V�ẋ� < 0 always for all points in the ring
R, then the path will lead down from a point in the ring
to the inner boundary of the ring. This function is now
taken as a Lyapunov-like function. With bi denoting the ith

row of the control matrix ��t� the stability conditions take
the form:

• ẋ1 < 0 ⇔ �a1 + b1�x�t���T · x�t� in S1

• ẋ2 < 0 ⇔ �a2 + b2�x�t���T · x�t� in S2

• ẋ1 > 0 ⇔ �a1 + b1�x�t���T · x�t� in S3

• ẋ2 > 0 ⇔ �a2 + b2�x�t���T · x�t� in S4

Further one can consider also the velocity of the
decrease of the RP-Lyapunov function. To an exponential
decrease, one has the condition V̇ �x� < −�V�x� ⇔ V�x�t�� <
V�x�0�� exp�−�t�. To get this decrease of the function, one
has to find control forces which fulfil the following equa-
tions (for appropriately chosen p and �p = ±1):

�pẋp < −�xp ⇔ �ap + bp + �ep�
T · x < 0 (7.14)

where ep = �0� 0�    � 0� 1� 0�    � 0� ∈ �n is the pth unity
vector. Since the functions in the stability conditions are
linear and the domains are polygons, one has to check the
function values only at the corner points of the domains
to see if some chosen control force guarantees stability.
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Finding the minimal control values for stability is a simple
problem of linear programming.

7.2 SEMIACTIVE FEATURES

In Chapter 4, methods of semiactive structural control have
been discussed. In comparison with active control these do
need not much external energy. Compared with passive
control one can get a better performance of the system,
since one can tune its behaviour directly.

The basic idea of semiactive control is to change
some parameters of the structural system to optimize the
behaviour of the system with respect to a control criterion.
The only energy necessary here is the energy for regulating
the devices which modify the parameters of the system.

In general for a single degree-of-freedom (SDOF) sys-
tem there are two parameters which one can vary in this
context: the stiffness and the damping. The first method
is called AVS (Active Variable Stiffness) and the second
AVD (Active Variable Damping). A third possibility is a
combination of both methods.

Let the SDOF system be driven by the classical equation

mẍ�t� + cẋ�t� + kx�t� = f�t� (7.15)

Here m is the mass, c and k are values of damping and
stiffness without control, and f�t� is the external force act-
ing on the system. Using the notation that � is the nominal
damping factor and �0 the natural circular frequency, this
is written as

ẍ�t� + 2��0ẋ�t� + �2
0x�t� = f�t�/m (7.16)
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A semiactive control system varies the values of the stiff-
ness and/or the damping. This can be written as follows:

ẍ�t� + 2��0�1 + �c�t��ẋ�t� + �2
0�1 + �k�t��x�t� = f�t�/m

(7.17)

where �c�t� and �k�t� are now functions of time. The control
action fc�t� on the system can be written in the form

fc�t� = −�2��0�c�t�ẋ�t� + �2
0�k�t�x�t�� (7.18)

Such control systems where parameters of the system can
be varied are called variable structure systems. Here one
has the special case of a bilinear system, that is a system in
the form

ẋ�t� = �x�t� + v�x�t� (7.19)

with v a scalar function of t and the state x�t� of the system
(see (Mohler 1973)). For the case of bilinear systems the lit-
erature on stability is sparse. In (Longchamp 1980), (Ryan
and Buckingham 1983) and (Chen et al. 2002) the stabil-
ity of such systems is examined but without taking time
delays into account. The only article known to the authors
which treats bilinear systems with time delay is about sys-
tems where the switching occurs only in the non-delayed
part (Niculescu et al. 1996). But in semiactive control the
switching of the control parameter usually depends on the
observed delayed system states.

7.2.1 Delay Differential Equations

In a realistic setting the reaction of the control system comes
with a certain delay; that is, the variables which enter in the
control mechanism for switching the system parameters
are not x�t�, u�t� and ẋ�t�, but x�t − ��, u�t − �� and ẋ�t − ��,
where � is the delay time. This delay time is in the region
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of milliseconds for modern semiactive control systems, but
its influence on the performance and stability of the system
cannot be neglected.

Systems without delays can be described by ordinary
differential equations (ODEs) which give in case of Equa-
tion (7.20) an equation in the form

ẍ�t� = −2��0ẋ�t� − �2
0x�t� + f�t�/m

ẍ�t� = F�x�t�� ẋ�t�� f�t�/m� (7.20)

Mathematical modelling of the delays leads to delay dif-
ferential equations (DDEs) which contain not only the val-
ues of the function and its derivatives at time t, but also
the values of the function and its derivatives in the past.
A differential equation in the form

ẍ�t� = F�x�t�� ẋ�t�� x�t − ��� ẋ�t − ��� (7.21)

is a special case of a delay differential equation (for
simplicity here only an equation involving x�t� and its
derivatives and delays is considered). The mathematical
theory of such equations has been developed in the last
few decades ((El’sgol’ts and Norkin 1973; Kolmanovskii
and Nosov 1986)). Unfortunately, not many analyti-
cal solutions are available for such mathematical mod-
els, and many results are more of a qualitative type,
that is giving conditions for stability and non-oscillatory
behaviour.

A further problem in the study of such equations is that it
has been shown that heuristic approximations may lead to
erroneous results. For example, in (El’sgol’ts 1964), p. 191
it is shown that for the delay differential equation

ẋ�t� + ax�t� + bx�t − �� = 0 (7.22)
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the region of stability as a function of the parameters a and
b is different from the stability domain of the approximat-
ing ordinary differential equation

ẋ�t� + ax�t� + b�x�t� − �ẋ�t�� = 0 (7.23)

If one now tries to use Simulink� for studying the stability
of the equation, the results are not always in agreement
with the theory. Figure 7.3 compares the solutions for the
time delay � = 0�2, b = 5 and a = 4�8 (with initial condi-
tion x�−�� = 1) given by Simulink© and the special delay
differential equation solver. Taking higher order Taylor
expansions does not necessarily improve the situation, but

Figure 7.3 The stability regions for � = 0�2: upper figure,
Equation (7.22), lower figure; Equation (7.23)
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it can make it worse. If one considers the delay differential
equation

ẋ�t� = −ax�t − �� (7.24)

with a > 0, the first-order Taylor expansion gives an
approximating ordinary differential equation

ẍ�t� = −a�x�t� − �ẋ�t��

�1 − a��ẍ�t� = −ax�t� (7.25)

which for �a�� < 1 has the solution

x�t� = exp

(
− a

1 − a�
t

)
(7.26)

Taking a second-order Taylor expansion for the delay term
gives

ẍ�t� = −a��x�t� − �ẋ�t� + �2/2ẍ�t���

ẍ + 2�1 − a��

�2
ẋ�t� + 2

a�2
x�t� = 0 (7.27)

This is now an ordinary differential equation of sec-
ond degree and the solution will show an oscillatory
behaviour which is not present in the exact solution and
in the first-order approximation. Indeed, by trying to get
a better estimate for the delayed argument, the order
of the differential equation system has been increased.
Similar problems can appear if higher order extrapola-
tion formulae are used to approximate the process val-
ues in the future, since in the limit these are Taylor
expansions.
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These examples show that in dealing with delay differ-
ential equations, heuristic approaches which work well in
other contexts might lead to wrong conclusions. Therefore
a careful study of the properties of systems modelled by
such equations is necessary.

The influence of delay on a system is not monotonous in
the sense that if a system is stable for a given delay �0 it will
be stable for shorter delays 0 < � < �0. A counterexample
is given in (Kolmanovskii and Nosov 1986), p. 61. If one
considers the delay differential equation

ẍ�t� + 0�25ẋ�t� + x�t� + 0�5x�t − �� = 0 (7.28)

this equation is stable for � = 5, but unstable for � = 1 (see
Figure 7.4).

Figure 7.4 Solutions of Equation (7.28) for � = 5 and � = 1
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7.2.2 Delay in Structural Control

Delay in active control systems has been studied in a num-
ber of papers, see for example the overview in (Agrawal
and Yang 2000).

Let the system be put in the form

ẍ�t� + 2��0�1 + �c�t��ẋ�t� + �2
0�1 + �k�t��x�t� = u�t� (7.29)

In (Palazzo et al. 2001) criteria were derived on how to
choose the values of �c and �k in dependence on the
dynamic behaviour of the system and its structural param-
eters.

Three criteria were considered:

1. Maximization of energy absorbed by the extrastructural
control system.

2. Kinetic energy minimization.

3. Main structure input energy minimization.

The values of �c�t� and �k�t� in Equation (7.29) now have
to be chosen such that they are optimal under the chosen
criterion. From these criteria one can derive two different
control laws, since the second and the third criteria lead to
the same result. This influence on semiactive control will
be studied here. Since the control law is non-linear, it is
not possible to evaluate the effects of delays by studying
the transfer function multiplied by the time delay trans-
fer. Therefore the behaviour in the time domain is studied
here.

To find the numerical solutions of the equations of
motion of the controllers efficient algorithms for integrating
delay differential equations are needed. Such an algorithm
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is the MATLAB program dde23 by (Shampine and Thomp-
son 2000). In the following this program is used for the
numerical study of the controllers and the only case is
treated where the time delay is equal for all variables. How-
ever, the MATLAB software used (Shampine and Thomp-
son 2000) can also handle the case of a set of different
constant time delays for the variables of the equation sys-
tem.

The two control laws derived in (Palazzo et al. 2001)
are modified to take the delay into account. The con-
troller does not use the values of x�t�� ẋ�t� and u̇�t� but
the values of these function at a time point t − � where �
denotes the time lag. So the actual control law in the first
case is

�c�t� = �c�max

�k�t� =
{

�k�max if x�t − ��ẋ�t − �� > 0
�k�min if x�t − ��ẋ�t − �� < 0

(7.30)

and for the second controller is

�c�t� =
{

�c�max if ẋ�t − ��u̇�t − �� > 0
�c�min if ẋ�t − ��u̇�t − �� < 0

�k�t� =
{

�k�max if x�t − ��u̇�t − �� > 0
�k�min if x�t − ��u̇�t − �� < 0

(7.31)

The value of �c�min is usually taken as zero and �c�max ≤
50. For the stiffness the minimal value is again �k�min =
0 and �k�max ≤ 2. In the following the SDOF system with
the semiactive controllers described in Equations (7.30)
is studied. The values are �k�min = 0 and �k�max = 1. For
the parameters of the system it is assumed that �0 =
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10 and � = 0�02. For a stationary sinusoidal excitation
function with frequency � = 5, the responses for delay
times � = 0�05� 0�01� 0�005� 0 are shown in Figure 7.5.
In the case of an excitation during a limited time the
responses are different. Applying the same excitation func-
tion as before, but only during the time interval �0� 2�
and with no external excitation after time t = 2, gives
the responses shown in Figure 7.6. Here the influence of
a relatively large time delay � = 0�05 in slowing down
the return to zero position can be seen. In Figure 7.7,
after time t = 2 a sinusoidal excitation is added with
amplitude 0�1.
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Figure 7.5 Response to sinusoidal excitation sin�5t� in �0� 2�
and afterwards 0�1 sin�5t�
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Figure 7.6 Response to sinusoidal excitation in [0,2]

7.3 CONCLUSIONS

A manuscript covering a topic without omissions results
in a handbook rather than a monograph!

The authors are aware that the six main chapters of
this book are not exhaustive on the topic of semiactive
devices. They covered the topics with which they became
more familiar and provide a rich bibliography allowing the
reader to follow the specific point of view of his/her inter-
est. Nevertheless, one aspect which is absent in the book
requires to be mentioned: the one related to optimization
of the device placement.

As always optimization is an attractive area to the aca-
demic world. Give scientists an objective function and the
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Figure 7.7 Response to sinusoidal excitation sin(5t) on [0,2] and
afterwards 0.1 sin(5t)

relevant constraints, and they will discuss whether or not
the problem is well posed, the existence and uniqueness of
the solution, the properties of the searching mathematical
algorithm, the convergence process and the robustness of
the solution. Several references along these lines can be
found in the scientific literature.

Although such papers may be worth mentioning, the
authors of this book are not convinced that a chapter can
be devoted to these approaches at present. The main rea-
son is that optimal placement requires the construction of
a mathematical model which covers most of the structural
needs but often forgets (or covers by a fictitious noise)
the interaction between the structural systems, the mon-
itoring apparatus and the control devices. In laboratory
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applications, a trial and error process replaces such math-
ematical procedures and provides the designer with the
necessary expertise to operate on real structures. Therefore,
the authors prefer that the reader arrives at the end of the
book convinced that to build up his/her own expertise in
the field is a major feature in the design of a semiactive
control system, much more so than relying on complex
mathematical formulations.





Appendix A
Damping

The phenomenon by which the mechanical energy is dissi-
pated in dynamic systems is called damping. For this rea-
son this book sometimes uses the term damping as synony-
mous to energy dissipation. The damping always generates
hysteretic loops in the force vs. displacement plane. The
loops dissipate energy, either as internal thermal energy or
as structural damage.

It is very important to characterize the damping of a
dynamical system because it allows one to understand
the major mechanisms associated with the mechanical
energy dissipation in the system. A suitable damping
model should be chosen to represent the associated energy
dissipation. Damping values (model parameters) are deter-
mined, for example, by testing the system or a represen-
tative physical model, by monitoring the system response
under transient conditions during its normal operation, or
by analysing the data already available.

A.1 TYPES OF DAMPING

The damping types can be classified as follows:

• Internal damping: this refers to a damping that is inter-
nal to the structure; that is, it is not related to the

Technology of Semiactive Devices and Applications in Vibration Mitigation Fabio Casciati, Georges
Magonette and Francesco Marazzi © 2006 John Wiley & Sons, Ltd
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particular ambient where the structure is placed nor
on the boundary conditions. Its origin can be found
in the material properties of the structural members: it
originates from the energy dissipation associated with
microstructural defects, such as grain boundaries and
impurities, thermoelastic effects caused by local temper-
ature gradients resulting from non-uniform stresses, dis-
location motion in metals and chain motion in polymers.

Several models have been employed to represent the
energy dissipation caused by internal damping. This
variability is primarily the result of the vast range of
engineering materials; no single model can satisfactorily
represent the internal damping characteristics of all mate-
rials. Nevertheless, two general types of internal damp-
ing can be identified: viscoelastic damping and hysteretic
damping.

The first type of internal damping is usually not related
to damage, at least in a first stage. On a “Displacement vs.
Force” (or “Stress vs. Strain”) graph, this type of damping
generates ellipses that are followed clockwise around the
origin (Figure A.1).

For a linear viscoelastic material, the stress–strain rela-
tionship is given by a linear differential equation, with
respect to time. Its coefficients are usually assumed to be
constant. A commonly employed relationship is

� = E� + E∗ d�

dt
(A.1)

which is known as the Kelvin–Voigt model. In Equa-
tion (A.1), E is Young’s modulus and E∗ is a viscoelastic
parameter that is assumed to be time independent. The
elastic term E� does not contribute to damping, and its
cyclic integral vanishes. According to (De Silva 2000),
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τ0

γ

γ0

τ

Figure A.1 “Stress vs. Strain” plot for a viscoelastic material

the damping capacity per unit volume under a harmonic
load of given frequency � is

� = ��E∗�2
max

E2
(A.2)

where �max is the maximum stress caused by the har-
monic load. For modelling purposes, this damping is
usually taken into account in the equations of motion
by adding the term cẋ. The term c is a constant quan-
tity which is derived from the energy dissipated by the
material for each cycle.
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The hysteretic damping is usually related to yielding1

and relative displacements among elements.2 In this case
it is no longer possible simply to add a term in the force
balance of the equation of motion: this type of damp-
ing clearly shows non-linear characteristics. In order to
reduce computation difficulties to an acceptable level, an
equivalent ceq value of the damping coefficient is often
estimated for a given level of excitation and added to the
value c of the viscous damping in order to allow linear
analysis.

• Structural damping: this is a result of the mechani-
cal energy dissipation. This dissipation is caused by
the rubbing friction resulting from the relative motion
between components and by the impacting or the inter-
mittent contact at joints in a mechanical system or
structure. The energy dissipation behaviour depends on
the details of the particular mechanical system. It is
extremely difficult to develop a generalized analytical
model describing the structural damping. The energy
dissipation caused by rubbing is usually represented by
a Coulomb-friction model: the energy dissipation caused
by impacting should be determined from the coeffi-
cient of restitution of the two members which are in
contact.

The common method for estimating the structural
damping is by measurement. The measured values, how-
ever, represent the overall damping in the mechanical

1 Especially for metallic elements, but also for composite elements such
as reinforced concrete structural components. This damping is usually
strictly connected with irreversible damage.
2 This damping can be found in structures made up of several assem-
bled elements, for example composite structures.



WHY HAVE A DAMPING MATRIX? 223

system. The structural damping component is obtained
by subtracting, from the overall damping value, the
values corresponding to other types of damping (such as
the material damping present in the system which should
be previously estimated by environmentally controlled
experiments, previous data, etc.).

This damping originates at the interface between the
structure and its boundaries. It can be found at the bridge
bearings or in the expansion joints, for example.

• Fluid damping: this refers to a damping that is exter-
nal to the structure; that is, it is related to the ambient
where the structure is. Some examples are dissipative
effects due to flow–structure interaction (both with air
and water), soil–structure interaction at the foundation
level and dissipating links between the structure and the
surroundings.

A.2 WHY HAVE A DAMPING MATRIX?

In modal analysis, there is generally no need to express the
damping of a typical viscously damped system by means
of the damping matrix. The damping is more conveniently
represented in terms of the modal damping ratios �n (where
n is the mode index). When the response of the struc-
ture cannot be obtained by superposition of the uncoupled
modal response, however, an explicit damping matrix is
required. This is true if the structure itself is non-linear (for
example, in seismic analysis, where the structure can be
damaged, so the stiffness and the damping are not con-
stant in time) or because there is a need for simulations in
the time domain (for example, when a non-linear model
for the actuators leads one to conduct a non-linear analysis
even for a linear structure).
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A.3 RAYLEIGH DAMPING

The simplest way to formulate a proportional damping
matrix is to make it proportional to both the stiffness and
the mass of the structure. More details about this technique
can be found in (Clough and Penzien 1993).
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