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PREFACE
I decided to work toward my doctorate in economics because I was fasci

nated by the subject of economics and had a professor who truly inspired

me. I especially enjoyed the theory of market structure, in particular

monopoly theory and natural monopolies.

While working on my master’s degree at Indiana University, I was

intrigued by the attempt of the Indianapolis Power and Light Company’s

(IPL’s) attempt to takeover the then Public Service of Indiana (PSI, which

became Cinergy and is now Duke). IPL was sort of the “donut hole,”

serving the metropolis of Indianapolis, while PSI served the surrounding

area (the “donut”). My thinking was that it would be more efficient if

one entity served the entire service territory rather than the two separate

entities (in other words, one served the entire “donut”). Subsequently,

my master’s thesis examined cases in which horizontal mergers between

utilities could be welfare enhancing, which essentially boiled down to cost

modeling and the savings that could be realized from such mergers.

In 1996, the Federal Energy Regulatory Commission (FERC) Orders

888 and 889 were passed. FERC Orders 888 and 889 were implemented

to facilitate wholesale competition in the bulk power supply market. More

specifically, Order 888 addresses the issues of open access to the transmis

sion network, giving FERC the jurisdiction over all transmission issues,

especially pricing. Order 889 requires utilities to establish electronic sys

tems to share information about available transmission capacity. These

are discussed in more detail in the chapter on regulation (Chapter 3).

While thinking about a dissertation topic, I began to study the cost

models that supported the electric industry, which were typically under

some sort of price regulation (since electric utilities were deemed “natural

monopolies,” as discussed in Chapter 2 of this book). What I found was

that these cost models were lacking, not only did they inappropriately

assume that distributed electricity was a single output but they also were

not true cost models in the sense that they did not conform to the proper

ties to which a true cost model should conform (this is discussed in

subsequent chapters). As a result, in my dissertation, I developed an appro

priately specified cost model, which is quadratic in output and detailed in

Chapter 4 and in the case studies presented in Chapters 7 and 8.
ix



x Preface
More recently, I began thinking about the structure of prices and the

appropriate specification of the cost functions employed to model the pro

duction (and distribution) of electricity; that is, a total cost function should

be cubic in output, experiencing regions of increasing, constant, and

decreasing returns to scale. Only in this form can appropriately shaped

average and marginal cost curves result, the latter of which could then

be used to price electricity efficiently, which means that price reflects the

marginal cost of supplying power at a given time. As such, only under

these conditions can the true variable (i.e., marginal) cost of supplying

electricity be estimated, a cost that increases with output, since higher cost

generating units come online to provide service. Figure P.1 displays such a

cost function. This cubic form yields the average and marginal cost curves

depicted in Figure P.2.

Only the proper specification of costs facilitates the appropriate pricing

of electricity that truly incentivizes producers to invest in new generating

technologies and demand side management and consumers to invest in

energy efficiency and become more conservative, so that a real reduction

in greenhouse gases can occur and real climate change is possible. To date,

this is the missing link: This problem is not just a supply side or demand

side issue; it is a fundamental issue, which essentially has been ignored thus

far. And that is the purpose of this book: effecting a real change in the

methodology by which rates are set and costs are modeled so as to precip

itate the changes that need to be made to combat global warming of the

planet on which we live.
C (Y)

Inflection
Point

Total Cost

Y* Y

Figure P.1 An appropriately shaped total cost function. A cost function that is cubic in
output (Y). Y� denotes the inflection point, which is the point at which returns to scale
go from increasing to decreasing.

image of Figure P.1


C = f(Y)

MC = f(Y)
AC = f(Y)

Y* Y

Figure P.2 Average and marginal cost curves. At output levels Y < Y�, increasing
returns to scale are indicated by declining average costs, AC ¼ f(Y). At Y ¼ Y�,
returns to scale are constant (and average cost ¼ marginal cost). Beyond this level
of output, Y > Y�, diminishing returns to production set in (i.e., marginal cost
increases with output) and decreasing returns to scale are experienced.

xiPreface
With all this said, the motivation of this book emanates from my desire

to effect a change in the way that rates are set in the United States (and

possibly in other places that have similarly set rate structures or regula

tions). Having worked for a public utility commission (and a regulated,

investor owned utility), it frustrates me as an economist to see that the true

cost of service is not the mechanism by which rates are set; rather, other

forces (such as politics, demand elasticities, and the ability to hire attorneys

to argue on behalf of their customers, namely industrial users) influence

the rate making process.
SOME BASIC ECONOMIC THEORY

Fundamentally, it has been ingrained in me that consumers (and produ

cers) respond to prices, which should reflect the cost of providing a partic

ular service, in this case electricity. To wit, Figure P.3 depicts the

equilibrium price (P�) and output (Y�), which are set by the interaction

of supply (or marginal cost, MC) and demand.

Granted, we are not discussing a perfectly competitive market. That

being said, this paradigm should not be dismissed outright, as there are les

sons to be learned here. First and foremost, price should always be a func

tion of cost, which is not necessarily the case. It has been my experience in

the electric industry that the price (or the rate charged to end users) has

image of Figure P.2
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Figure P.3 Market equilibrium. My apologies. Basic in nature, this figure merely
represents the laws of supply and demand.

xii Preface
little to do with the cost of providing such service but rather tends to be a

function of other factors, politics among them.

Several years ago, I had the first flavor of the politics of regulation for

electric utilities. As the economist at a state regulatory commission (in a

state with predominately coal fired generation), I struggled to understand

the logic behind the methodology of how rates were set and how costs

were allocated among the various customer classes. I still struggle with this

today, which is expounded on in this manuscript.

The bottom line is that the antiquated methodology under which rates

have been set in the United States (and possibly other countries using the

same rate making processes) are archaic; they do little (if anything) to pro

vide the proper incentives to end users to use energy wisely.
A NEW REGULATORY PARADIGM

With all of this said, I recently attended a conference on climate change

sponsored by the National Association of Regulatory Utility Commis

sioners. There, I was pleased to hear talk of a new “regulatory paradigm,”

which includes a departure from the traditional methodology by which

rates have been set in this country. Needless to say, I was very pleased to

hear this. If we are to achieve a reduction in the amount of greenhouse

gases being emitted into the atmosphere, such a new paradigm must tran

spire; both producers and consumers must be incentivized to pursue

energy efficiency, demand side management, and conservation, in general.

image of Figure P.3


xiiiPreface
Renewable resources must be a part of the generation mix and the way

that investor owned utilities provide returns to shareholders be changed.

Utility investment in renewables (or avoided costs) should allow a higher

return to investors, while those in the fossil fuel fired generation return

a lower return, since the latter produce the very greenhouse gas emissions

that wreak havoc on the environment. Finally, it is time to pay the piper,

and this is everyone’s responsibility.
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lectricity Cost Modeling
OI: 10.1016/B978-1-
Introduction
The issue of global climate change and its consequences has become one of

growing concern in recent years. As a result, there has been an increased

focus on energy efficiency and the development of alternative sources of

energy, particularly renewable resources but also nuclear and clean coal

technologies, such as carbon capture and storage (CCS).1 “Going green”

has become the buzzword of the early 21st century.

As a result, much of the work being performed at utilities is focused on

the potential impacts of conservation and energy efficiency on load fore

casts, resource planning that includes renewable resources and, in the case

of investor owned utilities, shareholder value. What seems to be missing

are well designed rate setting mechanisms that provide the proper incen

tives to consumers to make the appropriate choices in energy efficiency;

in other words, the majority of the methodologies by which electric rates

are set in the United States (and some other countries that regulate the

rates paid by end users) provide neither the proper incentive to consumers

nor the reward for “doing what is right.” The bottom line is that rates are

not based on economic efficiency, which occurs when fixed costs are

recovered via fixed charges (i.e., customer or demand related costs) and

variable costs via the energy charge. Instead, other motivations tend to

guide the rate making process, politics being among them (these are

detailed later and in Chapter 10, “Pricing”).

In the Preface, Figure P.3 displays a market in equilibrium in which the

market clearing price (P�) and output (Y �) are set by the interaction of the

demand and supply (or marginal cost) curves. In this situation, it is clearly

the case that

P� ¼ marginal cost

which, as the introductory economics text books tell us, is both alloca
tively and productively efficient. In addition, marginal cost pricing yields

a welfare maximizing outcome in which both the consumer and producer
gies have the added benefit of not being subject to the price volatility of fossil

rawbacks that include intermittent availability and high initial capital costs.

1
Calculations # Monica Greer, 2011.
85617-726-9.00001-7 Published by Elsevier Inc. All rights reserved.



2 Electricity Cost Modeling Calculations
receive the maximum benefit possible. This is discussed in much more

detail in the chapters on pricing and regulation. But for now, an excerpt

from the section “The Marginal Cost Pricing Doctrine” of Marginal Cost

Pricing for Utilities: A Digest of the California Experience makes this point well.
1.1 THE MARGINAL COST PRICING DOCTRINE

The “marginal cost pricing doctrine” is shorthand for the proposition that

utility rates should be predicated upon marginal costs for the purpose of

attaining economic efficiency by means of accurate price signals. The doc

trine stems from Professor Alfred E. Kahn’s hugely influential two volume

book, The Economics of Regulation (1970 and 1971). Kahn espoused marginal

cost pricing as a means of bringing “economic efficiency” to regulated utili

ties. This pricing would result in “price signals” to consumers of sufficient

accuracy that they could evaluate the appropriate economic level and timing

of their use of utility services. Thus, the buying decisions of consumers is the

means by which the end purpose of economic efficiency would be reached.

Quoting Professor Kahn, normative/welfare microeconomics con

cludes that “under pure competition, price will be set at marginal cost”

(the price will equal the marginal cost of production), and this results

in “the use of society’s limited resources in such a way as to maximize

consumer satisfactions” (economic efficiency) (vol. I, pp. 16–17).

The basis for the theory is clearcut: Since productive resources are lim

ited, making the most effective use of these limited resources is a logical

goal. In a competitive economy, consumers direct the use of resources

by their buying choices. When they buy any given product or buy more

of that product, they direct the economy to produce less of other products.

The production of other products must be sacrificed in favor of the chosen

product.

From this point, marginal cost theory takes a giant step. In essence, it

states that, if consumers are to choose rationally whether to buy more

or less of any product, the price they pay should equate to the cost of sup

plying more or less of that product. This cost is the marginal cost of the

product. If consumers are charged this cost, optimum quantities are pur

chased, maximizing consumer satisfaction. If they are charged more, less

than optimum quantities are purchased: The sacrifice of other, foregone

products has been overstated. If they are charged less, the production of

the product is greater than optimum: The sacrifice of other, foregone pro

ducts has been understated. A price based on marginal costs is presumed to
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convey “price signals” that lead to the efficient allocation of resources.

This is the theory, drawn from the microeconomic model of pricing under

perfect competition, upon which the doctrine rests (Conkling, 1999).

To be fair, the reticence to adopt marginal cost pricing is due in large

part to the thus far inability to accurately estimate or calculate the marginal

cost of distributing electricity to various types of end users. And this aspect

of the puzzle has been ignored thus far and is the primary motivation

of this book: How do we accurately estimate the true cost of providing

electric service so that rates can be set in an efficient manner, which

provides the proper incentives to both producers and consumers to make

the appropriate investments in energy efficiency, demand side manage

ment, and conservation in general. (This is discussed in more detail in

Chapter 10, “The Efficiency of Pricing Electricity.”) Note: I am not

ignoring the “naturally monopolistic” nature of the electric industry,

which is discussed in detail in Chapter 2.

But first, I would like to provide a brief overview of the U.S. electric

power industry, including the types of players (i.e., suppliers) and a general

overview of the regulatory environment and its relationship to greenhouse

gases.
1.2 A BRIEF OVERVIEW OF THE U.S. ELECTRIC MARKET

The structure of the U.S. electricity industry
The majority of the electricity that is distributed in the United States is by

investor owned utilities, which tend to be vertically integrated, which

means that the same entity generates, transmits, and distributes electricity

to the end users in its service territory. In the case of such investor owned

firms, traditional rate making is that a return to investors is earned on every

kilowatt hour sold, thus providing the incentive to sell as much as possible.

Figure 1.1 displays the structure of the electric industry in the United

States in 2006.

The players and their incentives
To assess the impact of various policies and rate making schemes that are

intended to affect climate change, it is necessary to distinguish each type

of electric supplier and examine the incentives that each type faces. Unlike

investor owned utilities, whose objective is profit maximization, publicly

and cooperatively owned utilities face their own set of circumstances and

have their own objectives. Nonetheless, the ability to accurately estimate
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Figure 1.1 The structure of the electric industry in the United States, breakdown of
2006 sales by type of supplier

4 Electricity Cost Modeling Calculations
the true cost of providing service to various types of customers is tanta

mount to designing effective legislation despite the different objective

functions faced by each, which are described here.

First and foremost, all utilities in the United States have an obligation

to serve that is part of their franchise agreement, which means that they

have been given an exclusive right to supply utility service to the custo

mers that reside within that service territory. Whether a supplier is subject

to certain types of regulation depends on the type of supplier, the state in

which it operates, and whether it is vertically integrated or not. Each has

its own objective function, which is discussed in the next section.

Objective functions: The players
Investor-owned utilities: Profit maximization
All investor owned utilities in the United States are subject to some type

of regulation, typically price and performance (for example, an obligation

to serve native load and reliability in providing service). The objective

function of the regulated investor owned utility is to maximize profit (p),
which is equal to total revenue (TR) less total cost (TC), subject to a

image of Figure 1.1
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break even constraint under a regulated price, Pr, while procuring (or gen

erating) enough electricity to satisfy market demand, Ym. That is,

Maximize p ¼ TRðPr ,YmÞ TCðpi,YmÞ ð1:1Þ
subject to
TR � TC

and
Y � Ym

where Y ¼ total output and pi ¼ the prices of inputs.
Under the type of regulation to which the utility is subject, which is

discussed in more detail later (and in subsequent chapters), the price

allowed by the regulator (Pr) includes an appropriate rate of return to

investors. The intent here is to compensate the shareholders for the risks

involved in holding the stock issued by the utility.

Publicly owned firms
Under the umbrella of publicly owned utilities are nonprofit organizations

established to serve their communities at cost. While some generate their

own electricity, many others serve to transmit and distribute power pur

chased from other wholesale generators, which are mostly federally owned

entities such as the Tennessee Valley Authority (TVA) and the Bonneville

Power Administration (BPA). (Some other power administrations include

the Southeastern Power Administration, SEPA, and the Southwestern

Power Administration, SWPA). This being said, some publicly owned

entities do purchase from investor owned or cooperatively owned entities.

To best serve the public interest, the objective function is cost minimiza

tion subject to a break even constraint (i.e., that total revenues cover total

costs). This is given by equation (1.2):

MinimizeC ¼ f ðY , piÞ ð1:2Þ
subject to
Total Revenue � Total Cost

where Y ¼ output and pi ¼ price of inputs.
Organizational types include municipals, public power districts, and state

authorities. Publicly owned utilities are exempt from certain taxes and typi

cally can obtain new financing at lower rates than investor owned utilities.

In addition, they are given priority in the purchase of the less expensive
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power produced by federally owned generators. These are discussed inmuch

more detail in Chapter 3, “The U.S. Electric Markets, Structure, and

Regulation.”
Cooperatively owned firms
Rural electric cooperatives (RECs) are owned by the members of the

cooperative and established to provide electricity to their members, which

reside in rural areas deemed too costly to be served by investor owned enti

ties. (This is discussed in more detail in the case studies of Chapters 7 and 8.)

Like publicly owned utilities, cooperatives enjoy benefits that the investor

owned utilities do not: They are able to borrow directly from various federal

agencies created especially to serve them, predominantly the Rural Utilities

Service (RUS), which allows them to obtain financing at a lower interest rate

than themarket. In addition, they enjoy certain tax exemptions and are given

preference in the purchasing of lower cost federally produced power.

Presumably, the cooperatives’ incentives are welfare maximization (W ),

which is equal to consumer surplus (CS) plus producer surplus (PS), due to

the coincidence of sellers and buyers. The objective function is displayed

in equation (1.3). (They are also subject to satisfying market demand, Ym.)

MaximizeW ¼ PSþ CS ð1:3Þ
subject to
Y � Ym

where
PS ¼ the area below P� and above the supply curve in Figure P.3 in

the Preface.

CS ¼ the area above P� and below the demand curve.
Cooperatively owned utilities are interesting in that they are not sub

ject to price regulation in all states. In fact, fewer than 20 states regulate

the rates charged by rural electric cooperatives, which are organized as

either generation and transmission (G&T) or distribution only (also known

as member coops). While not truly vertically integrated, member coops are

typically contractually bound to a G&T coop to supply its power needs.

While this is not always the case, it is far more common than not. This

particular organizational structure was the impetus for the paper entitled

“A Test of Vertical Economies for Non Vertically Integrated Firms:

The Case of Rural Electric Cooperatives” (Greer, 2008). This paper is

presented as a case study in Chapter 8.
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Other suppliers
Other types of suppliers include power marketers, independent power

producers, public power agencies, power pools, and energy service provi

ders. These are discussed in more detail in Chapter 3.
1.3 REDUCING CARBON EMISSIONS

Regulation and rate making
There is little doubt that any meaningful limit or reduction of carbon

dioxide emissions will have a significant impact on the electric supply

industry. For example, in the United States, the electric power sector

accounted for about 40% of the total carbon dioxide emissions in 2006,

which increased by 2.3% in 2007 (U.S. Department of Energy. Energy

Information Administration, 2009). Also, these emissions have increased

by over 14% from 1996 to 2006, as the demand of electricity has increased.

Over 97% of carbon dioxide emissions come from burning coal and natu

ral gas to generate electricity. This is not surprising, since together these

fuels account for 69% of the fuel used to generate electricity in 2006.2

The U.S. electric power industry, regulation
In addition to the scale of the emissions and importance of fossil fuel in

generating electricity, a complicating factor is that electric generation in

the United States is regulated by a complex mix of federal and state laws

and regulations. These laws and regulations have an influence on the

generation resource choices that suppliers make. At the federal level, gen

eration is subject to oversight by the Federal Energy Regulatory Commis

sion (FERC). Since the mid 1990s, the FERC has increasingly relied on

market mechanisms to determine prices and generation resources for the

wholesale regions they regulate. Also, at the state level, 20 states modified

or “restructured” their regulation of their electric utilities and permitted

some or all utility customers the opportunity to choose their own supplier.

However, 30 states remain regulated in the “traditional” or cost based/rate

of return manner that has been used for over a century. And, while the

mix of federal and state regulation may be unique to the United States,

many features of markets and regulations apply to other countries as well.
2 Based on data from the U.S. Department of Energy, Energy Information Administration, “Emissions

of Greenhouse Gases Report” and “Electric Power Annual” 2007.
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Regulation of investor-owned electric utilities in the United States
Average cost pricing is the typical regulatory mechanism employed by the

states that are price regulated in the United States, which is displayed in

Figure 1.2. Not only does this permit the utility to recover its prudent

costs but also compensates shareholders for the risk that they bear by hold

ing the stock of the utility. Typically initiated by the utility when rates fall

below average cost, a rate case is the formal procedure for determining the

price of electricity sold to various types of end users (i.e., residential, com

mercial, industrial, or other). More specifically, this process involves the

establishment of the utility’s revenue requirement, which is the amount of

dollars that must be collected from ratepayers to recover the utility’s

expenses (and required return, in the case of investor owned utilities) for

the period during which such rates would be in effect. Once the revenue

requirement is determined, it is multiplied by the allowed rate of return

(i.e., return on equity, ROE) set by the public regulatory commission.

From here, allocations (“base rates”) are made among the various rate

or revenue classes served by the utility based on cost of service, price elas

ticity of demand, and politics. This is described in much more detail in

Chapter 10, “Efficient Pricing of Electricity.”
PM

YM Y*YR

MR

AC

D

MC

PR

P*

Figure 1.2 Average-cost pricing. Rate-of-return regulation creates a deadweight loss
since price (PR) is set above marginal cost, which yields a price of P�. (The
deadweight loss is approximated by the shaded triangle.) However, this loss is de
minimis when compared to the lost consumer surplus from monopoly pricing
without regulation, which is given by PM

image of Figure 1.2
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Aside: Issues with rate-of-return regulation,
the Averch-Johnson effect
Despite its prevalence in the United States, rate of return regulation cre

ates an inefficient use of resources, since it provides an incentive for the

utility to overinvest in capital (and hence increase its rate base, which is

one component of its revenue requirement), thus earning higher returns

for the shareholders of investor owned firms.

To show this, I appeal to Averch and Johnson (1962), which is repro

duced in Rothwell and Gomez (2003) as Exercise 4.4. Averch and

Johnson assume that the utility maximizes profit subject to the rate of return

constraint:

Max p ¼ P �QðL,KÞ w � L r � K ð1:4Þ
subject to
s ¼ ½P �QðL,KÞ w � L�=K ð1:5Þ
where
P ¼ Price.

Q(L, K ) ¼ output, a function of capital (K ) and labor (L).

r ¼ utility’s cost of capital.

s ¼ allowed rate of return.
It is further assumed that s > r; that is, its rate of return is higher than its

cost of capital.

Using the Lagrangian multiplier technique, equations (1.4) and (1.5)

become

Max p ¼ P �QðL,KÞ w � L r � K þ l
� ½s� K þ w � L P �QðL,KÞ� ð1:6Þ

where l ¼ the Lagrangian multiplier.
The profit maximizing levels of capital (K�) and labor (L�) are obtained
by setting the derivative of profit with respect to each input and l equal to

zero then solving for that level of input. That is,

@p=@K ¼ P �QK r þ l� ðs P �QKÞ ¼ 0 ð1:7Þ
@p=@L ¼ P �QL w þ l� ðw P �QLÞ ¼ 0 ð1:8Þ
@p=@l ¼ s� K þ w � L P �Q ¼ 0 ð1:9Þ

where QK ¼ the marginal product of capital and QL ¼ the marginal prod
uct of labor. If the constraint is binding, then s � K þ w � L – P �Q ¼ 0.
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Since @p/@l ¼ 0, the rate of return constraint is satisfied at maximum

profit. Averch and Johnson show that the marginal rate of technical substi

tution (MRTS) of labor for capital is given by

MRTS ¼ fr ½ðs rÞ � l=ð1 lÞ�g=w ¼ ðr aÞ=w ð1:10Þ
If the allowed rate of return is equal to the cost of capital (i.e., s – r ¼ 0),
then MRTS ¼ r/w; that is, the profit maximizing level of capital and labor

to be employed occurs where the ratio of input prices equals the marginal

rate of technical substitution.

However, if s > r, then the higher return on capital motivates the firm

to increase investment in capital beyond K � (the efficient level of capital)

so that

K > K�,

a nonoptimal outcome.
In addition, and also from an investor owned utility’s perspective, the

nature of rate of return regulation is such that the more electricity sold,

the more money (i.e., profit) is earned. According to a recent “National

Action Plan for Energy Efficiency” (U.S. Environmental Protection

Agency, 2007) report, “Between rate cases utilities have a financial incen

tive to increase retail sales of electricity (relative to forecast or historical

levels, which set ‘base’ rates) and to maximize the ‘throughput’ across

their wires since there is often a significant incremental profit margin on

such sales.”

Furthermore, this report indicates three impediments to the pursuit of

energy efficiency under traditional regulation:

1. Negative impact on cash flow and earnings if expenditures on energy

efficiency and demand side management are not recovered in a timely

fashion.

2. Reduction in sales and revenues could lead to under recovery of fixed

costs.

3. Unlike supply side investments (i.e., new generation), investments in

energy efficiency do not earn a return.

Addressing the concerns raised by suppliers without causing harm

to ratepayers requires compromises among regulators, utilities, and con

sumers. This is a global issue that transcends regulatory structure, whether

one is an electric customer in a deregulated European market or in the

United States. The result will be the same: Decarbonizing electricity

entails extra costs that will be reflected in rates. But what is important here
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is how those rates are structured; unlike traditional rate making, which does

not necessarily differentiate rates by the actual cost to serve (meaning the

per kilowatt hour charge vs. the demand charge) but rather are based on

the elasticity of demand, politics, and so forth. In other words, rates are

not set efficiently, which means that energy charges should be based on

the marginal cost of providing electricity and demand charges based on

fixed costs. This is discussed in more detail in the chapter on pricing.
1.4 INTERNALIZING THE COST OF REDUCING CARBON
EMISSIONS

To effect a reduction in the amount of carbon emitted into the atmo

sphere, at least two events must occur. First, from an economic efficiency

perspective, those who are causing the problem should pay for it. In the

case of electricity, we can identify two sources:

1. Producers of electricity, since carbon emissions and greenhouse gases

(GHGs) are the result of using fossil fuels to generate electricity.

2. Consumers of electricity, since without them there would be no need

to produce electricity, which generates GHGs.

Subsequently, prices must rise, which could result in two things:

1. Conservation and investment in energy efficiency (on the part of

consumers).

2. Seeking, investing in, and obtaining regulatory approval for energy

efficiency programs, including demand side management, renewable

sources of power supply, clean coal and nuclear, and in generating

technologies such as carbon capture and storage.

As stated previously, this entails a compromise between the utility, the

state regulatory commission, and the ratepayers.

Current policy
Currently, policy measures being used or discussed to internalize the

costs of carbon emissions include a carbon tax, cap and trade, and mandates

including renewable portfolio standards and incentives for energy efficiency

investments. With a tax, a specific carbon “price” is imposed directly on the

producer, typically on a per ton basis, while a cap and trade system sets a

price indirectly by establishing an emissions limit that allows trading rights

to emit so that the forces of supply and demand determine the price (at least

theoretically). Both result in an increase in costs, which is borne by produ

cers and passed onto consumers, as allowed by state regulatory commissions.
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Clearly, rates will rise. How much depends on the relative price elasticities

(producer vs. consumer) and on how much the state regulatory commis

sion allows the utility to pass on to ratepayers and in what fashion.3 The

bottom line is that both producers and consumers are affected; as rates

rise, consumers will likely reduce their consumption and begin to invest

in energy efficiency (appliances, home weatherization, and other

improvements), especially given the tax credits made available by both

federal and state governments. The subsequent reduction in utility sales

will affect shareholder returns, thus necessitating a rate case filing and an

additional increase in rates.4

Before long, a vicious cycle emerges, which could be obviated by

simply charging the marginal cost of the power that is consumed at the

time that it is consumed. This is expounded on in subsequent chapters.

A recent article by Kevin Bullis (“Pricing Carbon Emissions,” 2009) pro

vides a nice overview of the American Clean Energy and Security Act of

2009 which is also referred to as the Waxman Markey bill, after its spon

sors, Henry Waxman (D Ca.) and Edward Markey (D Mass.). This bill,

which passed the House in June 2009, “would establish a cap and trade

system to reduce greenhouse gases, an approach favored by most econo

mists over conventional regulatory approaches because it provides a great

deal of flexibility in how emissions targets are met. But it also contains

mandates that could significantly reduce the cost savings that the cap and

trade approach is supposed to provide.” This bill is described in more

detail in Chapter 3.
1.5 OPTIMAL RATE OR TARIFF DESIGN AND TAX CREDITS TO
PROMOTE EFFICIENT USE OF ENERGY AND A REDUCTION IN
CARBON EMISSIONS

The bottom line is that any policy implemented to encourage energy

efficiency must be carefully crafted to protect both shareholders and con

sumers and not one at the other’s expense. On the other hand,
3 For example, will it be incorporated into the base rate or be a “below-the-line,” item like

environmental cost recovery (ECR) or demand-side management mechanisms? In states like

Kentucky where construction work in process (CWIP) is allowed, such items are recovered “below

the line” until a rate proceeding in which they become part of the base rate.
4 Also known as decoupling, it is a method by which utility revenues are not tied to throughput, so that

a reduction in sales of electricity may not affect the bottom line.
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rates should be structured to encourage consumers to use energy

wisely.5

Economic theory dictates that, as rates rise, consumers’ incentives to

increase investments in energy efficiency also rise. As a result, not only

does the quantity demanded of electricity decline but so does the demand

for it (ceteris paribus). The result is that, not only do emissions fall (a good

thing), but also the utility’s need for additional generating capacity is

obviated (or at least delayed), a move that typically results in the utility’s

filing a rate case that subsequently ends in an upward adjustment in rates.

However, investments in energy efficiency on the part of the consumer

allow the utility to recover only (and earn a return on) its current (and

possibly shrinking) rate base, which may diminish the utilities’ ability to

attract and retain appropriate levels of capital and provide safe, reliable ser

vice at a reasonable cost. As a result, it is likely that a series of rate increases

will ensue. And this is the crux of the matter for regulators to consider in

this critical matter. The regulators, after all, hold the key to the success

of this endeavor by structuring rates and tariffs in such a way as to moti

vate consumers to use energy wisely and producers to make prudent

investment choices that earn appropriate returns, either supply side or

demand side.

Up to this point, much of the focus has been on appropriate policies

that encourage producers to invest in energy efficiency and DSM. But,

as noted, given the type of regulation that utilities face, there is clearly

an inclination to not make such investments under the current regulatory

scheme, as they may impede the utilities’ fiduciary duty to its shareholders.

One solution offered has been that of decoupling of revenues from

throughput, which likely means that rates simply adjust (upward) so that

the utility is held harmless. But this raises several questions. For example,

how can behavior be altered to reduce usage during peak hours when
5 Sovacool and Brown (2010) show that cities in Ohio (Toledo), Indiana (Indianapolis), and Kentucky

(Lexington) have the highest carbon footprints in the United States, averaging 3.4 metric tons per

person in 2005. This is not surprising, given that the generating plants serving the areas are coal fired

and customers pay some of the lowest rates in the nation. In 2006, Kentucky ranked fourth and

Indiana sixth in terms of lowest average retail price paid by all sectors. Toledo Edison’s industrial

customers’ average retail price was actually lower than that paid by industrial customers of Kentucky

Utilities, which serves Lexington Kentucky (4.42 vs. 4.50 cents/kWh); Kentucky ranked fifth and

Indiana ranked seventh in terms of lowest average price paid by industrial customers. Kentucky also

ranked fourth in terms of average retail price paid by residential customers in 2006. (Source: EIA,

Office of Coal, Nuclear, Electric and Alternative fuels, www.eia.doe.gov/cneaf/electricity/esr/.)

www.eia.doe.gov/cneaf/electricity/esr/
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power is the most expensive? Is it possible to devise a pricing mechanism

to accomplish the objectives set forth in this chapter?

From the consumer’s perspective, one could argue that the pricing sig

nal is adequate to motivate investments in energy efficiency and conserva

tion. However, it has been argued that, in relatively low cost areas, electric

rates are not sufficiently high to promote any real change in behavior. This

is because the price is in the inelastic portion of the demand curve, so that

a small price change has little impact on the quantity demanded. However,

incorporating the effects of carbon legislation for controlling emissions of

greenhouse gases, developing alternative technologies and fuel sources

(renewable, even nuclear), and investing in more efficient appliances and

equipment could be enough to precipitate some of the changes required

to make a difference in the amount of carbon dioxide emitted into the

atmosphere. But some fundamental issues are not addressed by uniform

increases in rates (i.e., rates that change by a certain percentage without

regard to the amount of electricity distributed).

Tariff design and rate-making issues
Earlier it was stated that effecting any real changes and minimizing losses to

both consumers and producers requires compromise among consumers,

producers, and public regulatory commissions. This means that tariffs must

be designed to motivate investments in energy efficiency on the parts of

both producers and consumers. Economic theory suggests that setting

price equal to marginal cost maximizes total welfare, which is equal to con

sumer plus producer surplus. However, given the nature of the industry

(a natural monopoly), this first best outcome is often deemed infeasible, since

all costs may not be recovered (see Figure 1.2), which gives rise to the use of

a second best pricing scheme. Also known as Ramsey prices, this set of

uniform prices serves to maximize total surplus (and minimize deadweight

loss) subject to a break even constraint. (This will be describedmore in chap

ter on pricing). To provide this in the electric utility industry, a modification

must be made: Rather than a schedule of uniform prices, a nonuniform pric

ing scheme, inwhich prices increasewith usage, could be used to approximate

marginal cost and promote more efficient behavior and energy usage.

Marginal cost pricing for electric utilities
With this all said, pricing at marginal cost is not new. An excerpt from

“Marginal Cost Pricing for Utilities: A Digest of the California Experience”

(Conkling, 1999) informs us that this methodology was in place until 1996,
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when California became the first state to embark on the restructuring of its

electric market (this, also known as theCalifornia debacle, is discussed in detail

in Chapter 11). More specifically, Conkling advises that
California was not the first state to consider marginal costs. That distinction goes
to the Wisconsin PUC. Its August 8, 1974 decision re Madison Gas and Electric
Company is recognized as the first to hold that marginal costs, together with
peak load pricing, were appropriate rate design considerations. The New York
PUC was only five months behind California's March 16, 1976 adoption of mar-
ginal costs. The New York PUC's Opinion 76-15, of August 10, 1976, issued when
Professor Kahn was chairman, held that marginal costs, as distinguished from
average costs, are the most relevant costs for rote-setting [sic] and should be
utilized to the greatest extent practicable. Other early states were Florida, North
Carolina, and Connecticut.
1.6 CONCLUSION

This book is divided into 11 chapters, including this introductory chapter.

The second chapter encompasses the theories of natural monopoly and the

related topics of scale and scope economies, network economies, and ver

tical integration. Also included is a review of the literature pertaining to

the electric industry and these topics. In the third chapter, I offer a review

of the types of regulation that have transpired and the problems therewith,

along with a discussion of market structure. Currently proposed legislation

is included, along with suggestions as to the direction that rate design

should go in terms of the efficient pricing of electricity. Chapters 4 and

6 are similar, in that they introduce cost models and provide examples

and exercises, so that the user may have hands on experience with estimat

ing the various models used to estimate economies of scale, scope, and ver

tical integration in the electric industry. Chapters 5, 7, and 8 include case

studies, which are provided to illustrate the importance of the concepts

introduced in Chapters 4 and 6. Chapter 5 has a study on the breaking

up of the Bell System, a landmark decision based on faulty econometrics

and model specification. In Chapters 7 and 8, I reproduce two previously

published papers. Both include data on rural electric cooperatives and

employ a properly specified quadratic cost function to estimate economies

of scale, scope, and vertical integration for rural coops in 1997. Chapter 9

is a bit of a departure, in that the demand side is the focus. Load forecasting

is an integral part of every electric utility’s business and, given what

has transpired over the past few decades, has come under increasing scru

tiny by regulatory agencies. More sophisticated techniques have been



16 Electricity Cost Modeling Calculations
developed and are discussed to some degree in this chapter. Chapter 10 is

all about pricing electricity efficiently, which is a key element in promot

ing the efficient use of energy and in the subsequent reduction of green

house gas emissions into the atmosphere. This chapter provides an

overview of how rates are designed (and their flaws) in the United States,

along with a series of examples and exercises designed to illustrate various

rate making mechanisms and the shortcomings of each. The final chapter

presents another case study, which details the pecuniary nature of the

electric industry and the reasons that deregulation failed so abysmally in

California.
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The Theory of Natural Monopoly
2.1 THE NATURAL MONOPOLY CONUNDRUM

Historically, conventional wisdom has held that certain markets were

“naturally monopolistic,” which means that, due to the presence of high

fixed costs whose average declines with increases in output, efficiency is

best obtained when there is only one supplier. According to Kahn (Kahn,

p. 15), “the public utility industries are preeminently characterized in

important respects by decreasing unit costs with increasing levels of out

put. That is indeed one important reason why they are organized as regu

lated monopolies: a ‘natural monopoly’ is an industry in which the

economies of scale are such that one company supplies the entire demand.

It is a reason, also, why competition is not supposed to work well in these

industries.” Included here are the markets for electricity, natural gas, tele

phone, and water services. It has often been argued that this phenomenon

is driven by the irreversibility of the initial investment required to produce

a particular good or service in a naturally monopolistic industry. More

specifically, the underlying production technology of this product is such

that there exists a level of output for which average cost is minimized; at

levels of output below this level, average costs decline, and at levels above

it, they rise. This, known as economies of scale, is investigated further in

context to its relationship with the theory of natural monopoly.

Economists have spent many years attempting to assess that level of

output at which the minimum efficient scale occurs. In some industries,

such as the generation of electricity, consensus has been reached that,

at least in 1970, most firms were producing in and around this level, given

a particular production technology (Christensen and Greene, 1976).

In other words, economies of scale in the generation of electricity had been

exhausted.

Until recently, no one questioned that the production of electricity was

in fact a natural monopoly, since, like telephony, what is required here is

a network, a complex, interactive, interdependent connection of wires

(by which individuals gain access to the local distribution company, which

is connected to the transmission grid at various nodes). This network
17
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represents an irreversible investment, which is characterized by both

economies of scale and those of network planning, and as such yields a

natural monopoly. Because this network leads to externalities, vertical

integration has traditionally yielded the most efficient organization of the

industry, especially for larger firms. But, due to the vertical nature of elec

tricity production, questions have arisen concerning whether any aspect

of the production process may not be a natural monopoly. And, if this

is the case, the questions then become: Would the market be better served

by allowing competition into that component and would the gains from

competition exceed the lost economies that would result? This is the criti

cal element that needs to be explored.

But things are not always so clear. While little work has been done in

the areas of testing whether the transmission and distribution processes are

natural monopolies, they are usually assumed to be so, since both are char

acterized by what is known as network economies. Network economies arise

due to the interconnectedness of the national transmission grid, so that

significant saving in inputs and direct routing yield both economies of scale

and economies of scope. These are defined later in this chapter, along with

a review of the relevant literature.

Defining natural monopoly

Older industrial organization theory cited that the presence of scale

economies determines whether an industry is a natural monopoly. It is

important to note that much of the theory of natural monopoly is

concerned with the precise meaning of increasing returns or, equivalently,

decreasing average costs. Scale economies exist when a proportionate increase

in output leads to a less than proportionate increase in cost. Mathe

matically, a cost function (one output) is said to exhibit global (local)

economies of scale if

CðlqÞ < lCðqÞ ð2:1Þ
for l > 1, q � 0.
According to Marshall (1927), increasing returns can be either internal

or external to the firm and, similarly, internal or external to the industry.

A natural monopoly tends to arise due to high fixed costs, which tend to

be asset specific and, as such, are largely sunk. As a result, average cost

tends to decline as output is expanded over a large range, thus rendering

a single provider socially optimal. In addition, economies of scale can be
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either technical (relating to the production process) or pecuniary, related

to the prices paid for inputs.

One of the difficulties in testing for natural monopoly is the practical

application of testing for the subadditivity of a firm’s cost function, which

is critical, since local (global) subadditivity is a necessary and sufficient con

dition for local (global) natural monopoly (Evans, 1983). In addition, it is

necessary to distinguish between single output and multiple output natural

monopolies, which I do in the following sections.
2.2 FOR A SINGLE-OUTPUT MARKET

An industry is said to be a natural monopoly if one firm can produce the

desired market demand at a lower cost than two (or more) firms. More

specifically, it is defined in terms of a single firm’s efficiency relative to

the efficiency of other firms in the industry (as opposed to a firm’s being

the controller of an essential resource or having a patent on a particular

product). In other words, economies of scale may exist in the production

of a particular product. Some characteristics of a natural monopoly attrib

utable to economies of scale include

1. Decreasing long run average cost.

2. High fixed costs.

3. Subadditivity of its cost function.

Although interrelated, the most important of these is subadditivity of

the firm’s cost function, which means that it is cheaper for one firm to

produce the total output demanded than it would be for several firms to

produce proportions of it. This can be expressed as

CðYÞ < SCðyiÞ ð2:2Þ
where Syi ¼ Y.
If this holds, then the cost function is strictly subadditive at output level

Y (Sharkey, 1982). For a single output firm, subadditivity is both necessary

and sufficient for a natural monopoly, since subadditivity implies that it is

more efficient for a single firm to produce all the output in the market. It is

important to note that subadditivity is a local concept; that is, just because

the cost is subadditive at one level of output does not necessarily mean that

it is subadditive at all output levels, or globally subadditive. This implies

that the total cost of production must be evaluated at all levels of output

up to the level that satisfies market demand.
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Average cost
Certainly, declining average cost throughout the relevant range of outputs is

an indicator that the cost function is subadditive and it is more efficient for

one firm to supply the entire industry output; that is, a natural monopoly.

What this requires, however, is that the marginal cost also declines through

out a subset of this range of outputs. And necessary for this is a twice

differentiable cost function, which yields the appropriately shaped average

and marginal cost curves. Such a cost function is displayed in Figure 2.1.

A cubic cost function yields the appropriately shaped average and mar

ginal cost curves. For Y < Y �, cost increases at a decreasing rate. In this

range, both marginal and average cost decline. However, once diminishing

returns set in, costs begin to increase at an increasing rate; it is in this range

that marginal costs begin to rise and total cost increases at an increasing

rate, which causes average cost to begin rising and yields the U shaped

average cost curve displayed in Figure 2.2.
Inflection
point

C (Y)

Y* Y

Figure 2.1 Total cost curve generated by a cubic cost function

C = f(Y)

MC = f(Y)
AC = f(Y)

Y* Y

Figure 2.2 Average and marginal cost curves generated by cubic total cost function

image of Figure 2.1
image of Figure 2.2
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A cubic cost function generates this particular shape and is of the

general form

CðYÞ ¼ aþ bY þ cY 2 þ dY 3 ð2:3Þ
so that average cost is given by
ACðYÞ ¼ a=Y þ bþ cY þ dY 2 ð2:4Þ
where AC(Y) ¼ C(Y )/Y. And marginal cost is given by
@CðYÞ=@Y ¼ bþ 2cY þ 3dY 2 ð2:5Þ
Note: As long as a, b, and d> 0, and c< 0, the total cost curve is as displayed in
Figure 2.1, which yields appropriately shaped (U shaped, due to diminishing

returns) average and marginal cost curves; that is, as displayed in Figure 2.2.

The cubic cost function just described generates the average (AC) and

marginal (MC) cost curves displayed in Figure 2.2. For Y < Y �, marginal

cost declines and pulls average cost down with it; this is the region of the

total cost curve in which cost rises at a decreasing rate. Once diminishing

returns set in, marginal costs rise and eventually cause average cost to rise

as well, which occurs at Y �, when total costs begin to increase at an

increasing rate.
Economies of scale
Of the three cost concepts just described, average cost is the most impor

tant in the determination of the most efficient industry structure (i.e.,

number of firms supplying the market demand).

Appealing to Baumol, Panzar, and Willig (1982), scale economies are

said to be present when a k fold proportionate increase in every input results

in a k0 fold increase in output where k0 > k > 1. This is even stronger than

declining average cost, since it implies that average costs are declining

but the converse is not necessarily true. The reason is that it may be even

less costly to increase output by non proportional increases in inputs (see

Baumol et al., 1982, p. 21 for more details). With this said the following

propositions are offered:
Proposition 2.1. Locally, economies of scale are sufficient but not

necessary for declining average cost.

Proposition 2.2. Globally, economies of scale are sufficient but not

necessary for subadditivity of costs (i.e., natural monopoly).
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Aside: Necessary versus sufficient conditions
In logic, the words necessity and sufficiency refer to the implicational rela

tionships between statements. The assertion that one statement is a neces-

sary and sufficient condition of another means that the former statement is

true if and only if the latter is true. In other words,

• A necessary condition of a statement must be satisfied for the statement

to be true. Formally, a statement P is a necessary condition of a state

ment Q if Q implies P.

• A sufficient condition is one that, if satisfied, assures the statement’s

truth. Formally, a statement P is a sufficient condition of a statement

Q if P implies Q.

Examples
1. Given the average cost curve displayed in Figure 2.2, a necessary con

dition for cost minimization is that its derivative, which is equal to

@ACðYÞ=@Y ð2:6Þ
is equal to zero.
Does this guarantee that costs are minimized? No. There is also a sufficient

condition that must be satisfied: the second derivative, which is given by

@2ACðYÞ=@Y 2 > 0 ð2:7Þ
Otherwise, a strictly negative second derivative guarantees a maximum,
not a minimum as required.

2. A total revenue function of the following form:

PY ¼ AY BY 2 ð2:8Þ
where P ¼ price and Y ¼ output, so that P � Y ¼ total revenue, yields a
marginal revenue curve that is given by

@TRðYÞ=@Y ¼ A 2BY ð2:9Þ
A necessary condition for profit maximization is that marginal revenue
equal marginal cost (thus implying that the slope of the total cost curve is

equal to the slope of the total revenue curve). Solving equations (2.5) and

(2.9) for Y �, the profit maximizing level of output, we have

3dY 2 þ 2ðB cÞY þ b A ¼ 0 ð2:10Þ
(recall, c < 0). This requires the quadratic formula to solve and yields two
distinct (and feasible) values for Y � as long as
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ðB cÞ2 > 3dðb AÞ ð2:11Þ
so that
½ðB cÞ2 > 3dðb AÞ�1=2 ð2:12Þ
is defined.
Given that there are two possible solutions, which are displayed in

Figure 2.3, a sufficient condition must be established.
MC  

MR  

$ = f(Y)

Y2Y1

A

Figure 2.3 Profit maximizing level of output (Y2 not Y1)
Marginal cost equals marginal revenue at Y1 and Y2. Clearly, at output

level Y1, marginal cost exceeds marginal revenue, which results in a loss to

the firm. At any Y such that Y1 < Y < Y2, marginal revenue exceeds mar

ginal cost, so that profit is being earned. And, at Y2, the entire profit is cap

tured by the firm. What is the sufficient condition? Marginal cost must rise

faster than marginal revenue, as displayed in Figure 2.3. In other words,

the derivative of marginal cost with respect to output is higher than the

derivative of marginal revenue, which is expressed as

@MCðYÞ=@Y > @MRðYÞ=@Y ð2:13Þ
That is,
Y > ðc BÞ=3d ð2:14Þ
These cost concepts are used extensively throughout the economics lit
erature and are revisited in subsequent chapters. As such, it would be

instructive to work through a numerical example here.

Numerical example 2.1
Let the demand and cost curves be given by

P ¼ 20 0:5Y ð2:15Þ

image of Figure 2.3
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and

C ¼ 0:04Y 3 1:94Y 2 þ 32:96Y ð2:16Þ
In the absence of regulation, the monopolist’s profit maximizing levels of
output are determined by setting marginal revenue equal to marginal cost.

In this case, marginal revenue and marginal cost are given by

@TRðYÞ=@Y ¼ 20 Y ð2:17Þ
and
@TCðYÞ=@Y ¼ 0:12Y 2 3:88Y þ 32:96 ð2:18Þ
Using the quadratic formula to solve for Y �, the profit maximizing level of
output, yields two solutions:

Y � ¼ ð18, 6Þ
Which solution is correct? A check of the second order (or sufficient)
conditions is now required, which involves evaluating the second deriva

tives of the cost and revenue functions. This yields

@MCðYÞ=@Y ¼ 0:24Y 3:88 ð2:19Þ
Evaluating at Y � yields two solutions:
@MCðYÞ=@Y ¼ ð0:44, 2:44Þ
and
@MRðYÞ=@Y ¼ 1

Only one solution (Y � ¼ 18) satisfies the sufficient condition for profit
maximization; that is, that marginal cost rises faster than marginal revenue

(i.e., @MC(Y)/@Y > @MR(Y)/@Y ).
Efficient industry structure
For now, let us move on to the fundamental concept in determining the

most efficient industry structure in single output markets.
Degree of scale economies
The degree of scale economies (SCE) at output Y, is the elasticity of out

put at Y with respect to the cost to produce it. Formally, it is defined as

SCEðYÞ ¼ CðYÞ=YC0ðYÞ ð2:20Þ
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where

C 0ðYÞ ¼ @CðYÞ=@Y ð2:21Þ
Equation (2.20) is equivalent to the ratio of average cost to marginal cost.
Returns to scale are said to be increasing, constant, or decreasing as SCE is

greater than, equal to, or less than unity.

Economies of scale applied to the electric utility industry
Due to the nature of electricity, which is not storable and flows along the

path of least resistance; the high, largely sunk required capital investment

(which yields declining long run average costs over the relevant range of

output); and the well established presence of economies of scale and ver

tical integration (see the literature review later in this chapter for details),

for many years, conventional wisdom held that competition was infeasible

and price regulation was necessary to ensure that consumers pay a fair price

and producers and owners are appropriately compensated for any risks

associated with supplying the electricity. Clearly characterized as natural

monopolies, Figure 2.4 displays the theoretical construct of a naturally

monopolistic market and the reason that utilities have historically been

subjected to price regulation.

Without price regulation, the consumer would pay the monopoly

price (denoted PM) and the output in the market would be YM. Although

allocative efficiency would dictate that price equal marginal cost (denoted

PC in Figure 2.4), which would yield an industry output of YC, this is not
D
MR 

MC 

AC

PM

PR

PC

YM YCYR

Figure 2.4 Traditional price regulation in the United States

image of Figure 2.4
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feasible since the firm cannot cover its costs. Thus, the regulator would set

the price equal to average cost, which yields a higher level of output (YR)

than the monopoly output and a lower price would prevail in the market

place (denoted by PR). In addition, the regulated price allows the firm to

recover its prudent costs and earn an acceptable return on equity (in the

case of investor owned utilities, which supply 66% of the U.S. market as

indicated in the introductory chapter to this book).
2.3 LITERATURE REVIEW—ECONOMIES OF SCALE
IN GENERATION: SINGLE-OUTPUT MODELS

In the electric utility industry, several papers in the literature treat electric

ity as a single (homogeneous) output. However, they pertain mostly to the

generation of electricity only, the cost of which has been estimated using

increasingly sophisticated econometric techniques, which typically employ

either production functions or cost functions to reach their findings.

Among those studies that estimate economies of scale in generation are

Nerlove (1963), who used 1955 data on 145 utilities and found that the

cost function was characterized by increasing returns to scale but that

returns to scale tended to decline with the size of the firm. His study is dis

cussed in more detail in Chapter 4.

Concerning the generating stage, it is necessary to distinguish between

studies that use the plant as the sample unit and those that use the firm itself.

In their seminal paper, Christensen and Greene (1976), used both Nerlove’s

1955 data and also 1970 data on the same firms and found that, by 1970,

most firms were generating electricity at a point on the average cost curve

in which economies of scale had been exhausted. Using a different cost

specification than Nerlove, they found that the minimum efficient scale

was attained at 3800 MW and some firms were producing even beyond this

level of output (i.e., in the diseconomies of scale region of the long run

average cost curve). This implied that the generation of electricity was not

a natural monopoly and led to the realization that competition in the gen

eration component was not only feasible but may also be more efficient.

This realization precipitated the eventual deregulation of the generation

component of the industry, which is discussed in a subsequent chapter

(Chapter 3). In addition, the translogarithmic cost function employed in this

particular study is the subject of further analysis in Chapters 4, 5, and 6.

Joskow and Schmalensee (1983) present a summary of studies carried

out in the United States based on econometric estimations and engineering
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methods. At the time, the minimum efficient scale (MES) for conventional

electricity generation was around 800 MW and around 2000 MW for

nuclear energy. In a later study, Huettner and Landon (1978), using yet

another cost specification and 1971 data on 74 electric utilities, confirmed

the Christensen and Greene results, although they found that scale econo

mies were exhausted at an even lower level of output. As they pointed

out, the relationships observed at plant level, particularly scale economies,

are often modified by interrelationships at higher levels of decision

making, such as the firm level. Greene (1983) studied economies of scale

using panel data on investor owned utilities from 1955 to 1975 and found

that scale economies actually declined over that period of time. Technical

change, he argues, was a significant factor in the decreasing average costs

that firms were experiencing throughout the majority of the study period.

Thermal efficiencies were being exhausted while the demand for electric

ity was rising, thanks to declining power prices. Atkinson and Halvorsen

(1984) employed yet a different cost model and found that, using 1970

data on 123 privately owned firms, most of the firms in the sample were

operating in the downward sloping portion of the long run average cost

curve.

For the most part, these studies consider cost functions in which the

output is the kilowatt hours of electricity generated. (Christensen and

Greene, 1976; Huettner and Landon, 1978; Atkinson and Halvorsen,

1984). But others, namely, Kamerschen and Thompson (1993) and

Thompson and Wolf (1993), studied possible cost differences between

conventional electricity generating technology (fossil fuel generation)

and nuclear electricity generation.

This was not the case, however, in the years (and decades) that

followed, which were extremely turbulent ones for the industry. Rapidly

rising fuel prices, double digit inflation, and rising capital prices led to a

decline in the demand for electricity, causing financial distress for a num

ber of utilities, which were saddled with excess capacity. (Thompson,

1995).

Later studies include Maloney (2001), who estimated the MES at 321

MW and 260 MW for coal and gas fired plants, respectively, but found

that the average cost curve is flat at this level. Kleit and Terrell (2001)

and Hiebert (2002) found increasing scale economies for most observa

tions. Hiebert found that the degree of scale economies was 20% in

coal fired plants and 12% for natural gas fired plants for average sample

values (780 MW and 284 MW, respectively). This work also found that
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major economies can be attained by producing with more than one plant

for each kind of generation. This latter aspect highlights the importance of

distinguishing between plant and company in generation.

Whereas these studies focus on the generation component, a few stud

ies focus on either transmission or distribution alone, two of the three

components, and all three components. Of those that focus on some com

bination of the components, most do so to study the economies associated

with vertical integration, which is discussed later in this chapter. In virtu

ally all these studies, the consensus is that distributed electricity is not a

homogenous good. This is discussed further in Chapter 4, but for now suf

fice it to say that different end users have different elasticities of demand

and some users are more costly to serve than others.

Economies of scale and density in transmission
and distribution
Some studies estimated the economies of scale for the transmission and dis

tribution elements, like Huettner and Landon (1978), who found that the

minimum efficient scale occurred at around 2600 MW capacity. Kaserman

and Mayo (1991) also found specific economies of scale for these phases,

and they situate the minimum efficient scale at around 5 GWh. And Greer

(2003) found that none of the rural electric cooperatives distributed any

where near the minimum efficient scale in 1996.

The network elements and the costs involved in these activities can be

studied in greater depth by studying economies of density. This concept

explains the evolution of average costs when production is increased and

some of the characteristics that define the product are maintained constant,

for example, the size of the service area or the number of consumers.

Network economies
For electricity, a quintessential element is the transmission network grid by

which electricity, once generated, is transmitted to local distribution com

panies then to end users. Because of economies of scale, the per mile cost

of transmitting electricity along a longer, interconnected grid is much less

than doing so along a series of shorter grids (assuming, of course, that line

losses are minimal). Furthermore, because some electricity is sold in bulk

while the rest is sold to various classes of end users, both economies of

scale and of scope arise as these multiple outputs jointly utilize this

interconnected transmission grid. Furthermore, the very nature of this grid

yields additional savings due to the network economies or economies of
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density, which play a critical role in such an industry. According to

Salvanes and Tjotta (1994), who examined the distribution function in

Norway, “the characteristics of the network affect all costs and should be

included by a measure of the number of nodes supplied.” They asserted

that, “In industries where output is delivered via a network to spatially

distributed points with distinct demand characteristics and thus a contin

uum of outputs exists, a traditional approach with a single output to rep

resent firm size to facilitate econometric estimation may have serious

implication for measuring productivity differences.”

Hence, no longer is it sufficient to measure only returns to scale;

returns to density must also be considered if one is to obtain precise and

relevant measures of industry structure and form appropriate public policy.

Employing the definition of Caves, Christensen, and Tretheway (1984),

returns to density (for the translogarithmic cost specification) are given by

RTD ¼ 1=ð@ lnC=@ lnYÞ ð2:22Þ
where @ lnC/@ lnY is the cost elasticity with respect to output.
Returns to density are increasing, constant, or decreasing for RTD

greater than, equal to, or less than unity. Therefore, returns to density

measure the economies of increasing the number of kilowatt hours pro

duced where the size of the network is fixed.

While only a few studies attempted to measure economies in the trans

mission and distribution functions, few dispute that they exist. Schmalen

see (1978) asserted that: “Total distribution cost depends on the cost of

transmitting services and on the spatial pattern of demand. Everywhere

decreasing average cost of transmission is found to be sufficient, but not

necessary, for natural monopoly.”

Nonetheless, Schmalensee developed a model to show that economies

in transmission at all service flows are sufficient, but not necessary, for dis

tribution to be a natural monopoly. Furthermore, pricing at marginal cost

fails to cover total cost, and even in the presence of economies of scale in

transmission, average distribution cost may rise with total demand. Of

those (few) studies that attempt to quantify such economies, Huettner

and Landon (1978) employed nonconventional (in that some variables

are in natural logarithms while others enter as quadratics) cost functions

for both transmission and distribution. They found that, for transmission,

both the long run and the short run average variable cost curves (oddly,

they do not include the fixed costs of transmitting electricity) were

inverted U shaped with the maximum occurring at a capacity of



30 Electricity Cost Modeling Calculations
4000 trillion MW (long run curve) and utilization rate of 94% (short run

curve). Neither the capacity nor the utilization variables’ coefficients were sig

nificant, however. For distribution, another nonconventional cost function

was utilized,with the finding that the coefficients of the capacity variableswere

statistically significant and of the appropriate sign, generating the appropriate

U shaped long run average variable cost curve with the minimum point

occurring at a firm size of 2600 MW. However, they go on to indicate that

“this U shaped curve is somewhat L shaped over the range of observed firm

sizes.” On examining the short run average variable cost curve for distribu

tion, they again found an inverted U shaped curve with its maximum occur

ring at a 54%utilization rate. Finally, they included ameasure for the density of

the distribution network and found higher unit costs for more densely popu

lated areas (this is not what they expected to find). They concluded that higher

congestion costs associated with higher density overwhelm any economies

thatmay have been present.What is interesting is that they included fixed costs

in the generation component but not in either the transmission or distribution

function. As previously stated, economies of scale, scope, and density are

primarily the result of the highly sunk capital investments required in both

transmission and distribution.

Another study that sought to measure scale economies in the distribution

of electricity is that of Giles andWyatt (1989), who examined the presence of

economies of density in New Zealand. They found that the number of firms

operating in the industry at the time was greater than that which was consis

tent with average cost minimization. They found that the cost minimizing

level of output was 2315 GWh, which could have been produced efficiently

by about 20 firms, 40 fewer than there actually were at the time of this study.
2.4 FOR A MULTIPLE-OUTPUT NATURAL MONOPOLY

It is well established that distributed electricity is not a homogeneous

good; that is, the electricity distributed to different types of end users

can be differentiated by voltage level. For example, many industrial

customers can accept electricity at much higher voltage levels than either

commercial or residential customers, which is one reason why rates are

set in the fashion that they are; that is, different rate and revenue classes

pay different base rates (i.e., energy charges) and often residential custo

mers do not pay demand charges. The structure of rates is discussed in

more detail in the chapters on pricing and regulation. Given this, numer

ous studies recognize that distributed electricity should be modeled as
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a multiproduct industry, which motivates the concepts described in the

following section.

Multiproduct natural monopoly
While single output scale economies imply single output natural monop

oly, this is not necessarily the case for multiple output (or multiproduct)

firms. The subadditivity conditions for a multiple output natural monopoly

are far more complex than are those of a single output monopolist. In this

case, economies of scale are not equivalent to decreasing average cost, since

the firm may not operate along a linear expansion path. For a multiproduct

firm, cost analysis requires the examination of not one but several concepts.

Ray average costs
Ray average costs (RAC) describe the behavior of the cost function as

output is expanded proportionally along a ray emanating from the origin.

Baumol et al. (1982) offer the following definition: In the two product

case, one considers the behavior of costs along a cross section of the total

cost surface. Defining a composite good, this measure allows a calculation of

the average cost of this particular bundle and is given by

RAC ¼ CðtY0Þ=t ð2:23Þ
where Y0 is the unit bundle for a particular mix of outputs and t is the

0
number of units in the bundle such that Y ¼ tY (Baumol et al., 1982,

p. 49). This is displayed in Figure 2.5.
C(Y)

Y1

Y2

Ray

0,Y2

Y1, 0

Figure 2.5 Ray average (Source: Baumol et al., 1982, Figure 3A1. It is reproduced here
with the consent of the authors.)

image of Figure 2.5


32 Electricity Cost Modeling Calculations
Consider the behavior of costs along a cross section of the total cost

surface obtained by dropping a perpendicular plane along a ray that

emanates from the origin. The ray average cost at any point on C(Y )

is equal to the slope of the cost function at that point. Note: In the case

of Figure 2.5, as drawn, the slope of the cost function C(Y ) at C

(Y1, Y2) ¼ 0.
Degree of scale economies
As the analog to the single output concept of economies of scale, the

degree of scale economies, SN, is equal to the ratio of average cost to mar

ginal cost. In the multiple output case, we have

SN ðYÞ ¼ CðYÞ=YiCiðYÞ, for i ¼ 1, . . . , n ð2:24Þ
where Ci(Y) is the marginal cost with respect to Yi. Baumol et al. (1982,

p. 51) show that

SN ¼ 1=ð1þ eÞ ð2:25Þ
where e is the elasticity of RAC (tY) with respect to t at a point Y (t is a
scalar).
Corollary: Returns to scale at the output point y are increasing,

decreasing, or locally constant (SN > 1, SN < 1, SN ¼1, respectively)

as the elasticity of RAC at y is negative, positive, or 0, respectively.

Moreover, increasing or decreasing returns at y imply that RAC is

decreasing or increasing at Y, respectively.
As such, SN (the degree of scale economies) may be interpreted as a

measure of the percentage rate of decline or increase in ray average cost

with respect to output (Baumol et al., 1982).
Cost concepts applicable to multiproduct cases
for nonproportionate changes in output
As said, ray average costs are relevant when outputs move in fixed pro

portions, which is quite often not the case in the distribution of elec

tricity. For this, several concepts are required to establish

subadditivity of the cost function, which are discussed here in

more detail.
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Product-specific economies of scale
Because output is not always expanded proportionally for a multiproduct

firm, the concept of product specific economies of scale must be exam

ined. That is, to assess the impact on cost of a change in one output, hold

ing other outputs constant, one must examine the average incremental cost

(AIC) of the product of which output is being varied. This is defined as

AICðyiÞ ¼ ½CðYN Þ CðYN iÞ�=Yi ð2:26Þ
where C(YN i) is the cost of producing all N of the multiproduct firm out
puts except product i.

This specification allows the identification of returns to scale that are

specific to a particular output. Hence, product specific returns to scale

are given by

SiðyÞ ¼ AICðyiÞ=ð@C=@yiÞ ð2:27Þ
where @C/@yi is the marginal cost with respect to product i.
Returns to scale of product i at y are said to be increasing, decreasing, or

constant as Si(y) is greater than, less than, or equal to unity, respectively.

If product 2(Y2), as shown in Figure 2.6, has no output specific fixed

costs, then the total cost surface rises continuously above ST (curve AE).

However, if there exists some special fixed cost that must be incurred to

begin production of Y2 as an addition to the firm’s line of other products,
B

A

C(Y)

Y1

Y2

T = (Y1
*, Y2

*)

(0, Y2
*)

S = (Y1
*, 0)

E

Figure 2.6 Product-specific returns to scale (Source: Baumol et al., 1982, Figure 4A2.
It is reproduced here with the consent of the authors.)
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then the cross section of the cost surface contains a vertical fixed cost seg

ment, AB, which results in a jump discontinuity of C(Y ) above the Y1

axis. Thus, the height CE in Figure 2.6 measures the total incremental cost

of Y2 at output vector T, which is the addition to the firm’s total cost

resulting from the decision to add Y2 to the firm’s product mix. The aver

age incremental cost of Y2, AIC2ðY �
1 ,Y

�
2Þ, is clearly given by the slope of

the line from A to E. What is also clear from Figure 2.6 is that the average

incremental costs of product 2 decline with Y2, at least between 0 and Y
�
2 .

This suggests, by analogy to the single output case, the novel and useful

concept of product specific scale economies.
Economies of scope
The multiproduct cost concepts discussed prior to this relate to the behavior

of cost along a cross section of the cost output space. In addition to econo

mies that result from the size or scale of a firm’s operations, other cost sav

ings can result from the production of several outputs at the same time; that

is, in many cases and certainly in the case of electricity, there are fixed costs

that are jointly utilized in the production of the firm’s outputs. These com

mon costs, as they are also known, give rise to the concept of economies of

scope (or economies of horizontal integration) and provide a basis for deter

mining whether an industry is a multiproduct natural monopoly.

Mayo (1984) argues that: “In addition to measures of scale, efficient

industry structure is determined by the behavior of costs as the scope of

the firm is altered. The cost savings or dissavings that result from multi

product versus specialized firm operations are given by the notion of

economies and diseconomies of scope.”

Therefore, economies of scope (also known as economies of joint produc-

tion) are said to exist if a given quantity of each of two or more goods can

be produced by one firm at a lower cost than if each good were produced

by two different firms or even two different production processes. That is,

for a two product case, weak economies of scope are given by

CðY1,Y2Þ � ½CðY1, 0Þ þCð0,Y2Þ� ð2:28Þ
for all Y1, Y2 > 0. If not, then there are diseconomies of scope, and sepa
rate production of outputs is more efficient.

As in the single output case, we define the degree of economies of

scope, which is given by

Sc ¼ ½CðY1, 0Þ þCð0,Y2Þ CðY1,Y2Þ�=CðY1,Y2Þ ð2:29Þ
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The importance of economies of scope cannot be overstated: Economies

of scope are a necessary condition for natural monopoly in a multiple out

put firm.

Both economies of scale and of scope tend to occur due to specializa

tion. As stated previously, the latter can arise from the sharing or joint uti

lization of inputs. According to Panzar and Willig (1977), if a given input

is imperfectly divisible, production of a small set of goods may leave excess

capacity in the utilization of that input. Another way that economies of

scope can arise is that the input may have some properties of a public

good, so that when it is purchased for one production process, it can then

be freely available to another. A third way is that economies of scope can

arise due to the economies of networking (recall the discussion of network

economies and returns to density).

Subadditivity of the cost function
However, even if a cost function exhibits both economies of scale and

economies of scope, it is not necessarily subadditive. A sufficient condition

must now be established for natural monopoly in a multiproduct industry.

Cost complementarity, which requires that marginal or incremental costs

of any output decline when that output or any other outputs increase, pro

vides such a condition. Mathematically, cost complementarity for a twice

differential multiproduct cost function exists if

@2CðYÞ=@Yi@Yj < 0, for i 6¼ j ð2:30Þ
and for all Yi, Yj > 0.
If this is satisfied, then the cost function exhibits cost complementarity,

which is a sufficient condition for subadditivity in a multiproduct cost

function. An industry is said to be a natural monopoly if, over the entire

relevant range of outputs, the firm’s cost function is subadditive.
2.5 ELECTRICITY AS A MULTIPLE-OUTPUT INDUSTRY
AND ECONOMIES OF SCOPE AND SUBADDITIVITY

While treating generated electricity as a homogeneous good may seem

appropriate, it is certainly not appropriate treatment for distributed electric

ity. A quote from Joskow and Schmalensee (1983, pp. 54–55) summarizes

this principle nicely: “treating diverse power systems as single product firms

is likely to produce error. The cost of an optimally designed power system

depends in complex ways on the distribution of demand over time and
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space. No two power systems produce the same mix of products and prod

uct mix differences affect the magnitude and form of optimal investments in

transmission and in distribution.”

Among the first to actually model electricity as a multiple output func

tion was Neuberg (1977), who examined the market for distribution

employing four interdependent outputs. The predominant output in his

analysis was the number of customers served; the other outputs were the

number of megawatt hours sold, the size of distribution territory, and

the miles of overhead distribution line. Karlson (1986) tested for and found

that the multiproduct characterization of electricity was appropriate,

having treated residential and commercial electricity as distinct outputs.

He found that the marginal cost of any one output depended on the levels

of all other outputs and all other inputs. Furthermore, he rejected the

hypothesis of separability between inputs and outputs, which implies that

the marginal rate of substitution between any two inputs is not indepen

dent of the quantities of outputs nor is the marginal rate of transformation

between any two outputs independent of the quantities of inputs.

Some studies attempted to identify the existence of scope economies in

this industry. Mayo (1984) employed a multiproduct quadratic cost func

tion to estimate the cost of producing both electricity and gas for 200 pub

lic utilities. Using 1979 data, he confirmed the presence of economies of

scope for smaller firms. However, as output is expanded, the absence of

competitive pressure leads to cost inefficiencies and eventual diseconomies

of scope. His finding led to the realization that the regulated utilities in his

sample were characterized by interproduct discomplementarities, since his

empirical results confirmed that

@2CðYÞ=@Y1@Y2 > 0 ð2:31Þ
This particular result, which was anticipated by Kahn, can be attributed (at
least in part) to the type of regulation imposed on these firms; that is, aver

age cost pricing in which firms are certainly not incentivized to minimize

costs. Furthermore, the Averch Johnson effect,1 which is also a result of
1 Traditional rate making provides an incentive to overinvest in capital (i.e., the rate base). For an

investor-owned utility, this is a large component of the revenue requirement on which the utility is

allowed to earn a return to its investors. Known as the Averch-Johnson effect, this is the tendency of

companies to engage in excessive amounts of capital accumulation to expand the volume of their

profits. If a firm’s profits-to-capital ratio is regulated at a certain percentage, then there is a strong

incentive for companies to overinvest to increase profits overall. This goes against any optimal

efficiency point for capital that the company may have calculated as higher profit is almost always

desired over and above efficiency.
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rate of return regulation, is still at play, since firms have an incentive to

overinvest in capital as a mechanism to increase rates and hence profits.

Like Mayo’s 1984 study, Sing (1987) employed a different cost specifi

cation (a generalized translog cost function) to estimate whether a sample

of U.S. electric and gas utilities were natural monopolies. He found that

the average combination utility exhibited diseconomies of scope, but other

output combinations were associated with economies of scope.

Roberts (1986) and Thompson (1997) differentiated output according

to voltage level. Their results suggest that there are economies of density;

that is, for a given network size and a fixed number of customers, average

costs fall when the quantity of power supplied increases. Roberts defined a

measure of economies of output density as

RD ¼ 1=ð@ lnC=@ lnYL þ @ lnC=@ lnYHÞ ð2:32Þ
where YL and YH denote low voltage and high voltage output,
respectively.

He rejected the hypothesis of separability of the generation and trans

mission functions from distribution. This was predominantly due to the

lack of separability between the inputs required to perform all three func

tions, which is the reason that a majority of the utilities in the United

States are vertically integrated. (This confirms Karlson’s finding.) The con

cept of economies of vertical integration is explored later in this chapter

and throughout this book, since it is integral to the appropriate cost mod

eling and public policy making for electric utilities. In addition, it provides

the subject of a case study presented in Chapter 8.

As previously stated, most of the studies of this nature focus on inves

tor owned utilities. However, and as stated in the introductory chapter,

other types of entities are worthy of such analysis. Yatchew (2000) esti

mated the costs of distributing electricity using data on municipal electric

utilities in Ontario, Canada, for the period 1993–1995. The data reveal

substantial evidence of increasing returns to scale with minimum efficient

scale being achieved by firms with about 20,000 customers. Larger firms

exhibit constant or decreasing returns. Utilities that deliver additional ser

vices (such as water and sewage), have significantly lower costs, indicating

the presence of economies of scope.

Greer (2003) estimated economies of scale and scope for U.S. distribu

tion cooperatives. Distributed electricity (i.e., output) was differentiated

by voltage level, with 1000 kVA being the distinction between “small”

users and “large” users. She found that the cost function exhibits
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product specific economies as well as economies of scope, and substantial

cost savings could be realized via mergers between distribution coops. This

study and the cost model used in the analysis are the subject of much more

detail as well as the case studies examined in Chapters 7 and 8.

Fraquaelli, Piancenza, and Vannoni (2004) studied Italian public utili

ties that provided the combination of gas, water, and electricity. They

confirmed the presence of global scope and scale economies only for mul

tiutilities, with output levels lower than the ones characterizing the

“median” firm. This indicates that relatively small specialized firms would

benefit from cost reductions by evolving into multiutilities, providing sim

ilar network services such as gas, water, and electricity. However, for

larger scale utilities, the hypothesis of null cost advantages is not rejected.

Therefore, it is possible that the recent diversification waves of leading

companies are explained by factors other than cost synergies, so that the

welfare gains that can be reasonably expected from such examples of

horizontal integration, if any, are likely to be very low.
2.6 ECONOMIES OF VERTICAL INTEGRATION
AND SEPARABILITY

The issue with which we are dealing is the appropriate modeling of costs

to formulate public policy that maximizes the total welfare of the players

(both consumers and producers) involved. Thus far, we have been

concerned with the separate stages (or processes) required to supply elec

tricity to end users and whether each stage (or process) may be a natural

monopoly. What has been established is that the generation component,

due mostly to technological change, is no longer a natural monopoly

and there could be societal gains from allowing competition into that

component of the process, which is what the deregulation of the industry

was all about. Unfortunately, what was essentially ignored was the network

(or wires) aspect of the business; that is, unlike telephony (voice, data,

fax—more on this in Chapter 5, a case study on deregulation and the

breaking up of the Bell System), water, and natural gas, electricity cannot

be economically stored and, once generated, flows according to Kirchoff’s

law (i.e., the path of least resistance).2
2 This is a critical point that needs to be kept in mind. In my opinion, it is the reason that deregulation

of the industry was such an abject failure.
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Given this, what now needs to be established is the relationship

between these three functional components. After all, part of the notion

of deregulation was that generation could be separated (lack of scale

economies, so competition was deemed feasible) from the transmission

and distribution functions (irrefutably natural monopolies). More specifi

cally, what is necessary is to establish the existence (or lack thereof) of

economies of vertical integration, which are another critical and distin

guishing aspect of this industry?

Vertical integration of electric utilities
Landon (1983) argued that “the electricity industry has special characteris

tics such as close coordination of each process, transaction costs, and idio

syncratic capital requirements, which all favour vertical integration.”

Vertical integration makes sense when a product is produced sequen

tially, such that the output from the first stage of production is employed

as an input in successive stages, which is the case of electricity. When a firm

is vertically integrated, it owns the entire production process, controlling

both the upstream (input) supply and the downstream (output) production

processes. Needless to say, the electric utility industry in the United States

was organized in this fashion for a number of years by investor owned firms,

who were willing to supply power to the larger, more densely populated

areas of the country. Vertical integration makes sense since it provides an

alternative to market transactions, which tend to be costly given the nature

of the industry, which requires specialized assets and sunk costs. It would

have been extremely difficult to foresee the input price increases experi

enced since the mid 1970s; were the industry not vertically integrated but

rather contractually related, the financial difficulties experienced by utilities

in the late 1970s–1990s would have been far greater, since it is unlikely that

these price increases were foreseen and could be written into the contracts,

which were typically of longer duration.

Vertical integration is especially appealing in industries characterized by

bottlenecks, which tend to occur with exclusive ownership of a resource

necessary to the production of the good but whose cost is prohibitive, so

that it is not economically feasible for separate firms to invest. This type

of investment yields a market that approximates a natural monopoly in

the sense that its cost is sunk and its duplication would be wasteful. In

the case of electricity, the bottleneck is that which yields access to the

transmission mechanism that delivers electricity from generation to the

local distribution system.
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Additional benefits are attributable to vertical integration as well:

1. The elimination of the “wedge” that results when the upstream firm

sells its product to the downstream firm at a price above economic

cost.

2. The mitigation of certain problems that arise due to the separation of

ownership of the firm from whoever actually controls it, which is also

known as a principal-agent problem.

For the presence of economies of vertical integration in the supply of

electricity, it must be the case that successive stages of production (gener

ation, transmission, and distribution) are less costly for a single firm to per

form than for these functions to be performed by separate producers. Both

issues are relevant in the production of electricity, whose underlying pro

duction technology not only lends itself to economies of scale but also to

economies of vertical integration.

Defining vertical integration
Mathematically, economies of vertical integration exist if the following is

satisfied:

CðG,DÞ < CðG, 0Þ þ Cð0,DÞ ð2:33Þ
where G > 0 represents the first stage of production (upstream produc
tion) and D > 0 represents the latter stage (downstream production), so

that C(G, D) is the cost of production for a vertically integrated firm. If

this is less than the sum of the cost of separate production by separate enti

ties, given by C(G, 0) þ C(0, D), then it is said that there exist economies

of vertical integration. Or, expressed in percentage terms,

Sv ¼ ½CðG, 0Þ þ Cð0,DÞ CðG,DÞ�=CðG,DÞ ð2:34Þ
where
Sv > 0, there are economies of vertical integration.

Sv < 0, there are no economies of vertical integration.
Separability
Because the marginal cost of any one output depends on the levels of all

other outputs and all other inputs, the issue of separability must be consid

ered on the formation of appropriate policy. Karlson (1986, p. 78) states

that: “Separability between inputs and outputs requires that the marginal

rate of substitution between any two inputs is independent of the quanti

ties of outputs, and the marginal rate of transformation between any two
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outputs is independent of the quantities of inputs . . . The rejection of the

hypothesis of separability between inputs and outputs implies that the rel

ative marginal costs of electricity sold to different consumer classes depend

on the product and input mixes; furthermore, it is impossible to construct

some homogeneous aggregate output called ‘electricity’ to be sold to

consumers.”

Karlson rejects the hypothesis of such separability, as do Henderson

(1985), Roberts (1986), and Lee (1995). These are discussed in more detail

next.
2.7 RELEVANT LITERATURE REVIEW—VERTICAL
INTEGRATION AND SEPARABILITY

Several studies tested for the presence of vertical economies in the supply

of electricity. Virtually all of them test for and reject the separability of the

functional components. In fact, it has been empirically demonstrated that

there exist economies of vertical integration in the production of electric

ity. Such studies include Henderson (1985), who finds downstream costs

are dependent on input usage at the generation stage, hence the cost func

tion (which is translogarithmic) fails the test for separability between gen

eration and distribution. Roberts (1986) concurs, as do Hayashi, Yeoung

Jia Goo, and Chamberlain (1997) and Thompson (1995). Other studies

include those by Kaserman and Mayo (1991) and Gilsdorf (1994, 1995).

As an extension to their testing for vertical economies, both Kaserman

and Mayo (1991) and Gilsdorf (1994, 1995) employ a multiproduct cost

function to determine whether vertical integration and economies of scale

together constitute a natural monopoly. In fact, Kaserman and Mayo also

test for multistage economies between generation and transmission/distri

bution. They too reject the separability of inputs and outputs (what is gen

erated is an input to what is transmitted or distributed) in the cost function.

It is important to note that separability is not the same thing as economies

of vertical integration, where output output interactions matter. Byung

Joo Lee (1995) estimated a production function and performed more

direct tests for vertical integration and economies of scale. All reject sepa

rability of all three functional components of electricity production.

Kwoka (1996) employed the Kaserman and Mayo approach to test for

multistage economies between generation and distribution. He too rejects

separability (especially for “larger” systems) and argues that these vertical

economies are precisely the reason that most investor owned utilities are
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vertically integrated, while most “smaller” systems (i.e., publicly owned

utilities and rural electric cooperatives) are not. In addition he found that

vertical integration achieves significant cost efficiencies, in some cases, suf

ficient to offset diseconomies of scale in generation and distribution

separately.

More recent studies include Goto and Nemoto (2004), who test the

technological externality effects of generation assets on the costs of trans

mission and distribution stages in their study of vertically integrated Japa

nese utilities. Their results show that downstream costs depend on the

generation capital, suggesting significant economies of vertical integration.

Fraquaelli, Piancenza, and Vannoni’s (2005) analysis of Italian municipal

electric utilities finds significant vertical economies for average size and

large utilities while failing to find any significant effects for smaller than

average size utilities. Efficiencies associated with vertical integration are

largest for fully integrated utilities, confirming results found in most other

studies. Greer (2008) estimated the lost economies of vertical integration

due to the rural electric cooperatives’ choice of market structure. As indi

cated in the introductory chapter, cooperatives are organized as either gen

eration and transmission or member coops (distribution only). Greer found

that cost savings of close to 40% could be realized had they adopted a truly

vertically integrated structure. This paper and the cost models used to gen

erate these results are the basis for the case study presented in Chapter 8.
2.8 CONCLUSION

This chapter provides an overview of electric utility industry structure and

some relevant cost concepts as well as a brief survey of the literature per

taining to this industry. In subsequent chapters, these concepts are

expounded on and examined in much more detail.
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Over the past 20 years, the U.S. electric utility industry has gone through

sweeping changes associated with deregulation, regulations, reregulation,

and the rate making process. Due to the largely sunk capital investment

and the well established presence of economies of scale, economies of

scope, and vertical integration, conventional wisdom has held that compe

tition is infeasible (at least in the transmission and distribution segments).

This same wisdom holds that price regulation is necessary to ensure that

consumers pay a fair price and producers and shareholders are appropri

ately compensated for the risk associated with holding the stock of the util

ity (in the case of investor owned utilities, which supply approximately

two thirds of the power to end users in the United States). This chapter

discusses the electric market structure, how utilities recover their costs,

the different recovery mechanisms, both federal and state regulations,

and how the regulatory process can affect rates.
3.1 THE U.S. ELECTRIC INDUSTRY STRUCTURE

In recent years, the industry has been evolving from vertically integrated

monopolies that provide generation, transmission, and distribution service

at cost based rates (regulated model) to an industry where the operation

of generation, transmission, and distribution assets have been increasingly

unbundled and even divested (in the case of generating assets, a deregulated

model). In certain markets, the wholesale and retail price of electricity is

determined competitively under a regulatory framework that promotes

competition. Although transmission and distribution markets are still

monopolistic and follow traditional cost based rates, the Federal Energy

Regulatory Commission (FERC) and a number of states have implemented

rate making approaches that give regulated utilities financial incentives to

cost effectively and reliably expand their transmission and distribution sys

tems. Fourteen states (Maine, New Hampshire, Massachusetts, Rhode

Island, Connecticut, New York, New Jersey, Pennsylvania, Delaware,
43
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Maryland, Ohio, Michigan, Illinois, and Texas) and the District of

Columbia have retail markets where customers can access alternative power

suppliers or continue to purchase power from their historic supplier.

In these markets, competitive bidding is used to determine a portion or

the entire retail price for electricity. However, a number of states have

either suspended deregulation or amended laws and regulations governing

competition due to the lack of competition and resulting increases in price.

States that suspended retail competition include Virginia, Arkansas, New

Mexico, Arizona, Nevada, California, Oregon, and Montana. In 2008,

Delaware, Illinois, and Ohio enacted legislation allowing utilities to once

again build their own generation capacity based on a formalized competitive

procurement process. Illinois went one step further and created a new gov

ernment entity that can build new capacity and procure power.

In the most basic sense, the electric industry is divided into generation,

transmission, and distribution functions. Prior to deregulation, the term

electric utility traditionally denoted an investor owned company or govern

ment agency that produced, transmitted, distributed, and sold electricity to

the end user. Also prior to deregulation, vertically integrated utilities that

served all four market segments were granted a monopoly franchise by

the state or local government, which gave them the right to produce

and sell electricity in that service territory. In return for this monopoly

position, the utility accepted the obligation to serve all customers in that

territory regardless of profitability or ease of access and were subjected to

regulatory oversight regarding their operations and pricing. Under regula

tion, profits were constrained. However, utilities used regulated tariffs to

pass costs onto customers, and incentives to minimize costs or take on

unrecoverable risk were largely absent. (Recall the earlier discussions on

the Averch Johnson effect.)

In addition to traditional vertically integrated utilities, generation and

transmission cooperatives (G&Ts) produced electricity in bulk and trans

mitted and sold it in bulk (wholesale) to other utilities. Often G&Ts provide

bulk power within a region to local distribution companies and municipal

utilities. Local distribution companies (LDCs) owned and operated only

the local distribution network and sold power to the end user. They also

provided retail sales and service to local customers, who often viewed these

entities as the “utility company.” LDCs were investor owned, operated by

the local municipality, or were part of a rural cooperative.

The Public Utility Regulatory Policies Act of 1978 (PURPA) created

two other types of organizations: the independent power producer (IPP)



45The U.S. Electric Markets, Structure, and Regulations
and the nonutility generator (NUG). Both IPPs and NUGs are privately

owned firms that own, operate, and sell power into the market. IPPs

typically sell power to local LDCs whereas NUGs are usually industrial

companies that use much of the power they generate internally but sell

excess power back into the market. PURPA requires traditional utilities

to buy power from these entities if the power is priced less than the

utility’s own cost of generation.

Deregulation
This vertically integratedmodel changed over the years through the introduc

tion of deregulation. Today regulated, unregulated, and partially regulated

markets exist, with a host of different entities serving various market elements.

Utilities can be viewed by the segment of the electric market they serve

(generation, transmission, distribution, or sales) or by their ownership type

(investor owned, government agency, or cooperative) in either a regulated

or unregulated market. As part of deregulation and industry restructuring,

the vertically integrated company concept has effectively been unbundled in

somemarkets. In theory, deregulation promotes the interaction ofmany sellers

and buyers to create economically efficient market pricing that is equal to

the cost of producing the last unit sold (i.e., the marginal cost). It should be

noted that transmission and distribution are still considered naturalmonopolies

that require regulation to ensure fair access for all market participants and to

take advantage of the inherent economies of scale, scope, and vertical

integration.

The intent of deregulation and the resulting industry restructuring was

to protect the short and long term interests of consumers by creating an

efficient market through the introduction of competition. Reasons often

cited for deregulation include advances in combined cycle gas turbines

(CCGT) that produced economies of scale at low capital costs (lower gen

eration market entry price), global competition, the ability of private sec

tor companies to respond more quickly to economic and technology

changes, and improved information and communication systems that

could better manage the markets. Although many of these reasons have a

certain degree of merit, they have not been enough to support universal

deregulation. For example, although advanced CCGT plants are consider

ably less expensive to build than comparably sized coal fired plants, the fact

that fuel costs (natural gas) contribute to a greater extent to the cost of

electricity production is ignored. Yes, the lower entry price created by this

technology allowed new unregulated competition into the market, but this
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also introduced additional risk in the market associated with volatile fuel

prices. As a result, when natural gas prices increased significantly in 2005

(as displayed in Figure 3.1, in cents per MMBTU), some of these assets

became stranded and the production cost of electricity increased in local

markets dominated by natural gas turbine generation. In the case of infor

mation and communication systems, these technologies facilitate day

ahead and online electricity markets between market participants and dif

ferent transaction types. Real time metering, billing, load management,

and quality control are also being offered under deregulation and are an

integral part of the smart grid process.

Market participants
As previously stated, entities within the electric utility industry can be clas

sified by ownership, and this is an important distinction, as different types

of ownership classes can be regulated somewhat differently. In addition to

ownership classes, entities can be viewed in either a regulated or unregu

lated context. In 2007, there were 3273 investor owned, cooperative,

publicly owned, and federal electric utilities, as well as retail and wholesale

power marketers, as shown in Figure 3.2.

image of Figure 3.1
http://www.eia.doe.gov/cneaf/electricity/epa/figes4.pdf
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The vertically integrated model
The vertically integrated market model is represented by a monopoly that

controls the different functions of generation, transmission, or distribution

needed to serve the end user. There are a number of monopoly ownership

types in the United States, including investor owned, federal, cooperative,

municipal, public power agencies, power pools, energy service providers,

and independent power producers. Each is discussed in some detail next.

Investor-owned utilities
Investor owned utilities (IOUs) are owned by stockholders that typically

seek to maximize profits within the framework of regulations governing

these types of utilities. These entities tend to be large organizations that

try to take advantage of economies of scale, as exemplified by recent mer

gers such as Duke/Cinergy, Great Plains Energy/Kansas City Power &

Light/Aquila/Black Hills, Dynegy/LS Power, MidAmerican Energy/

Scottish Power/PacifiCorp., and the recently announced merger between

PP&L and EOn US. Investor owned utilities can exist as individual cor

porations or holding companies as part of a parent company that owns

one or more operating utility. Most IOUs sell power at retail rates to vari

ous classes of customers and at wholesale rates to other utilities, including

image of Figure 3.2


48 Electricity Cost Modeling Calculations
federal, state, and local government utilities, public utility districts, rural

electric cooperatives, and even other investor owned utilities. They can

also be characterized as having high density service territories. As mo

nopolies, IOUs are regulated and required to provide service to all custo

mers in their franchised territory, charge reasonable and comparable prices

to similar classifications of consumers, and provide consumers access to ser

vices under similar conditions. Most IOUs that operate in regulated retail

states operate on a vertically integrated basis, providing generation, trans

mission, and delivery service at a bundled price to retail customers.

The 211 IOUs in the United States represent roughly 6% of the total

number of electric utilities and approximately 38% of installed capacity,

as shown later. They generate approximately 42% of the power produced

and generate 66% of the sales and 67% of the revenue. Investor owned

utilities serve about 100 million consumers, representing about 71% of

the total U.S. market, and operate in all states except Nebraska. Also

referred to as privately owned utilities, they typically earn a return for their

investors that is either distributed to stockholders as dividends or rein

vested in the company. Because of their for profit nature, they are regu

lated by the state’s utility regulatory commission to ensure that the

interest of the customer is taken into consideration.

Independent power producers
In a vertically integrated market the role of an independent power pro

ducer is to generate power and sell the output under long term contracts,

which can offer an alternative to the utility’s building and financing the

construction of a new facility. As such, they are nonutility, for profit com

panies with no assigned service territories. In addition, IPPs are not

allowed to own transmission facilities and must contract for this service

to deliver power to their customers, which they sell at market based rates

that are subject to receiving FERC authorization. Finally, IPPs are not

“qualified facilities” and some are exempt wholesale generators (EWGs),

which means that they are exempt from certain FERC financial reporting

and ownership restrictions.

Municipal utilities and other publicly owned utilities
Municipal utilities (Munis) and other publicly owned utilities are nonprofit

government entities that serve at either the local or state level. There are

2009 publicly owned electric utilities in the United States, representing

approximately 61% of the players in the power industry, 9% of the
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generating capability, 8% generation, 15% of retail sales, and 13% of the

industry’s revenue in 2007. This group of utilities consists of municipal,

public utility, and power districts; state authorities; irrigation districts;

and joint municipal action agencies. Publicly owned utilities have certain

advantages, such as access to tax free financing (municipal treasuries),

ability to issue low cost tax exempt debt to finance construction, and gen

erally are not subject to state and federal taxes. Often they are financed

by general obligation bonds and revenue bonds secured by the sale of

electricity. This can result in lower retail rates than IOUs.

Municipal utilities are owned and operated by local communities and

often operate within the local municipal public works department. They

can also be characterized as having a concentrated service territory similar

to many IOUs. Munis are concentrated largely in the Midwest and South

east and are located in every state except Hawaii. According to the 2007

Energy Information Administration (EIA) records, there are nearly 1950

municipally owned utilities in the United States. Municipal utilities can

own and operate their own generation and distribution system, such as

those in Austin, Texas; Jacksonville, Florida; and Colorado Springs, Color

ado. However, more than half the municipal utilities own and operate

only the local distribution system and purchase their power wholesale,

from either federal agencies, IOUs, or other entities. This class of utility

is often not regulated by state or federal agencies, and municipalities may

operate the utility as a tool to promote local economic expansion or lower

local tax burdens. Municipal utilities can range in size from one customer

to over a million customers (e.g., the city of Los Angeles).

In some regions of the country, municipal utilities are run by a number

of cities or a county, and are called public utility districts (PUDs). Public

utility districts and projects are more prevalent in Nebraska, Washington,

Oregon, Arizona, and California, where voters elect commissioners or

directors to govern the district independent of any local government.

Smaller municipal utilities frequently band together to create public utility

districts that share ownership in generation and transmission assets.

Other publicly owned utilities include municipal authorities, state

authorities, and irrigation districts. State authorities, such as the New York

State Power Authority and Santee Cooper (South Carolina Public Service)

are utilities that function under a state charter and can generate or purchase

electricity from other utilities, sell power into the wholesale market or to

groups of other utilities within their states, as well as distribute power to

local customers. The New York State Power Authority supplies wholesale
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power to municipal and cooperative utilities but also provides power to

certain industrial customers. Santee Cooper provides both retail and

wholesale electric service. Irrigation districts, such as the Salt River Agri

cultural and Improvement District, are controlled by a board of directors

apportioned according to the size of landholdings. The Salt River Project

provides both retail electric and water services. Irrigation districts are

primarily located in the western United States and were initially formed

for agricultural purposes by local farmers to manage water resources.

Some states created entities, called joint municipal action agencies, for

the purpose of constructing power plants and purchasing wholesale

power for resale to municipal distribution utilities. Some of these entities

include the Massachusetts Municipal Wholesale Electric Company, the

Indiana Municipal Power Agency, and the Municipal Electric Authority

of Georgia.

Federal power agencies
Federal power agencies were initially established by the federal govern

ment to market the power from federal hydropower projects. There are

nine federal power agencies controlled by various government agencies

that operate in all areas except the Northeast, the upper Midwest, and

Hawaii. These include

• The U.S. Army Corps of Engineers.

• The Bureau of Indian Affairs and the Bureau of Reclamation in the

Department of the Interior.

• The International Boundary and Water Commission in the Depart

ment of State.

• The power marketing administrations (PMAs) in the Department of

Energy—Bonneville Power Administration (BPA), Southwestern Power

Administration (SWPA), Southeastern Power Administration (SEPA),

Western Area Power Administration (WAPA).

• The Tennessee Valley Authority (TVA).

The TVA, the U.S. Army Corps of Engineers, and the U.S. Bureau of

Reclamation are the only federal agencies that own and operate generating

facilities. These federal power agencies were largely established based on

the premise that publicly supported electricity was essential to provide

electricity to large parts of rural America. The primary purpose of the

TVA, the BPA, and the other PMAs was to market the surplus output

of hydroelectric facilities generated as part of riverway navigation, flood

control, and irrigation requirements.
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The federal role in providing electric power dates back to the beginning

of electrification. In the United States, federal involvement in the electric

market began with the Reclamation Act of 1902 and the Town Sites and

Power Development Act of 1906. With the Reclamation Act of 1902,

the federal government became involved in the reclamation of arid lands

largely through the development of irrigation projects, which generated

electricity as a by product. At the turn of the last century, hydroelectric

power was the dominant source of electricity. At that time, the sale of sur

plus power, preferentially to local communities as defined in the 1906 act,

was viewed as a way of repaying the costs associated with reclamation. In

the 1930s the role of the federal government in marketing electricity from

federally owned facilities grew rapidly, largely due to the Great Depression

and the need to create jobs to stimulate the economy. At the time, the

power produced by these entities was sold primarily to municipals and

cooperatives. During the Great Depression, some of the world’s largest

hydroelectric power plants were constructed, including the Hoover Dam

in 1936, the Bonneville Dam in 1938, and the Grand Coulee Dam in

1941. In the years leading up to the Second World War, nearly half of all

new generating capacity was built by the federal government, which miti

gated the effects of the depression to some degree through electrification

and jobs. Due to the federal dam projects during this era, federal utilities

today produce more hydroelectric power than other types of utilities, which

makes the power they produce relatively inexpensive. With the exception

of parts of the Midwest and Northeast, federal power is sold throughout

the nation. States in the Pacific Northwest and the Tennessee River Valley

receive the largest share of federal power.

Federal electric utilities primarily generate power from federally

owned facilities and transmit and sell their power to statutorily defined

preferential customers, including municipal utilities, cooperatives, Indian

tribes, state utilities, irrigation districts, state governments, and federal

agencies. As required by law, they operate as not for profit entities and

are required to recover the cost of operation and repay the U.S. Treasury

for funds borrowed to construct generation and transmission facilities.

After meeting these statutory customer commitments, federal power agen

cies can and do sell surplus electricity to IOUs or directly to large, power

intensive industries (i.e., aluminum industry) in wholesale markets. The

federal agencies do not directly sell to residential or commercial customers.

These agencies also own transmission lines from their power generation

facilities to other utility owned grids.
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The Tennessee Valley Authority, which is the largest federal power

producer, operates its own power plants and sells both wholesale and retail

power into the Tennessee Valley region markets. Power generated by the

Bureau of Reclamation and the U.S. Army Corps of Engineers (except for

the North Central Division in areas such as Saint Mary’s Falls at Sault Ste.

Marie, Michigan) is marketed by the various federal power marketing

administrations. These administrations also purchase energy from other

electric utilities for resale into wholesale markets. Federal power authori

ties represent less than 1% of all electric utilities in the United States, yet

they provide approximately 7% of all generating capability and about 4%

of the generated electricity. Federal utilities are not subject to rate regula

tion, but they must submit their rates to the FERC to demonstrate that

they are at a level sufficient to repay debt owed the federal government.

The Tennessee Valley Authority
The TVA was established during the Great Depression on May 18, 1933,

under the Tennessee Valley Act, as an “experiment” in social planning as part

of Franklin Delano Roosevelt’s (FDR) “First New Deal.” (The First New

Deal occurred during the first 100 days of FDR’s administration and resulted

in the passage of dozens of congressional acts and executive orders.) During

that period of the Great Depression, the nations’ economic peril was so

severe (nearly 25% unemployment, bank closings, mortgage defaults, and

50% drop in farm crop prices) that Congress felt it did not have the time to

seriously debate FDR’s various acts before voting.

Supporting the creation of the TVA was the belief by many at the time

that privately held power companies were charging too much, as directed

by their owners, the utility’s holding company. These private utility

holding companies controlled 94% of generation by 1921 and were largely

unregulated (Public Utility Reports, Inc., 1988). The eight largest utility

holding companies controlled 73% of the investor owned electric indus

try by 1932 (Hyman, 1994), which led to the Public Utility Holding

Act of 1935, enacted during the “Second New Deal” era of 1934–1935.

As a result of the creation of TVA, many private companies in the valley

were purchased by the federal government.

The TVA was largely formed to promote economic development in

the Tennessee Valley, improve navigation, aid in flood control, and pro

vide fertilizer manufacturing. In the early years, the TVA was financed

through federal appropriations. The 1959 TVA Act authorized the TVA

to “self finance,” giving the TVA more freedom in making investment
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decisions. The TVA Act limited how much power the TVA could sell

outside its jurisdiction, which was defined as the geographic area of the

distributors served by the TVA in 1957. Direct appropriations for the

TVA power program ended in 1959; and appropriations for TVA’s stew

ardship, economic development, and multipurpose activities ended in

1999. Since 1999, TVA has funded all its operations almost entirely from

the sale of electricity and power system financings. The Energy Policy

Act of 1992 provided the TVA with an exemption from the Federal

Power Act1 and FERC authority to order utilities to provide transmission

service. This exemption, referred to as the “anti cherry picking” advan

tage, limits competition to the TVA by limiting access by others to its

transmission lines and customers within the TVA’s defined service terri

tory. TVA’s rates are not subject to state or FERC regulation but are set

by the TVA’s board of directors.

Like other federal entities, the TVA sells power to municipalities and

cooperatives, which resell the power to their customers at a retail rate.

The TVA also sells power to federal agencies, customers with large or

unusual loads, and exchange power customers (systems that border the

TVA’s service area). It is the largest federal power agency and supplies

power to most of Tennessee, northern Alabama, northeastern Mississippi,

and southwestern Kentucky as well as sections of northern Georgia, west

ern North Carolina, and southwestern Virginia. In 2008, the TVA’s rev

enues were $10.4 billion, virtually all from its power programs including

wholesale power contracts with 159 municipalities and cooperatives,
1 From Wikipedia, the free encyclopedia:

“The Federal Power Act is a law appearing in chapter 12 of Title 16 of the United States Code,

‘Federal regulation and development of power.’ Enacted as the Federal Water Power Act in 1920, its

original purpose was coordinating hydroelectric projects in the United States. Representative John J.

Esch (R-Wisconsin) was the sponsor.

The act created the Federal Power Commission (FPC) (now the Federal Energy Regulatory

Commission) as the licensing authority for these plants. The FPC regulated the interstate activities of

the electric power and natural gas industries, and coordinated national hydroelectric power activities.

The Commission’s mandate called for it to maintain reasonable, nondiscriminatory and just rates to

the consumer. It was ensured that 37.5% of the income derived from hydroelectric power leases

given out under the Water Power Act of 1920 went to the state in which the dam was established.

In 1935 the law was renamed the Federal Power Act, and the FPC’s regulatory jurisdiction was

expanded to include all interstate electricity transmission.

Subsequent amendments to the law include the following statutes:

Public Utility Regulatory Policies Act (PURPA) (Public Law 95-617)

Energy Security Act (P.L. 96-294)

Electric Consumers Protection Act of 1986 (PL 99-495)

Energy Policy Act of 1992 (PL 102-486)”
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which represented nearly 83.4% of total operating revenues in 2008 (SEC

2008 10 K filing). All these contracts require customers to purchase all

their electric power and energy requirements from the TVA under a 5,

10, or 15 year notice of termination agreement, which provides for stabil

ity in the TVA’s revenue from electricity generation.

Today, the TVA operates 3 nuclear, 11 fossil fuel fired, 29 hydroelec

tric, 6 combustion turbine, and one pumped storage plants. The TVA’s

Green Power Switch renewable program includes 16 solar sites, 1 wind

energy site, 1 methane gas facility, and 1 biomass/coal cofiring program.

Fossil fuel plants produce about 60% of TVA’s power, nuclear another

30%, and hydropower dams about 10%. Green power contributes less than

1% to the generation mix.
The power marketing administrations
The Bonneville Project Act of 1937 created the Bonneville Power

Administration (BPA) for the purpose of generating hydropower from

the Columbia River system and promoting regional economic develop

ment. The BPA is the largest PMA and second largest federal utility in

terms of assets after the TVA. The Western Area Power Administration

(WAPA) is the second largest PMA and was created in 1977 by the

Department of Energy Organization Act of 1977. The WAPA markets

hydropower in the western United States, including power from the

Hoover Dam (built in 1935). Both the Southwestern Power Administra

tion and the Southeastern Power Administration were created by the

Pick Sloan Flood Control Act of 1944. According to Section 5 of this act:
Electric power and energy generated at reservoir projects under the control of the
War Department and in the opinion of the Secretary of War not required in the
operation of such projects shall be delivered to the Secretary of the Interior, who
shall transmit and dispose of such power and energy in such manner as to
encourage the most widespread use thereof at the lowest possible rates to con-
sumers consistent with sound business principles, the rate schedules to become
effective upon confirmation and approval of the Federal Power Commission.
Rate schedules shall be drawn having regard to the recovery (upon the basis
of the application of such rate schedules to the capacity of the electric facilities
of the projects) of the cost of producing and transmitting such electric energy,
including the amortization of the capital investment allocated to power over a
reasonable period of years. Preference in the sale of such power and energy shall
be given to public bodies and cooperatives.
The federal government provides federal utilities, such as the power

marketing administrations (and cooperatives) that participate in the rural
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utility services (RUS) electric program, access to capital at reduced interest

rates. The PMAs sell about 5% of the nation’s electricity into the wholesale

electric markets, including the sale of power to municipalities and coop

eratives, state agencies, IOUs, public utility districts, federal agencies, and

industrial customers. The service territory of the Bonneville Power

Administration covers Washington, Oregon, and small pieces of western

Montana and western Wyoming. The SWPA serves part of Kansas and

Texas, Missouri, Oklahoma, Arkansas, and Louisiana. The SEPA serves

Illinois, West Virginia, Kentucky, Tennessee, Mississippi, Alabama, Geor

gia, the Florida Panhandle, North and South Carolina, and Virginia. The

WAPA covers California, Nevada, Utah, Arizona, New Mexico, Utah,

most of Montana and Wyoming, parts of Texas, North and South Dakota,

Nebraska, western and southern Kansas, and the western edges of Minne

sota and Iowa.

Based on the 1944 Flood Control Act, PMA electricity is sold “at the

lowest possible rates consistent with sound business principles,” which

are generally less than the price power would be under competitive market

conditions. Essentially, PMAs pass lower prices on to statutorily defined

preference customers in lieu of profits to particular groups of preferred cus

tomers, representing a level of price supports. An exception to this is the

TVA, which was estimated by the Energy Information Administration to

have had higher wholesale prices than neighboring utilities in 2006.

Rural electric cooperatives
In the 1920s and 1930s, as the electric grid evolved in the United States,

it became readily apparent that investor owned utilities had little interest

in building distribution systems in sparsely populated rural areas. To pro

mote agriculture and quality of life in these rural areas, the federal gov

ernment created the Rural Electrification Administration in 1936,

which provided for the creation of the rural electric cooperatives. Rural

electric cooperatives are customer owned electric utilities that provide

electricity to end users in their service territories. They are largely in

rural areas and cooperatives are organized under state law and subject

to the following:

• Cost based operations (i.e., no profit incentive).

• Members (owner customers) are entitled to receive a return of, but not

a return on, capital they contribute to the organization.

• Governance is based on one member/one vote. (The board of direc

tors is elected by the membership.)
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In addition to customer owned cooperatives, some coops may be

owned by a number of other coops. Three types of cooperatives exist:

(1) distribution only, (2) distribution with power supply, and (3) genera

tion and transmission. Some distribution cooperatives resemble municipal

utilities, in that they often do not generate electricity but purchase it from

other utilities and federal generation agencies. In the event there is not

enough federally provided electricity, groups of coops have come together

regionally to create generation and transmission cooperatives that own

facilities on behalf of the distribution coops. These generating and trans

mission cooperatives are usually referred to as power supply cooperatives.

Generation and transmission coops were largely brought about by regu

lations in 1970s that made it more difficult for distribution coops to purchase

electricity from entities other than the federal government. Currently, total

nameplate capacity for G&Ts is 38,604 MW, and they supply approximately

5% of the nation’s power needs (U.S. Department of Agriculture, Rural

Utilities Service, 2008). There are 864 distribution cooperatives and 66 gen

eration and transmission cooperatives operating in 47 states.

Many cooperatives qualify as tax exempt organizations under Section

501(c)(12) of the Internal Revenue Code. Under this tax exempt status,

cooperatives must receive at least 85% of their revenue from business con

ducted with members. Cooperatives that meet Rural Utilities Service eli

gibility requirements have access to low cost federal government loans and

loan guarantees. Cooperatives account for roughly 10% of electricity sales

to ultimate consumers, 12% of the customers, 10% of the revenue, and

nearly 43% of the miles of distribution lines in the United States.

An important facet of rural electric cooperatives is their ability to obtain

financing through the Rural Utilities Service (RUS) loan program, which

was established under the Federal Crop Insurance Reform and Department

of Agriculture Reorganization Act of 1994 to provide financial and technical

assistance and facilitate electrification of rural America. The RUS is the suc

cessor to the Rural Electrification Administration, which was created under

the Rural Electrification Act of 1936. This act provided for direct loans and

loan guarantees to electric utilities serving customers in rural areas and also

provided low interest, long term loans from the federal government, which

were made at a 2% interest rate until 1973 and increased to 5% between 1973

and 1993 with up to 35 years to maturity.

Today, the RUS program loans and guarantees are used to finance the

construction and improvement of electric generation, transmission, and

distribution facilities in rural areas. In addition to cooperatives, entities
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eligible to apply for loan and loan guarantees include states, territories,

public power districts, and agencies, such as municipalities that provide

retail electric service to rural areas or supply the power needs of distribu

tion borrowers in rural areas. To qualify for loans and loan guarantees,

borrowers must show that the loans will be repaid in accordance with their

terms and provide adequate security pursuant to the RUS mortgage and

loan contract. In 2008, the RUS loan program was redirected in recogni

tion of the deregulation of the wholesale markets, so that the focus of the

RUS became the provision of financial assistance for transmission and dis

tribution facilities and so that G&Ts were to consider commercial capital

markets for funding new generation (although upgrades to existing gener

ation would still be provided).2

Although the RUS loan program supports the coops’ need for capital,

it is interesting to note that many coops face competitive challenges they

find difficult to overcome due to lack of scale economies. As an example

of these competitive pressures, in late 2009 American Electric Power’s

subsidiary AEP Southwestern Electric Power Co. (SWEPCO) offered to

purchase the Valley Electric Membership Corporation (VEMCO, a coop),

and the VEMCO board unanimously approved a voluntary dissolution of

the cooperative, which serves 30,000 member customers in eight Louisi

ana parishes with 7000 miles of distribution and 90 miles of transmission

lines. As a result, VEMCO’s members are expected to save nearly 20%

on their retail rates from this change of ownership, and in addition,

SWEPCO provides payment for the VEMCO patronage capital (return

of equity to the membership) at closing subject to approval of this transac

tion by the Louisiana Public Service Commission, the Arkansas Public

Service Commission, the Rural Utilities Service, and the National Rural

Utilities Cooperative Finance Corporation.

Nonutility power producers
Nonutility power producers are also referred to as qualifying facilities (QFs).

Qualifying facilities were established under the Public Utility Regulatory

Policies Act of 1978 (PURPA) and include combined heat and power

(CHP) plants and small power producers. Combined heat and power plants

cogenerate (produce process/district heat and electricity) for primarily
2 Office of Management and Budget, Department of Agriculture, Budget of the United States

Government, Fiscal Year 2008 Appendix, p. 146 (see www.whitehouse.gov/omb/budget/fy2008/

appendix.html.)

www.whitehouse.gov/omb/budget/fy2008/appendix.html
www.whitehouse.gov/omb/budget/fy2008/appendix.html
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business purposes, but also produce electricity for sale into the market.

Other nonutility power producers include entities that use renewable

resources to generate electricity. These entities have been a small but

growing segment of the overall power market.

Power pools
Prior to the creation of independent system operators (ISOs) and regional

transmission organizations (RTOs), power pools were created by groups of

utilities to merge the scheduling and dispatch function for their generation

assets. Multiple utilities within a region could then share their assets, produc

ing higher reliability and lower costs for the pool. This allowed higher cost

utilities access to lower priced power and lower cost utilities to receive addi

tional revenue. By pooling scheduling and resources, utilities relied on the

pool to minimize costs as opposed to power trading. Prior to deregulation,

power pools were used extensively in the Northeast with the largest being

PJM (New England and New York), prior to being replaced by ISOs.

Industry restructuring and the competitive electric market
As mentioned earlier, the electric market in the United States has evolved

into a hybrid regulated, unregulated, and partially regulated landscape.

This restructuring allowed competition in the generation and retail sales

sides of the business in unregulated and partially regulated markets,

providing opportunities for new players. As noted earlier, the restructuring

first took place in the generation market, but other activities, such as sys

tem operations and retail sales to end use customers, moved away from the

monopoly (regulated utility) in the restructured power industry. This cre

ated distribution and transmission organizations that provide only a service:

They do not trade or sell power but distribute power on behalf of other

market players. In the evolving competitive markets, these new players

include merchant generators, transmission companies, independent system

operators, regional transmission organizations, transmission owners, distri

bution companies (DISTCOs), electric power marketers, and energy ser

vice companies (ESCOs).

Merchant generators
In a deregulated market, the role of the IPP to generate and sell power has

evolved to that of a merchant generator. In a restructured market, mer

chant generators are independent for profit organizations that own and

operate generation assets outside the regulated utility. As opposed to IPPs,
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who sell their power output under long term contracts, merchant genera

tors are more likely to sell to a variety of market participants and are gen

erally more at risk to market prices. The markets for merchant generators

include utilities, marketers, ISOs, or directly to end use customers. Many

merchant generators were formed through the acquisition of the existing

generation’s assets of traditional, vertically integrated, regulated utilities

during a state’s restructuring process. Other merchant generators were

formed as unregulated subsidiaries of utility holding companies. Examples

of merchant generators include Mirant (MIR), NRG Energy (NRG),

Reliant (RRI), and Dynegy (DYN).

Transmission companies
Transmission companies (transcos) are investor owned and operate as for

profit companies. FERC Order 2000 explicitly allows for transcos to own

and operate their transmission facilities (unlike ISOs, which only operate

the system), allowing for a profit structure subject to some regulatory con

straints. As competition is generally limited, they are regulated by FERC.

Again, as with merchant generators, transcos typically acquire their trans

mission lines from formerly vertically integrated utilities or are required

to build their own new transmission lines. An example of a transco is

ITC Transmission, the nation’s first and currently largest fully independent

transmission business, which was established in 2003. ITC Transmission

consists of three operating companies: ITC Transmission; Michigan Elec

tric Transmission Company, LLC (METC); and ITC Midwest serving

nearly 80,000 square miles in five states with approximately 15,000 miles

of overhead and underground transmission lines. Through a subsidiary,

ITC Great Plains, new transmission lines are being built in Kansas and

Oklahoma to support the development of the growing wind industry in

the region.

In late 2009, the American Electric Power Company (AEP) announced

the formation of a new transco to cover at least 11 states as part of a

three part national transmission strategy. According to AEP, “Pursuing

these activities in a Transco, with formula rates adjusted annually by the

Federal Energy Regulatory Commission (FERC), benefits customers

by enhancing AEP’s access to capital. This enables the company to under

take substantial new investment while relieving our operating company

balance sheets of the burden of meeting those capital demands, thereby

allowing them to put capital to work on distribution and generation

needs.”
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Independent system operators and regional transmission
organizations
The FERC proposed the creation of ISOs in 1996, in response to the

Energy Policy Act of 1992. FERC’s Order 888 in 1996 provided for the

creation of ISOs to consolidate and manage the operation of transmission

facilities in order to provide nondiscriminatory open transmission service

for all generators and transmission customers. FERC Order 2000 sup

ported the role of RTOs to oversee electric transmission and operate

wholesale markets across a broad territory (multiple states). Both ISOs

and RTOs are independent entities, not affiliated with other market

players, and the functions of each include day to day grid operations,

long term regional planning, billing and settlements, and other wholesale

electric market services. ISOs tend to be smaller in geographic size, and

some are not subject to FERC jurisdiction (for example, Canada and

central Texas).

The 10 ISOs/RTOs in North America serve two thirds of electricity

consumers in the United States and more than 50% in Canada. They

include the following:

• Alberta Electric System Operator (AESO, an ISO).

• California Independent System Operator (California, an ISO).

• Electric Reliability Council of Texas (ERCOT, an ISO).

• Ontario’s Independent Electricity System Operator (IESO, an ISO).

• ISO New England (ISO NE, an RTO).

• Midwest Independent Transmission System Operator (Midwest ISO,

an RTO).

• New York Independent System Operator (NYISO).

• PJM Interconnection (PJM, an RTO).

• Southwest Power Pool (SPP, an RTO).

• New Brunswick System Operator (NBSO, an ISO).

These are displayed in Figure 3.3.

ISOs/RTOs coordinate generation and transmission across a wide geo

graphic area, matching generation instantaneously to the market demand for

electricity. Maintaining an optimal transmission grid requires management

of the flow of power across the power grid, an understanding of the capabil

ities of the system, and the management of payments between producers,

marketers, transmission owners, buyers, and others. In ISO and RTO

regions, the owner of the transmission assets is referred to as the transmission

owner (TO), which can be a transco or utility distribution company. The

TOs own, maintain, and can expand the transmission system when
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appropriate. ISOs/RTOs control the operation of the system and provide the

TOs compensation for ownership and operation of the transmission lines.

ISOs/RTOs are more than transmission operators, as they provide

more extensive grid reliability and transaction support services than previ

ously offered in the market. In addition to nondiscriminatory transmission

access, ISOs/RTOs facilitate competition among wholesale suppliers and

provide regional planning, energy, or capacity market operation; outage

coordination; transactions settlement; billing and collections; risk manage

ment; credit risk management; and other ancillary services. Across large

regions, they schedule the use of transmission lines, manage the intercon

nection of new generation, and provide market monitoring services to

ensure fair market operations for all participants.

The ISOs/RTOs also play a large role in grid reliability to avoid the

types of blackouts experienced in the eastern United States in the past (for

example, the northeastern blackouts of 1965 and 2003). In addition, they

forecast load and schedule the order that generation is dispatched to assure

sufficient power is available in the event that demand rises or a system failure

occurs. Regional planning is another important function, in that it takes a

broad view of the market to plan intra and interregional infrastructure

image of Figure 3.3
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expansion for reliability and economic improvement. The ISOs/RTOs play

a pivotal role in planning for transmission lines associated with new genera

tion, especially from renewable sources such as wind, geothermal, and solar.

Electric power marketers
Electric power marketers support a competitive market by purchasing

electricity from generators and selling the power to utilities, end users,

and other market players. As with the stock market, electric power mar

keters add value by bringing buyers and sellers together, arranging for

transmission and other services, and (at times) accepting market risk. Fre

quently generators have an electric marketing arm that not only sells their

own generated power but also buys and trades power in the open market.

Electric power marketers can be divided into two broad categories;

those that sell wholesale power to utilities, the grid, or large industrial cus

tomers; and the retail electric marketers that focus solely on sales to end

use customers. Retail electric markets tend to focus much of their effort

in sales, customer service, billing, collection, product development, and

brand awareness, due to large number of potential customers they are trying

to reach. Electric power marketers have also created new products, such as

the availability of renewable energy to customers in diverse markets, as

well as unique services in response to rapidly changing market needs.

The following is an example of a customer “carbon footprint” service

provided by Constellation New Energy: “The service provides a structured

platform that helps prepare customers for participation in GHG emissions

reporting programs, including the U.S. EPA Climate LeadersW program,

the Carbon Disclosure Project, Global Reporting Initiative (GRI), and

other emerging regulatory initiatives. Both scalable and flexible, the offering

is easily customized for specific reporting needs, including Corporate Social

Responsibility (CSR) reporting, and it provides a web based, enterprise

level system to manage GHG emissions and broader sustainability program

metrics” (www.newenergy.com).

In essence, electric power marketers replicate many of the services pre

viously provided by traditional vertically integrated utilities prior to

restructuring.

Utility distribution company
The utility distribution company (UDC) is the monopoly provider of dis

tribution services in a restructured market. Unlike the traditional regulated

market distribution company, the UDC may be prohibited by law from

http://www.newenergy.com
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selling power (and be allowed only to collect a distribution charge) or may

be able to supply power to select customers (typically those not serviced by

electric marketers or those who elect not to be serviced by electric

marketers).

The distribution of electric power is an intrastate function under the

jurisdiction of state public utility commissions (PUCs). Under the tradi

tional regulatory system, the PUCs set the retail rates for electricity, based

on the cost of service, which includes the costs of distribution. Retail rates

are set by the PUC in ratemaking rulings. The rates include the cost to the

utility for generated and purchased power; the capital costs of power,

transmission, and distribution plants; all operations and maintenance

expenses; and the costs to provide programs often mandated by the

PUC for consumer protection and energy efficiency, as well as taxes. As

the industry restructures, in some states the PUC will eventually no longer

regulate the retail rates for generated or purchased power. Retail electricity

prices will be open to the market forces of competition. The PUCs will

continue to regulate the rates for distribution of power to the consumer.

They also have a say in the siting of distribution lines, substations, and gen

erators. Metering and billing are under the jurisdiction of the PUC and, in

some states, are becoming competitive functions. As the industry restruc

tures, the PUCs’ responsibilities are changing. The goal of each state

PUC remains to provide its state’s consumers with reliable, reasonably

and fairly priced electric power. More recently, states have taken on the

task of promoting renewable energy, which will affect the utility market

both in sources of generation and costs. Figure 3.4 shows the current status

of state restructuring.

Energy service companies
Energy services companies (ESCOs) actually came about in the regulated

market to provide services beyond those provided by the regulated pro

vider, such as appliance maintenance, appliance sales, and demand side

management or energy audits. ESCOs are for profit entities and, in a

restructured market, continue their traditional roles as well as other new

roles associated with the restructured market. This can include assisting

customers in evaluating energy needs and determining the best solutions

to meet those needs based on supplies and services from the various market

participants.

Thus far, this chapter has examined the structure of the electric indus

try, expounding on that which was presented in the introductory chapter.
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Figure 3.4 Status of electric restructuring, May 2009 (Source: www.eia.doe.gov/cneaf/
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64 Electricity Cost Modeling Calculations
Next, a comprehensive time line of industry regulation is presented. It

should be duly noted that, at the time of this writing, both the regulatory

paradigm and the structure of this industry continue to unfold.
3.2 REGULATION OF THE ELECTRIC UTILITY INDUSTRY

A history of regulation in the U.S. electric utility industry
The modern electric utility industry began in the 1880s in New York City

with Thomas Edison’s Pearl Street generating station. A novelty of its

time, it provided reliable central generation, distribution, and a competi

tive price of 24 cents per kilowatt hour, compared to the 2009 national

average of 9.89 cents per kilowatt hour (The U.S. Energy Information

Administration, 2010). Electric utilities spread rapidly through the rest of

the decade, as demand grew from nighttime only, to one that required

electricity on demand 24 hours a day, every day of the week. The rapid

spread of electric utilities characterized the remainder of that century, with

most of the electricity supplied by multiservice privately owned utilities,

which competed aggressively for central city markets, because of the pop

ulation density that characterized such areas.

In the early part of the 20th century, it became apparent that the supply

of electricity was characterized by growing economies of scale. In addition,

technological change precipitated the growth and consolidation of the

image of Figure 3.4
http://www.eia.doe.gov/cneaf/electricity/page/restructuring/restructure_elect.html
http://www.eia.doe.gov/cneaf/electricity/page/restructuring/restructure_elect.html
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industry, as private suppliers merged into utility holding companies. Even

smaller private and municipally owned suppliers were forced to merge

with or be acquired by these privately owned multiservice firms. At their

peak in the late 1920s, the 16 largest electric power holding companies

controlled over 75% of all U.S. generation. And with this came the inevi

table: Regulation.

The rise of regulation
The holding companies that evolved in the 1920s had significant monopo

listic powers over the market. These “natural monopolies” came about due

to the need for large capital investment (high entry hurdle) and economies

of scale and scope that produced a lower cost of goods and services com

pared to many smaller firms serving the same market. The potential for

excess profits and nondiscriminatory service to all was real, and the govern

ment felt a need to control these powers. The solution to these natural

monopolies was the creation of a regulatory structure that granted exclusive

service territories and, in exchange, set rates at what was deemed “fair” to

the investors (IOUs) and to the customer.3 This paradigm still exists.

Throughout the 1880s and 1890s, there was fierce competition among

the various utilities in existence at that time. However, by the early 1900s,

many local governments perceived a need for change in the market or reg

ulation. Reacting to the need to control these natural monopolies, many

local governments created municipal utility systems, which effectively

eliminated investor owned utilities. The number of municipally owned

utilities tripled between 1896 and 1906, sending a strong signal to IOUs

that they could lose their market to government entities. In 1907, the larg

est utility associations (such as the National Electric Light Association) and

business advocacy groups (for example, the National Civic Federation)

started to promote regulation of utilities by the state. States quickly

adopted regulation, and by 1916, 33 states had created regulatory agencies.

At this time, the vertically integrated natural monopoly model was already

well established; therefore, state and local governments oversaw all aspects

of this market.

Regulation by the federal government was also evolving during this

time period. Prior to 1905, utilities were allowed to build and operate
3 Within the boundaries of allowing a fair return on the investment in a utility’s stock, regulators also

seek to minimize costs to consumers, ensure reliable service, and provide relatively stable rates

and an efficient use of resources. Furthermore, ensuring safe practices by utilities is paramount.
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dams with little or no government oversight. However, in 1905, the fed

eral government began to license dams and charge fees for their construc

tion. In 1920, the Federal Water Power Act and the Federal Power

Commission were created to regulate rates, financing, and services of uti

lities with licensed dams. As a result of the Great Depression, the govern

ment started to compete with investor owned utilities through the

creation of federal utility agencies, such as the TVA (1933) and numerous

dam projects.

During the 1920s holding companies incurred increasing amounts of

debt, and the economics of generating and transmitting electricity were

rapidly changing. A classic monopoly situation was unfolding, in that

economies of scale had not been taken advantage of when the marginal

costs of adding new generation were less than the average cost of new gen

eration. During the prosperous 1920s, these highly leveraged holding

companies managed to remain solvent, but after the stock market crash

in 1929 and the resulting lower demand (and hence revenue), these enti

ties could no longer service their debt. As more holding companies went

bankrupt, service deteriorated, and investors lost millions of dollars. From

1929 to 1936, 53 holding companies went into bankruptcy or receivership

and 23 others were forced to default on interest payments.

In 1928, the Federal Trade Commission issued a report warning that

the holding company structure was unsound and “frequently a menace

to the investor or the consumer or both.” As the Great Depression

dragged on, the federal government decided regulatory action was

required. The Federal Power Act, which established a federal utility regu

latory system, was enacted at the same time as the Public Utility Act of

1935; these two acts were intended to work in tandem. Title I of the

Public Utility Act of 1935 is known as the Public Utilities Holding

Company Act of 1935 (PUHCA). PUHCA ultimately broke up interstate

holding companies, and between 1935 and 1958, 759 utilities were sepa

rated and the number of holding companies dropped from 216 to 18.

The Public Utility Holding Company Act
The Public Utility Holding Company Act, enacted in 1935, was aimed at

breaking up the unconstrained and excessively large trusts that then con

trolled the nation’s electric and gas distribution networks. Before PUHCA,

almost half of all electricity generated in the United States was controlled

by three huge holding companies and more than 100 other holding com

panies existed. The size and complexity of these huge trusts made industry
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regulation and oversight control by the states impossible. Many of these

holding companies were looked at as either pyramid schemes (investing

a small amount at the top and reaping big rewards) or complex organiza

tions formed solely to avoid state regulations and hide true service costs

to the customer. PUHCA was passed in an era when financial pyramid

schemes were extensive through the country and Congress felt a need to

act. These pyramids were sometimes 10 organizational layers deep, illus

trating the difficulty in regulation as shown in the following discussion

(Hyman, 1994):
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The Insull4 interests (which operated in 32 states and owned electric companies,
textile mills, ice houses, a paper mill, and a hotel) controlled 69% of the stock of
Corporation Securities and 64% of the stock of Insull Utility Investments. Those
two companies together owned 28% of the voting stock of Middle West Utilities.
Middle West Utilities owned 8 holding companies, 5 investment companies, 2 ser-
vice companies, 2 securities companies, and 14 operating companies. It also
owned 99% of the voting stock of National Electric Power. National, in turn,
owned one holding company, one Service company, one paper mill, and two
operating companies. It also owned 93% of the voting stock of National Public
Service. National Public Service owned three building companies, three miscella-
neous firms, and four operating utilities. It also owned 100% of the voting stock
of Seaboard Public Service. Seaboard Public Service owned the voting stock of
five utility operating companies and one Ice Company. The utilities, in turn,
owned 18 subsidiaries.
As a result of the Great Depression and collapse of several large holding

companies, the ensuing Federal Trade Commission (FTC) investigations

criticized these holding company structures for their many abuses, includ

ing higher cost electricity to consumers. In 1932, presidential hopeful

Franklin D. Roosevelt criticized the “Insull monstrosity” for inflating

the value of its holdings and selling worthless bonds when Middle West

Utilities and many of its 284 affiliates were placed in receivership. Under

PUHCA, the Securities Exchange Commission (SEC) was charged with

the administration of the act and the regulation of the holding companies.

One of the most important features of the act was that the SEC was given

the power to break up the massive interstate holding companies by requir

ing them to divest their holdings until each became a single consolidated

system serving a circumscribed geographic area. Another feature of the
muel Insull worked for Thomas Edison and later became the vice-president of the Edison General

ectric Company. In 1887, Insull established the Chicago Edison Company, and in 1897,

mmonwealth Electric was formed. In 1907, Insull consolidated Chicago Edison and

mmonwealth Electric to form Commonwealth Edison Company.



68 Electricity Cost Modeling Calculations
law permitted holding companies to engage only in business that was

essential and appropriate for the operation of a single integrated utility.

This latter restriction practically eliminated the participation of nonutilities

in wholesale electric power sales. The law contained a provision that all

holding companies had to register with the SEC, which was authorized

to supervise and regulate the holding company system. Through the regis

tration process, the SEC decided whether the holding company would

need to be regulated under or exempted from the requirements of the

act. The SEC also was charged with regulating the issuance and acquisition

of securities by holding companies. Strict limitations on intrasystem trans

actions and political activities were also imposed.

Aside
PUHCA effectively reorganized the electric and gas industries and facilitated

greater federal and state regulation of both wholesale and retail prices. How

ever, over the years, there have been movements to repeal PUHCA and

allow holding companies to buy utilities in different parts of the country to

provide economies of scale and corresponding lower rates. In 1992,

PUHCA was amended by the Energy Policy Act to exempt firms engaged

exclusively in wholesale sale of electricity. However, during the Enron

corporate scandal, there was a sense of déjà vu back to the formative years

before PUHCA, when investors lost confidence in the basic institutions of

capitalism. The many parallels between Enron and Insull Investments

include the years it took the FTC to unravel both firms, financial structures

and corruption of the chief executives (Insull and Lay) and the ability of both

firms to successfully keep the government out of their business dealings.

Both firms were even groundbreaking: Enron with EnronOnline, its Inter

net based energy trading system; and Insull, which pioneered “massing pro

duction” (later shortened to “mass production”) and keeping power plants

running 24/7 to defray its high fixed costs. And like Enron, Insull’s empire

pushed its financial dealings to the brink of manipulating the nation’s energy

markets. As a result of the Energy Policy Act of 2005, repeal of PUHCA

became effective in 2006, marking the beginning of a new era of holding

company regulation, which is discussed further in the following section.

The era after PUHCA
Through the 1940s, 1950s, and 1960s, the electric industry continued to

grow and electric prices dropped significantly due in part to the economies

of scale, regulation, and technological advancements. In the early 1960s,
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the electricity industry created the North American Power Systems Intercon

nection Committee (NAPSIC), an informal voluntary organization, to

coordinate the bulk power system in the United States and Canada, resulting

in the formation of the largest electricity grid in the world. However, unrec

ognized weaknesses were developing in the system that were revealed in the

northeast blackout in 1965. The blackout started with the failure of one line

and interrupted electric service across 80,000 square miles (eight states),

affecting 30 million customers in the Northeastern United States and large

parts of Canada. In response to this situation, Congress established a regional

coordinating body to ensure electricity supply reliability. The North

American Electric Reliability Council (NERC) was formed in 1968 as part

of the Electric Power Reliability Act of 1967.

Focus on reliability: The North America Reliability Council
In 1968, nine regional reliability organizations were formalized under the

North American Reliability Council, along with regional planning coordi

nation guides, as a replacement to the previous voluntary organization, the

North American Power Systems Interconnection Committee. NERC was

responsible for promoting reliability efforts and assisting the regional coun

cils by developing common operating policies and procedures. NERC

developed a complex committee structure to bring together volunteer

industry experts to consider power integration issues and provide educa

tion to support its mission to improve system reliability.

After the northeast blackout of 2003 and passage of the Energy Policy

Act of 2005, FERC was authorized to designate a national electric reli

ability organization (ERO) to develop and enforce compliance with

mandatory reliability standards in the United States. As a nongovernment

body, it was designated a “self regulatory organization,” recognizing the

interconnected and international nature of the electric grid. In 2006,

FERC certified NERC as the ERO for the United States. The North

American Electric Reliability Corporation, a nonprofit corporation was

then formed as the successor to the North American Electric Reliability

Council.

Prior to becoming the national ERO, NERC’s guidelines for power

system operation and accreditation were referred to as policies and,

although strongly encouraged, were ultimately only voluntary. As an

ERO, NERC worked with all stakeholders to revise its policies into stan

dards and now has authority to enforce those standards under financial

penalties in the United States as well as several provinces in Canada.
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U.S. organizations violating the standards can be fined up to $1 million per

day per violation. Efforts are currently underway with Canadian and

Mexican governments to obtain comparable authority for NERC.

NERC currently oversees eight regional reliability entities that control

all the interconnected power systems in the contiguous United States,

Canada, and a portion of Baja California in Mexico. NERC’s new respon

sibilities include working with stakeholders to develop standards, monitor

ing and enforcing compliance, assessing resource adequacy, and providing

accredited education and training programs to operators. NERC also

investigates and analyzes the causes of significant power system distur

bances to better prevent others from occurring in the future.

There are three major and two minor NERC interconnections and

nine regional reliability councils. The reliability councils within the eastern

interconnection are

• Florida Reliability Coordinating Council (FRCC).

• Midwest Reliability Organization (MRO).

• Northeast Power Coordinating Council (NPCC).

• Reliability First Corporation (RFC).

• SERC Reliability Corporation (SERC).

• Southwest Power Pool, Inc. (SPP).

The western interconnection consists of the Western Electricity Coor

dinating Council (WECC), and the Texas council is the Electric Reliabil

ity Council of Texas (ERCOT).

The Northeast Power Coordinating Council (NPCC) covers portions

of Canada and is often considered to be part of the eastern interconnec

tion. The Alaska interconnection, Alaska Systems Coordinating Council

(ASCC), is not tied to any of the other interconnections, is not generally

counted among North America’s interconnections, and is an affiliate

member of NERC.

NERC develops and maintains reliability standards, including regional

reliability standards that must approved by FERC and applicable authori

ties in Canada and Mexico. These are displayed in Figure 3.5.

NERC relies on the regional councils to enforce the NERC standards

with bulk power system owners, operators, and users through approved

delegation agreements. Regional councils are also responsible for monitor

ing compliance of the registered entities within their regional boundaries,

assuring correction of all violations, and assessing penalties for failure to

comply. U.S. law requires that NERC’s enforcement actions be filed pub

licly with the FERC.
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The 1970s, a time of change
The electric power industry was buffeted by change throughout the 1970s,

almost a perfect storm of unforeseen and uncontrollable events. In 1970,

Congress passed the Clean Air Act as a response to acid rain caused by

power plants as well as other environmental issues. This act significantly

reduced allowable emissions from power plants, signaling the beginning

of massive investments in non generating emission control equipment,

cleaner technologies, and “compliance” fuels. The Clean Air Act was soon

followed by the Water Pollution Control Act of 1972, regulating water

emissions and how a power plant uses water for importing functions, such

as cooling and thermal emissions. The year 1973 can been seen as the

beginning of the nation’s energy crisis, when the Organization of Petro

leum Exporting Countries’ (OPEC) oil embargo hit, resulting in substan

tial fuel and electric price increases. Congress reacted to the oil embargo

and energy shortages by focusing on conservation and energy efficiency

through the passage of the Energy Supply and Environmental Coordina

tion Act of 1974, requiring utilities to stop using natural gas or other

petroleum based products to generate electricity. Even residential use of

image of Figure 3.5
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natural gas was affected by the curtailment of gas used for residential

lighting. The Resource Conservation and Recovery Act (RCRA) of

1976 and the Federal Hazardous Waste Amendment in 1984 gave EPA

the authority to control hazardous waste from “cradle to grave” and estab

lished a framework for the management of nonhazardous solid wastes. This

included a focus on waste minimization and phasing out land disposal of

hazardous waste.

Prior to the 1970s, energy regulation development was controlled by a

number of federal agencies, including such cabinet level departments as

the Department of Interior and the Department of Agriculture, as well

as independent regulatory agencies, such as the Federal Power Commis

sion and the Atomic Energy Commission. In 1977, a number of govern

ment institutions were established to address the energy crisis more

centrally, including the Department of Energy (DOE) and the Western

and the Federal Energy Regulatory Commissions. The Department of

Energy Organization Act in 1977 placed a number of federal energy agen

cies under the direction of the DOE, including the Federal Energy

Administration, the Energy Research and Development Administration,

the Federal Power Commission, and parts of several other agencies and

programs including the nuclear weapons program (with the exception of

nuclear energy, which is controlled by the Nuclear Regulatory Commis

sion). The act requires the DOE to work with other agencies, including

the Environmental Protection Agency (EPA), the Bureau of Mines, and

the Nuclear Regulatory Commission (NRC) in regard to standards and

regulations as they pertain to the utility industry. The 1977 act directs

the DOE to conduct research and development to support the develop

ment of new technologies within the energy field and requires the DOE

to submit a National Energy Policy Plan biennially.

The Federal Energy Regulatory Commission
The Federal Energy Regulatory Commission was established within the

DOE and is an independent agency that regulates the interstate transmis

sion of electricity, natural gas, and oil. The Federal Power Commission

(FPC), founded in 1920, was the predecessor to FERC created to coordi

nate federal hydropower development. In 1935, the FPC was transformed

into an independent agency to regulate both hydropower and interstate

electricity. All FERC decisions are reviewable by the federal courts. In

1983, Congress ended federal regulation of wellhead natural gas prices,

and in response, FERC sought greater competition to both the natural
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gas and electric industries. The Energy Policy Act (EPAct) of 2005

expanded FERC’s authority to impose mandatory reliability standards on

the bulk transmission system and impose penalties for the manipulation

of electricity and natural gas markets. These additional FERC responsibil

ities as they pertain to the electric industry include

• Regulation of transmission and wholesale electricity in interstate

commerce.

• Review of certain mergers and acquisitions and corporate transactions

by electricity companies.

• Review of siting application for electric transmission projects under

limited circumstances.

• Licensing and inspection of private, municipal, and state hydroelectric

projects.

• Protecting the reliability of the high voltage interstate transmission sys

tem through mandatory reliability standards.

• Monitoring and investigating energy markets.

• Enforcing FERC regulatory requirements through imposition of civil

penalties and other means.

• Overseeing environmental matters related to natural gas and hydroelec

tricity projects and other matters.

• Administering accounting and financial reporting regulations and con

duct of regulated companies.

The FERC regulates approximately 1600 hydroelectric projects in the

United States and oversees new mergers and antimarket manipulation reg

ulations. FERC was heavily involved in the California electricity crisis and

has collected over $6.3 billion from California electric market participants

by facilitating settlements. It also investigated allegations of electricity mar

ket manipulation by Enron and others in the electric markets. More

recently, it promoted the voluntary formation of the RTOs and ISOs to

facilitate access to the grid and supported the repeal of PUHCA and enact

ment of the Public Utility Holding Company Act of 2005.

The National Energy Conservation Policy Act of 1978
The National Energy Conservation Policy Act of 1978 was a comprehen

sive energy statute comprising five separate but intertwined public laws

dealing with energy conservation (National Energy Conservation Policy

Act), coal conversion (The Power Plant and Industrial Fuel Use Act), pub

lic utility rates (Public Utility Regulatory Policies Act), natural gas pricing

(Natural Gas Policy Act), and a series of taxes (Energy Tax Act) designed
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to discourage energy consumption and accelerate the transition to alterna

tive fuels. The main purpose of the National Energy Conservation Policy

Act was to reduce oil imports and promote more efficient use of energy.

The Power Plant and Industrial Fuel Use Act specifically restricted the

construction of power plants fueled by natural gas or petroleum and pro

moted the use of coal and alternative fuels, supporting the need for greater

energy security. However, the most significant of these acts was the Public

Utility Regulatory Policies Act.

The Public Utility Regulatory Policies Act of 1978
Restructuring of the electric utility industry began with the passage of the

Public Utility Regulatory Policies Act. In 1978, President Carter suggested

changes to electric pricing structures, as he felt that the typical “rate struc

ture” encouraged the use of electricity by charging higher prices for the

first increments of electricity used by customers with subsequent incre

ments costing less per unit. As an example, the first 50 kWh of use might

cost 5.0 cents/kWh, the next 50 kWh 4.0 cents/kWh, and the next

100 kWh 3.5 cents/kWh, and anything greater than 200 kWh only

3.0 cents/kWh. (This is known as a decliningblock rate structure.) In an

era when utilities were trying to reach an economy of scale and costs were

decreasing, this “promotional rate structure” made sense. But in an era of

increasing energy costs, when the country was more concerned about

conservation, this declining block rate structure did not support public

policy. PURPA supported the elimination of these declining block rate

structures and required state commissions to order utilities to develop

new rate structures. However, the most significant part of PURPA was

the requirement of electric utilities to interconnect with and buy whatever

amount of capacity and energy was offered from any facility meeting the

criteria for a qualifying facility. This was a significant departure from tradi

tional regulation, which generally sets the price of electricity on the basis

of the cost of production. The utilities were then required to pay for that

power at the utility’s own incremental or avoided cost of production. An

initial interpretation of avoided was the cost of additional electricity pro

duced by the utility itself. However, under PURPA’s requirements, some

utilities that already had sufficient supply available to meet demand, either

through their own generation or through purchases from other sources,

also had to purchase generation from a qualifying facility.

To facilitate the entry of the nonutility companies into the market,

Congress exempted most qualifying facilities from rate and accounting
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regulation by the FERC under the Federal Power Act; from regulation by

the Securities and Exchange Commission under PUHCA; and from the

state rate, financial, and organizational regulation of the regulated utilities.

In addition, by simplifying contracts and the power sales process, it

provided increased financial certainty for creditors and equity sponsors

and eliminated several barriers into the marketplace for smaller energy pro

ducers. Another significant provision of PURPA was the encouragement

of independent power producers and wheeling so that large, industrial

firms could contract with other nonutility sources rather than be forced

to purchase from the local utility (in fact, PURPA required that electric

utilities contract with certain independent power suppliers for their

power).

At the time of PURPA, energy conservation and the concept of

demand side management were critical components of energy policy but

not the only elements. The Carter administration at the time also sought

greater production of coal and oil as well as nuclear energy (President

Carter had a nuclear background) with the hope of not adversely affecting

the environment. Federal funding through agencies such as the DOE also

promoted alternative energy technologies. PURPA also facilitated the fur

ther development of gas turbine technology and cogeneration. During the

military buildup of the 1980s, manufacturers of jet engines received gov

ernment funding for research and development to advance the efficiency

and reliability of this technology. The market responded to these increases

in efficiency and reliability by creating aero derivative jet engines (nominal

10 MW) for use in electric power production (previous to this, industrial

turbines dominated the electric generation market). These aero derivative

gas turbine cogeneration units could be installed at much lower capital

costs and obtain thermal efficiencies in the 50% range, which made them

much more attractive than central station plants. The technological

advances were then extended to industrial turbines and included the con

cept of combining cycles (gas combustion cycle with a steam heat recovery

cycle) to produce more efficient gas turbine technology and reduce the

cost minimizing level of capacity to 400 MW. The reduced cost also made

it easier for new players to enter the market, and for existing players, the

lower cost reduced the risk of investment should market conditions

change. PURPA also supported development in renewable energy tech

nologies, and in states such as California, new alternative energy producers

flourished. This situation created a new fledgling industry that would

advance the technology to where we are today.
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As mentioned earlier, PURPA also started the movement for the

deregulation of the power industry and the breakup of the traditional

vertically integrated electric utility firms. With the new entrants into the

electric market, regulators started to question the need for monopolies

and the vertically integrated structure. This act broke the stranglehold that

traditional power companies had on the generation function, since any

unregulated qualifying facility could now sell electricity to the power grid.

However, it should be recognized that PURPA did not create a competi

tive market, in that qualifying facilities sold and generated power at a pre

mium and not at rates competitive with existing utility generation rates.

Rather, PURPA brought into question the need for the traditional

vertically integrated monopoly to supply future new generation needs, as

qualifying facilities demonstrated that they could bring new capacity

online at the same cost as the monopolies. Prior to the 1970s, utilities

could still exploit economies of scale and the increasing thermal efficien

cies of steam turbines, generators, and boiler technology. In the 1970s

and 1980s, the cost of new generation was now driven more by the eco

nomics of cogeneration (the ability to sell both steam and electricity) and

later by the lower cost and efficiency of combined cycle gas turbines, as

well as reduced natural gas prices and greater gas availability (recall earlier

that the use of natural gas for electricity generation was actually banned

four years earlier in the Energy Supply and Environmental Coordination

Act of 1974). In addition to questioning the concept of utilities as natural

monopolies, the justification for regulations was even brought into ques

tion. As qualifying facilities demonstrated that many generators in a market

could exist, the seed for a competitive generation market was planted.

Interestingly, there are many similarities between PURPA andcurrent state

renewable portfolio standards, including the fact that many cogenerators

sold power into the market not at the control of the utility or regional dis

patch but when it just happened to be available, similar to the situation

today with wind and solar energy.

The 1970s and passage of PURPA represented difficult times for the

electric utility industry, marked by environmental legislation and concerns,

a poor economy, inflation that adversely affected the construction of new

plants, occupational safety, and low load growth. However, the 1970s also

marked a time when many power plants were still being constructed to

supply the forecasted load growth. These primarily coal and nuclear power

plants took years to construct and represented significant capital outlays by

the industry. Despite the robust regulatory climate and well intentioned
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natural monopolies, rapid inflation made the cost of new power plants

unpredictable, financing more costly, risks associated with safety concerns

and regulation more apparent, and most important, the diminished load

growth meant that the industry now had excess generation and reserve

margins. These regulatory approved costs were then passed on to consu

mers, which resulted in the near tripling of electric energy costs between

1969 and 1985. In 1983, the president of Virginia Electric and Power

Company, William Berry, made the profound statement that “[a]s in so

many other regulated monopolies, technological developments have over

taken and destroyed the rationale for regulation. Electricity generation is

no longer a natural monopoly.”

It seemed only fitting, given all the changes and turmoil of the 1970s,

that the end of the decade was marked by additional energy turmoil. In

January 1979, the Shah of Iran was removed from power and the resulting

oil embargo created worldwide shortages and significantly disrupted the

U.S. economy. This was followed by the accident at Three Mile Island

in 1979, which significantly increased the cost of nuclear power, initiated

regulatory delays, and certainly brought into question the future of nuclear

power in this country. In April 1979, responding to growing energy

shortages, President Carter announced gradual price controls on oil and

proposed a windfall profit tax on oil companies. This was quickly followed

by government programs to increase research and development funding of

renewable energy and promote commercialization of these technologies

through solar development banks. In July 1979, President Carter proposed

an $88 billion decade long effort to support U.S. energy independence

through the development of synthetic fuel from the nation’s coal and oil

shale reserves. In 1980, Congress passed the Energy Security Act to sup

port the creation of a synthetic fuel industry producing 2 million barrels

of oil per day by 1992. This act created the United States Synthetic Fuels

Corporation to provide financial assistance and encourage private invest

ment in this new industry.

Industry restructuring in the 1980s and 1990s
The 1980s represented an era of deregulation for a number of industries in

the United States. In 1978, the airline industry was deregulated followed

by the telecommunications industry in 1984. In many areas of the country,

electric utilities also distributed natural gas (known as combination utili

ties), and the movement for deregulation hit this segment of the market

first, when deregulation opened access to transmission pipelines and
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created a spot market in 1987 (the gas industry has a similar vertical struc

ture to the electric industry, in that there are producers, transmission

pipelines, and distribution pipelines). Based on the discussions surrounding

the deregulation of other industries at the time, Congress, the FERC,

and many state regulators believed that electric industry deregulation

would lower costs to consumers while increasing supply and improving

reliability.

From its inception, the FERC has encouraged and approved the use of

market based electric rates to support the development of an efficient and

competitive market. Between 1985 and 1991, the FERC addressed 31

requests to sell wholesale electric power at market based rates, although

only a few were approved (Notice of Public Conference and Request

for Comments on Electricity Issues, Docket No. PL91 1 000, April

1991). The pace of market based rate requests picked up substantially after

the passage of the Natural Gas Utilization Act.

The promotion of market based rates was a significant step by FERC

in industry restructuring and deregulation. In the traditional regulated cul

ture, wholesale and retail electricity rates are calculated based on a utility’s

costs plus a negotiated rate of return on the utility’s (prudent) investments.

This approach ensures investors that the utility will cover its costs of oper

ation but does not encourage that full evaluation of all risks associated with

that investment. Should the project be uneconomical (cost overruns,

changes in demand, etc.), the utility could still recover its costs plus the

return on the investment by passing along the costs to the customer in

the form of higher electric prices.5 This may shelter the investor from risk

and facilitate financing, but it does not necessarily promote competitive

wholesale power markets. By the mid 1990s, the FERC had approved

the use of market based rates for more than 100 power suppliers and a

competitive electric power market was emerging.

Other federal legislation in the 1980s that affected the electric power

industry included the Pacific Northwest Electric Power Planning and

Conservation Act of 1980. This act, in addition to creating the Pacific

Northwest Electric Power and Conservation Council, provided for the

Bonneville Power Administration to purchase and exchange electric
5 However, it is more likely the case that some of these costs will be not be recoverable in the utility’s

rate base. This occurred with the Louisville Gas and Electric Company’s Trimble County Unit

Number 1 in which 25% of the cost was not allowed to be recovered in the rate base since

anticipated load growth did not materialize. In addition, a $2.5 million refund and an $8.5 million

rate reduction was ordered as part of the settlement agreement.
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power with Northwest utilities at the “average system cost” and gave the

agency authority to plan for and acquire additional power to meet its

growing load requirements.

The Economic Recovery Tax Act of 1981 introduced a new formula

for determining allowable tax depreciation deductions. The accelerated

cost recovery system (ACRS) enabled taxpayers to claim generous depre

ciation deductions based on the system’s permitted depreciable life,

method, and salvage value assumptions. The generation, transmission,

and distribution assets of regulated electric utilities were categorized as

public utility property and, under ACRS, were assigned relatively long

depreciable lives, which influenced new capital investments toward

lower cost technologies.

The Electric Consumers Protection Act of 1986 (ECPA) was the first

significant change to the hydropower licensing provisions of the Federal

Power Act (FPA) since 1935. The changes included elimination of prefer

ences on relicensing and the importance of environmental considerations

in the licensing process associated with an increased role of the state and fed

eral fish and wildlife agencies in reviewing licenses. The act also eliminated

PURPA benefits for hydroelectric projects at new dams and diversions,

unless the projects satisfy stringent environmental conditions. Under this

act, FERC’s enforcement powers were also substantially increased.

Another important law of the 1980s was the Tax Reform Act of 1986.

In this legislation the ACRS method for determining asset depreciation

(Economic Recovery Act of 1981) was replaced with the modified accel

erated cost recovery system (MACRS). The MACRS corrected the dis

parity in treatment of property between regulated and non regulated

utilities. As part of the act, investment tax credits were repealed. (The

investment credit of the federal income tax law was a dollar to dollar off

set, available for regulated and non regulated utilities such as taxpayers,

and intended to encourage capital investment.)

Natural Gas Utilization Act of 1987
As it affected the electric industry, the Natural Gas Utilization Act

(NGUA) amended the Power Plant and Industrial Fuel Use Act of 1978

to repeal the prohibitions on the use of natural gas and petroleum as a pri

mary energy source in new power plants and new major fuel burning

installations. This act gave the secretary of the DOE authority to prohibit

the use of natural gas in certain boilers and restricted increased use of

petroleum by existing power plants. The act also required power plants



80 Electricity Cost Modeling Calculations
to have sufficient inherent design characteristics to permit the addition of

equipment, such as pollution control devices, necessary to allow the plant

to be capable of using coal or another alternate fuel as the primary energy

source. In addition, this act stipulated that no new power plant could be

constructed or operated as a base load power plant without the inherent

design capability of being able to be converted to coal from natural gas

or oil in the event market conditions warranted. Exempt from this

requirement were peak load and intermediate load power plants, which

opened the door for IPPs, as often such plants were constructed to meet

peak or intermediate loads using integrated gasification combined cycle

(IGCC) gas turbines fueled by natural gas. Supporting the use of natural

gas to generate power was the act’s repeal of the incremental natural gas

pricing provisions in the Natural Gas Policy Act of 1978.

The 1990s—The pace of industry restructuring accelerates
In January 1990, energy prices were relatively stable. However, this

changed dramatically in August 1990, when Iraq invaded Kuwait, marking

the beginning of the Gulf War and another era of energy concern.

Another important event affecting the electric utility industry was the pas

sage of the Clean Air Act Amendments of 1990 (CAAA). These amend

ments significantly affected the industry, both in the need to reduce

emissions and changes to fuel buying practices. A major objective of the

CAAA was to reduce annual sulfur dioxide emissions by 10 million tons

and annual nitrogen oxide emissions by 2 million tons from 1980 levels,

understanding that electric generators were responsible for a large portion

of the proposed reductions. The program instituted under the CAAA

established a market based approach to sulfur dioxide emission reductions

(cap and trade), while relying on more traditional technological methods

for nitrogen oxide reductions.

Despite PURPA’s objective of providing market access to qualifying

facilities, many new players in the market accused vertically integrated

electric utilities of favoring their own generation and control area opera

tors giving preference to their company’s resources. Both the FERC and

Congress believed that, without open access to the transmission system,

the end use customer would not realize all the benefits of market based

rates and new generation technologies. The primary intent of the Energy

Policy Act of 1992 was to create open access to the transmission system

for qualifying facilities, other utility generating companies, and indepen

dent power producers.



81The U.S. Electric Markets, Structure, and Regulations
The Energy Policy Act of 1992
The Energy Policy Act of 1992 (EPACT) created a structure of competi

tion in the wholesale electric generation market and defined a new cate

gory of electric generator, the exempt wholesale generator (EWG).

EWGs were not constrained by PUHCA imposed limitations, which

made it easier for them to enter the wholesale electricity market. EWGs

differ from PURPA qualifying facilities in that they were not required to

meet PURPA’s cogeneration or renewable fuels provisions, and utilities

were not required to purchase power from EWGs. Like qualifying facil

ities, EWGs did not sell to retail customers nor did they own transmission

facilities. But, unlike qualifying facilities, EWGs were not regulated and

were able to charge market based rates. EPACT also mandated that FERC

provide transmission system access to wholesale suppliers on a case by case

basis. This access provision eliminated a major barrier for utility affiliated

and nonaffiliated power producers to compete for new non rate based

power plants. At the time of EPACT, many of the new non rate based

generating units were expected to be gas turbines, due to the lower capital

costs compared relative to coal fired plants.

EPACT has been considered one of the most significant pieces of leg

islation in the history of the industry. The act had a significant impact on

municipal and rural cooperatives, in that it provided access to new genera

tors (EWGs and qualifying facilities) in distant wholesale markets, freeing

them from their dependency on surrounding investor owned utilities for

their wholesale power requirements. This led to a nationwide open access

electric power transmission grid supporting the wholesale market (EPACT

prohibits FERC from ordering retail wheeling to end use customers).

Anyone selling power at wholesale now has the ability to gain access to

transmission at “just and reasonable” rates as defined by the FERC.

EPACT directs FERC when it issues a transmission order to approve rates

that permit the utility to recover all legitimate, verifiable economic costs

incurred in connection with the transmission services. Such costs include

“an appropriate share, if any, [of] necessary associated services, including,

but not limited to, an appropriate share of any enlargement of transmission

facilities.” The language also says that FERC “shall ensure, to the extent

practicable,” that costs incurred by the wheeling utility are recovered from

the transmission customer rather than “from a transmitting utility’s existing

wholesale, retail, and transmission customers.”

EPACT also provided reforms to PUHCA, including the expansion of

FERC’s authority and the creation of players in the market now exempt
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from SEC regulation. PUHCA reform was seen as critical by many of the

market players. Nonutility groups argued that revising PUHCA without

revising transmission access rules would reinforce the utility monopolistic

structure, while regulated public utilities expressed concern that the

increased access to transmission would jeopardize the reliability of the grid.

Prior to EPACT, utilities had no obligation to provide access to their

transmission lines, except under PURPA, they were required to intercon

nect with and purchase power from qualifying facilities. Under the Federal

Power Act, as amended by PURPA, FERC also appeared to have author

ity to require wheeling under limited circumstances. Wheeling is defined

when a transmission utility owner allows another utility or independent

power producer to move (or wheel) power over its transmission lines.

However, FERC and the federal courts later ruled that PURPA authority

was limited and did not allow FERC to require a utility to wheel power to

its wholesale customers or to encourage competition in bulk power mar

kets. It should be noted that, in addition to FERC, the federal courts

can also require wheeling, but only when the Sherman Antitrust Act has

been violated. This would include circumstances where a regulated public

utility refuses to wheel power in an attempt to monopolize a particular

market. The Atomic Energy Act of 1954, the Nuclear Regulatory Com

mission, and the U.S. Attorney General may require wheeling access as a

condition for issuing a construction permit for a nuclear plant. EPACT

broadened available exceptions substantially by giving FERC new author

ity to order utilities to provide wheeling over their transmission systems to

utilities and nonutilities alike.

In addition to granting greater access to the transmission grid and defin

ing EWGs, EPACT also encouraged utilities to make investments in con

servation and energy efficiency as amendments to PURPA. Utilities are

now required on a regular basis to perform integrated resource planning, file

those plans with state regulatory authority, allow for public participation

and comment, and implement the plan. The law also stipulated that state

regulated utilities invest in energy conservation, energy efficiency, and

demand side management programs and be allowed a rate of return to be

“at least as profitable, giving appropriate consideration to income lost from

reduced sales due to investments in and expenditures for conservation and

efficiency, as its investments in and expenditures for the construction of

new generation, transmission, and distribution equipment.”

Energy efficiency under EPACT also extended to the utilities, own

assets. The act provided for rate charges to be sufficient to encourage
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energy efficiency investments in cost effective improvements associated

with power generation, transmission, and distribution. State regulatory

authorities and non regulated electric utilities under EPACT were

“required to consider the disincentives caused by existing ratemaking

policies, and practices, and consider incentives that would encourage

better maintenance, and investment in more efficient power generation,

transmission and distribution equipment.”

EPACT also repealed the alternative minimum tax for some smaller

producers. In addition to other regulatory measures, such as the Natural

Gas Utilization Act of 1987, EPACT was intended in part to expand the

use of natural gas and contributed to the rise of gas fired nonutility genera

tors as the fastest growing source of electric generation capacity. Electric

generation from natural gas grew from 17% of the market in 1996 to

22% of the market in 2003.

It quickly became clear, after the passage of EPACT, that additional

work was still needed to support industry restructuring. In 1993, the

FERC issued a policy statement regarding regional transmission groups

(RTGs) to clarify the provision of transmission services and facilitate the

resolution of disputes. The FERC believed that RTGs would encourage

negotiated agreements between transmission providers and minimize liti

gation before FERC (U.S. Federal Energy Commission, 1993).

During the mid 1990s, FERC also established guidelines for “compara

ble transmission access” for third parties. The concept of comparable access

is based on the assumption that owners of the transmission grid should offer

third parties access to the grid on the same or comparable basis and under

the same or comparable terms and conditions as the transmission owner’s

use of the system. Comparable access is one of the key provisions in the

open access transmission tariff specified in Order 888 (67FERC61, 168).

The FERC also issued, in 1995, its Transmission Pricing Policy Statement,

expanding the prior “postage stamp” and contract path pricing mechanisms

to a variety of other pricing methods more suitable for competitive whole

sale power markets (U.S. Federal Energy Commission, 1994, 1995).

Despite the FERC’s authority and rulings regarding wheeling, dispari

ties still existed in the comprehensiveness and quality of transmission

services provided by transmission owners to other users. To further

encourage open access to transmission grids, the FERC applied the com

parability standard when a utility requested as a condition for approval for

market based rates or approval to merge with another utility. Despite these

FERC efforts, open, nondiscriminatory transmission access still did not



84 Electricity Cost Modeling Calculations
exist universally at the end of 1995. In 1996, FERC issued Order 888 to

correct the lack of universal access, which was considered at the time to

be the most ambitious and far reaching ruling by FERC to eliminate

impediments to competition in the electric power industry.

FERC Orders 888 and 889 (1996)
FERC Order 888 required all public utilities that own, control, or operate

transmission facilities to have on file an open access, nondiscriminatory

transmission tariff. The order also allows public utilities to seek recovery

of stranded costs associated with providing open access (U.S. Federal

Energy Commission, 1996). The FERC issued Order 889 establishing

the open access, same time information system (OASIS). By eliminating

anticompetitive practices through a universally applied open access trans

mission tariff, the FERC also recognized that regulated utilities could have

stranded costs and provided for the recovery of those costs as part of the

transition to competitive markets. The FERC nondiscriminatory transmis

sion tariff specified that, by July 9, 1996, utilities that own or control trans

mission must have filed a single pro forma open access tariff specifying

minimum conditions that offer load based and point to point network

services, contract based services, and ancillary services to eligible customers

comparable to the service they provide themselves at the wholesale level.

The universal transmission tariff eliminated FERC’s time consuming

case by case evaluation of wheeling requests. Including the rights, terms,

and conditions to wheel power in the tariff meant that a company could

respond immediately to opportunities in short term markets that were pre

viously not available in a timely manner and facilitated the proper function

of a competitive short term power market. FERC Order 888 also required

transmission owners to unbundle their activities, which meant that they

were now under the same tariff as other transmission users (comparability

standard) and had to rely on the same electronic information network that

its customers relied on to obtain information about prices and the available

capacity of the transmission system. Transmission owners were also

required to separate their rates for wholesale generation and ancillary ser

vices. Functional unbundling essentially eliminated the vertically

integrated utility by separating its transmission services functions from

other business activities in the company. Six ancillary services were defined

in Order 888 as part of the open access tariff:

• Scheduling, system control, and dispatch.

• Reactive supply and voltage control from generation sources.
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• Regulation and frequency response.

• Energy imbalance.

• Operating reserve—spinning reserve.

• Operating reserve—supplemental reserve.

The transmission customer must purchase the first two services from the

transmission provider.

As mentioned earlier, Order 888 included the provision enabling elec

tric utilities to recover their stranded costs in the new competitive market

place. These transition costs (stranded costs) represent a utility’s capital

investments that are unrecoverable due to the transition to competition.

Since regulations allowed the cost recovery of prudent investments and

potentially billions of dollars in the industry could be affected, the recovery

of these stranded costs was critical to the restructuring process and creation

of a competitive market as well as to gain support and cooperation from

industry participants. The FERC also acknowledged that the recovery of

these stranded costs could delay some of the benefits of competition.

FERC Order 888 specified that cost recovery was limited to the loss of

wholesale power customers and FERC’s required open access transmission

tariff and required that wholesale stranded costs should be assigned to the

departing wholesale customer (typically, the regulated utility). At the retail

level, states still retained primary jurisdiction over cost recovery resulting

from retail competition, although FERC indicated that it would entertain

requests to recover costs resulting from retail competition when a state did

not have the authority. Since Order 888 was issued, FERC has had rela

tively few stranded costs cases, with most being in states that implemented

retail competition.

FERC Order 889 also required all IOUs to participate in the open

access, same time information system, which provides unrestricted timely

and accurate day to day information about transmission and is accessible

to all transmission users.

The OASIS is an interactive Internet based database containing infor

mation on available transmission capacity, capacity reservations, ancillary

services, and transmission prices. The underlying idea of the OASIS is

to create an interactive computerized market for transmission related

products and services that is accessible by all qualified users of the trans

mission system. In that role, the OASIS facilitates the functioning of

competitive power markets. OASIS “nodes” are Internet based interfaces

to each transmission system’s market offerings and transmission avail

ability announcements. Power marketers that sign an open access tariff
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agreement are allowed complete access to view existing transmission

and service availability as well as existing service requests made by other

parties.

Transmission facilities have power transfer limits, which must be main

tained to allow for reliable operation of the power grid. Transmission

operators perform system studies in various future time frames to deter

mine how much transfer capacity is required to serve their own “native

load” and how much capacity must remain as a buffer to prevent unsched

uled or accidental overflows, which can damage high voltage equipment.

The difference between the capacity needed to serve load and to maintain

safe flow margins can be made available for purchase on the OASIS node.

OASIS also provides for “firm” and “nonfirm” transmission rates to allow

for unplanned outages and other conditions limiting capacity. These differ

ent transmission rates carry different cost structures.

Open access has caused much higher loads on the transmission systems.

In reality, power flows along the paths of least resistance, resulting in “loop

flows” of energy flowing on alternate paths creating overload stress on the

system, requiring curtailments. To address this issue, NERC developed a

tagging method designed to capture the entire transaction from beginning

to end, which could then be used to determine scheduling and possible

curtailments. NERC also assumed control of the transmission system

information network (TSIN) database, a comprehensive listing of genera

tion points, transmission facilities, and delivery points as well as transmis

sion and generation priority definitions that support the various OASIS

nodes and NERC tagging applications.

FERC Order 888 also encouraged the formation of the independent

system operators. Although FERC in 1993 issued a policy statement

recommending that transmission owners, transmission customers, and

other interested parties form regional transmission groups to coordinate

transmission planning and expansion on a regional and interregional basis,

few RTGs were established. Order 888 now encouraged the formation of

ISOs to facilitate the transfer of a utility operating control of their trans

mission assets to the ISO. Ownership would remain with the utility and

participation in an ISO was voluntary. An unbundled utility and control

of the grid by an ISO with no economic interest in marketing and selling

power now ensured fair and open access transmission tariffs and elimi

nated discriminatory practices while achieving an efficient marketplace

and regional control of the grid. By the end of 1998, the FERC had con

ditionally approved five independent system operators: California ISO;
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ISO New England; New York ISO; Pennsylvania, New Jersey, Maryland

(PJM Interconnect) ISO; and the Midwest ISO.

Despite the creation of these ISOs, the development of wholesale

power markets after FERC Order 888/889 was slow, and obstacles to

competition still remained. Four major obstacles were identified, including

continued complaints of transmission owners’ discriminating against inde

pendent power companies. The increased number of market participants

and transactions made detecting the discriminatory behavior more difficult

to identify. The second issue was that the functional unbundling under the

new orders did not produce sufficient separation between operating the

transmission system and marketing and selling power, further contributing

to discriminatory behavior. The third element was the fact that voluntary

ISO formation had yet to occur in some areas of the country, despite the

expectation that more regions would seek grid regionalization to support a

competitive market. Finally, the increase in trading and movement of elec

tricity in new directions within the grids made it more difficult to manage

the grids, and the concern about grid reliability and its capacity to deal

with these new loads was brought into question.

Because transmission congestion increased, the existing procedures at

the time were found to be inadequate. As the FERC itself pointed out,

“current transmission loading relief (TLR) procedures [for relieving con

gestion] are cumbersome, inefficient, and disruptive to power markets

because they rely exclusively on physical measures of [electricity] flows

with no attempt to assess the relative costs and benefits of alternative con

gestion management techniques.” Furthermore, due to the uncertainties in

predicting load growth, responsibility for transmission expansion was not

always clear and financial motivations for the construction of new facilities

appeared to carry greater risk. Pancake pricing, the additive charge custo

mers paid every time the power crosses the boundary of a transmission

owner, had the effect of increasing transmission costs and reducing the

geographic size of competitive power markets. Shortly after FERC Order

888/889, it became clear that additional changes were needed.

FERC Order 2000 and grid regionalization
FERC Order 2000, issued in December 1999, asked all transmission

owning utilities, including nonpublic utilities, to voluntarily place their

transmission facilities under the control of a regional transmission organiza

tion and defined the characteristics and minimum functions required by

the RTO. Order 2000 was designed to take the transmission system from
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one that was owned and controlled mostly by vertically integrated electric

utilities to a system owned or controlled by unaffiliated RTOs. The

FERC believed that a voluntary approach would be successful, as many

vertically integrated utilities would recognize the benefits, and clear rules

and guidance were established for the function of the RTO. Furthermore,

the FERC established a collaborative process for RTO formation and

provided rate making incentives for utilities that assume the risks of a tran

sition to a new corporate structure.

FERC Order 2000 required that each public utility that owns, oper

ates, or controls interstate transmission facilities (except those already par

ticipating in an approved regional transmission entity) file a proposal to

participate in a regional transmission organization or file a description of

efforts to participate in an RTO, obstacles to participation, and plans and

a timetable for future efforts. Each public utility that was already a member

of an existing transmission entity that conformed with the ISO principles

contained in Order 888 was required to file a description that explained

the extent to which the transmission entity in which it participates meets

the minimum characteristics and functions of an RTO, how it proposes

to modify the entity to become an RTO, or a description of efforts, obsta

cles, and plans to conform to an RTO’s minimum characteristics and func

tions. All RTOs were given a timetable to implement their minimum

functions, including congestion management, parallel path flow coordina

tion, and transmission planning and expansion.

FERC Order 2000 also requires that the RTO be independent of mar

ket participants. Independence was defined as a set of conditions that

included that the RTO, its employees, and any nonstakeholder director

not have any financial interest in any market participants; the RTO must

have a decision making process independent of control by any market par

ticipant; and the RTO must have exclusive authority under Section 205 of

the Federal Power Act to file changes to its transmission tariff. The RTOs

were also required to be of sufficient scope and configuration to perform

effectively the required function and support efficient and nondiscrimina

tory power markets. FERC provided guidance on the term sufficient scope

through the following nine criteria:

• Facilitates performing essential RTO functions.

• Encompasses one contiguous geographic area.

• Encompasses a highly interconnected portion of the grid.

• Deters the exercise of market power.

• Recognizes existing trading patterns.
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• Takes into account existing regional boundaries (e.g., NERC regions).

• Encompasses existing regional transmission entities.

• Encompasses existing control areas.

• Takes into account international boundaries.

In addition, the RTOs must have operational authority for all transmis

sion facilities under its control including security aspects to ensure real

time operating reliability. The RTO was also tasked with the exclusive

authority for maintaining the short term reliability of the transmission grid.

Additional RTO minimum functions include

• Tariff administration and design.

• Congestion management.

• Parallel path flow management.

• Promotion or provision of ancillary services.

• Provision of an open access, same time information system and capa

bility calculations.

• Market monitoring.

• Planning and expansion.

• Interregional coordination.

FERC Order 2000 was designed to create effective transmission rates

to promote economic efficiency in the generation and transmission sectors

and support the success of the RTOs as stand alone transmission busi

nesses. Under Order 2000, FERC is responsible for an RTO’s transmis

sion rate schedule and rates were required to address the following issues:

• Eliminating pancake pricing.

• Reciprocal waiving of access charges between RTOs.

• Uniform access charges.

• Congestion pricing.

• Servicing transmission owning utilities that do not participate in an

RTO.

• Performance based regulation.

• Other RTO transmission rate reforms.

• Additional rate making issues.

• Filing procedures for innovative rate proposals.

In Order 2000, FERC identified eight issues, other than the ones just

discussed that may have an impact on the structure, completeness, regula

tion, and design of RTOs:

1. Public power and cooperative participation in RTOs. FERC

expects public power entities to participate in the formation of RTOs,

but it is aware that public power entities face several obstacles. Internal
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Revenue Service codes may prevent facilities financed by tax exempt

debt from wheeling privately owned power, or they may prevent

transfer of operational control of transmission facilities financed by

tax exempt debt to a for profit transmission company. State and local

government laws may prevent public power entities from participat

ing in RTOs. The lack of participation of public power entities

may negate some of the effectiveness and expected benefits of RTOs.

2. Participation by Canadian and Mexican entities. FERC opined

that Mexican and Canadian participation in an RTO would be

beneficial.

3. Existing transmission contracts. FERC indicated that it would

examine, case by case, how to handle existing contractual arrange

ments when forming an RTO. For example, one issue may involve

how to handle pancaked rates in existing contracts for others when

transmission owning utilities design a nonpancaked rate for their

own transactions.

4. Power exchanges. FERC leaves it to each region to determine a

need for a power exchange, and whether the RTO should operate

the exchange should there be a need.

5. Effects on retail markets and retail access. FERC opined that

formation of an RTO would not affect the ability of states to imple

ment retail markets and competition. In Order 2000, FERC noted

that experience with the independent system operators indicates that

an RTO could be a benefit to states implementing retail competition.

6. Effects on states with low-cost generation. Some states are

concerned that an RTO would result in local utilities selling their

low cost power to other states. FERC asserted that an RTO would

provide access to future low cost generation plants and new low cost

generation plants would be attracted to regions with an RTO because

of dependable and nondiscriminatory access to the transmission system.

7. States’ role with regard to RTOs. FERC believes that states have

an important role to play, but they chose not to specify what role in

Order 2000.

8. Accounting issues. FERC would require that RTOs conform to

the Uniform System of Accounts, but they also indicated that changes

in the industry require them to reexamine existing accounting and

related reporting requirements.

The FERC envisions that bid based markets for wholesale electric

power would be a central feature in many RTO proposals. Although
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bid based markets for electric power do not now represent the dominant

method for buying and selling electricity, this method is expected to grow.

In Order 2000, FERC summarizes lessons learned from its analysis and

approval of bid based markets for four independent system operators. As

these and other power markets mature, additional information on how

to design and operate power markets would develop. The lessons learned

include

• Multiple product markets. Efficiency of a multiproduct market

operating in the same time period is maximized when arbitrage oppor

tunities reflected in the bids are exhausted. That is, it is efficient when,

after the RTO’s market has cleared, no market participant would have

preferred to be in another of the RTO’s markets.

• Physical feasibility. Transaction in the market should be physically

feasible.

• Access to a real-time balancing market. Real-time balancing refers

to the moment to moment matching of loads and generation on a sys

temwide basis. A real time balancing market should be available to all

grid users for purposes of settling their individual imbalances.

• Market participation. Markets are more efficient with a broad

participation.

• Demand-side bidding. The current wholesale power markets do not

offer customer demand side bidding, only power suppliers bid into the

markets. However, demand side bidding, to the extent it is practical, is

desirable to make electricity supply and prices more responsive to com

petitive markets.

• Bidding rules. The market should allow generators to make bids that

approximate their costs.

• Transaction costs and risks. Transaction costs should be low and

participation in the market should involve no unnecessary risk.

• Price recalculations. Market clearing prices should minimize elec

tricity price recalculations.

• Multisettlement markets. Multisettlement markets may involve a

day ahead market and a real time market. If the day ahead market bids

are needed for reliability, these bids need to be physically binding and

may be subject to penalties for failing to adhere to the bid.

• Preventing abusive market power. FERC highlights three items

that help lessen the potential for market power: (1) having fewer

restrictions on importing power into the region, (2) having less seg

mentation of geographic markets for the same product, and (3) stop
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allowing market participants to change bids before they complete the

financial settlement. Bid changing can be used as signaling to facilitate

collusive behavior.

• Market information and marketing monitoring. Market clearing

prices and quantities should be transparent, so market participants can

assess the market and plan their business efficiently.

One significant issue not addressed in FERC Order 2000 is that of fed

erally owned and other public power and cooperative utilities, defined as

FERC nonjurisdictional utilities. In essence, they have no filing require

ments under Order 2000, and FERC has no leverage in obtaining their

participation. Because these utilities own approximately 30% of the

nation’s power grid, the potential exists for substantial gaps in regional

coverage. In Order 2000, FERC encourages nonjurisdictional utility par

ticipation but also recognizes that municipally owned utilities face numer

ous regulatory and legal obstacles. The Internal Revenue Code has private

use restrictions on the transmission facilities of municipally owned utilities

financed by tax exempt bonds. State and local government limitations,

such as prohibitions on participating in stock owning entities and other

restrictions, may also impede full participation.

The new millennium
The Energy Policy Act of 2005
The Energy Policy Act (EPACT) of 2005 contains several provisions

affecting the electric industry structure. EPACT required the secretary of

the Department of Energy to identify critically constrained transmission

corridors that cross the borders of two or more states. Proposed transmis

sion projects in these corridors may petition the FERC, under certain con

ditions, to exercise federal eminent domain authority to allow acquisition

of rights of way to construct new transmission facilities. Historically, trans

mission siting and eminent domain authority have been left to state gov

ernment authorities. The FERC was granted this authority to resolve

impediments to construction of multistate transmission. The act also

authorizes FERC to approve incentive rates for the construction of trans

mission facilities to enhance reliability and expand the system to increase

the efficiency of the supply of generation in wholesale power markets.

This was quickly followed by FERC Order No. 679, which sets forth

the criteria for new transmission infrastructure to qualify for incentive rate

treatment. The act also resulted in the establishment of a loan guarantee

program within the DOE for advanced generation technologies, including
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nuclear, coal, and renewables, as well as other technologies enhancing the

efficient delivery and use of electricity.

Regarding renewables, EPACT extends and modifies the renewable

electricity production tax credit (PTC), which is a per kilowatt hour tax

credit for electricity generated by qualified energy sources. Originally part

of the Energy Policy Act of 1992, it is a corporate tax credit to owners or

operators of electric generation facilities that produce electricity from qual

ified energy resources, including wind, biomass, geothermal, solar, and

hydropower over the first 10 years of operation. The renewable energy

production incentive (REPI) also originated with the Energy Policy Act

of 1992 but expired and appropriations were reauthorized by EPACT

2005 to extend through 2026. An interesting twist to this is that it is

intended for the following:

• Not for profit electric cooperatives.

• Public utilities.

• State governments, commonwealths, and U.S. possessions.

• Indian tribal governments and native corporations.

In essence, this applies to non vertically integrated, non investor owned

utilities since the production payment applies only to the electricity sold

to another entity.

As mentioned earlier, EPACT 2005 repeals PUHCA, which signifi

cantly limited the merger of electric utilities, subjected holding companies

to SEC regulation, and allowed holding companies to acquire or merge

only with interconnected utilities that would operate as a single integrated

system. Under EPACT, utilities no longer need to apply to the SEC to

determine their compliance with PUHCA or find “transmission paths”

by which to connect their utility with others they wish to acquire or with

which to merge. In exchange, the new act requires utilities to provide addi

tional data from their “books and records” so that the states and U.S. Federal

Energy Regulatory Commission can mitigate a utility’s potential to exercise

undue market power or to cross subsidize between utility and nonutility

activities. Also, the FERC is given responsibility for reviewing the loans

and other utility encumbrances to assess financial risks that utilities or their

holding companies may assume by virtue of an acquisition.

The Energy Independence and Security Act of 2007
In December 2007, the Energy Independence and Security Act of 2007

(EISA) provided a legislative framework for transmission system moderniza

tion, including initiating “smart grid” expansion, providing tax incentives
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for investment, creating federal “smart grid” committees, and assigning fed

eral funding for research and development. “Smart grids” would present

consumers with real time electricity prices, thereby encouraging efficient

consumption and possibly reducing demand.

EISA also established four standards under Section 111(d) of the Public

Utility Regulatory Policies Act. The EISA requires that each state regu

latory authority and non regulated electric utility must consider adopting

the new PURPA standards. This includes consideration by the Tennessee

Valley Authority as a non regulated electric utility with respect to its own

operations and retail sales to directly served customers and in its separate

capacity as the designated state regulatory authority under PURPA for

the distributors of TVA power. EISA further requires that consideration

of the new PURPA standards be addressed in proceedings to be concluded

by December 19, 2009.

Also in 2007, FERC issued an advance notice of proposed rulemaking

(ANOPR), identifying four specific issues in organized market regions that

were not being adequately addressed. These included the greater use of

market prices to elicit demand response during periods of operating reserve

shortage, increasing opportunities for long term power contracting, stron

ger market monitoring, and enhancing the responsiveness of RTOs and

ISOs to customers and other stakeholders. (Based on comments received

from the ANOPR, FERC issued Order 719.)

FERC Order No. 719
Order 719, issued in October 2008, addressed reforms to improve the oper

ation and competitiveness of organized wholesale electric power markets.

These reforms represented an incremental improvement to the operation

of organized wholesale electric markets in the areas of demand response,

long term power contracting, market monitoring policies, and RTO and

ISO responsiveness. Regarding demand response, FERC ordered the use

of market prices to elicit demand response and required RTOs and ISOs to

1. Accept bids from demand response resources on a basis comparable to

other resources.

2. During a system emergency, the elimination of a charge to a buyer

that takes less electric energy in the real time market than they

purchased in the day ahead market.

3. In select situations, permit an aggregator of retail customers to bid

demand response on behalf of retail customers directly into the

organized energy market.
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4. As necessary, modify market rules to allow the market clearing price

to reach a level that rebalances supply and demand, so as to maintain

reliability while providing sufficient provisions for mitigating market

power during periods of operating reserve shortage.

Order 719 also required that qualifying demand response resources in

the RTOs and ISOs be eligible to bid to supply energy imbalance,

spinning reserves, supplemental reserves, reactive and voltage control,

and regulation and frequency response. FERC also required that RTOs

and ISOs establish Web sites to allow market participants to place bids to

buy or sell power on a long term basis to promote long term contracts

and transparency among market participants. The market monitoring units

(MMUs) of the RTOs and ISOs were also required to identify ineffective

market rules, reporting, and notification of market participant’s behavior

that may require investigation.
The Consolidated Appropriations Act of 2008
The Consolidated Appropriations Act of 2008, passed in December 2007,

directed the U.S. EPA to develop a mandatory reporting rule for green

house gases. The rule requires that emitters of GHGs from 31 source cate

gories report their emissions to the EPA. Approximately 80–85% of total

U.S. GHG emissions from 10,000 facilities are covered by the rule, with

reporting and monitoring begun by January 1, 2010, and the first annual

emissions reports due in 2011.
FERC Order 890
In March 2009, FERC Order No. 890 was issued to prevent undue dis

crimination and preference in transmission service. This included strength

ening the open access transmission tariff (OATT) pro forma to reduce

undue discrimination, provide greater details in the tariff to facilitate

enforcement efforts, and increase transparency in the rules applicable to

the planning and use of the transmission system. Order 890 also included

changes to the terms and conditions of point to point and network trans

mission services and the information required to be posted on OASIS. To

address pricing, Order 890 provides for changes to the pricing of energy

and generator imbalances and requirements to provide conditional firm

service and planning redispatch associated with point to point service.

Transmission providers were also required to implement an open and

transparent transmission planning process.
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The American Recovery and Reinvestment Act of 2009
The American Recovery and Reinvestment Act of 2009 (ARRA) is an

economic stimulus package intended to mitigate the effects of the U.S.

recession and followed other such emergency acts passed by Congress in

2008. Regarding the electric industry, the act allocated funding for a num

ber of initiatives affecting the industry in the areas of renewable energy,

energy efficiency, modernization of the nation’s electrical grid, smart

metering, energy research and development, green job training, and car

bon capture demonstrations. The act also extends tax credits for renewable

energy production (until 2014) and provides for renewable energy and

electric transmission technology loan guarantees and grants. The long term

impact of these stimulus measures has yet to be seen in the industry.

The American Energy and Security Act of 2009
Also known as H.R. 2454, the American Energy and Security Act of 2009

(ACESA) passed the House of Representatives in June 2009. A nice sum

mary is provided by the Congressional Budget Office (www.cbo.gov/

ftpdocs/102xx/doc10262/hr2454.pdf):
H.R. 2454 would make a number of changes in energy and environmental policies
largely aimed at reducing emissions of gases that contribute to global warming.
The bill would limit or cap the quantity of certain greenhouse gases (GHGs) emit-
ted from facilities that generate electricity and from other industrial activities over
the 2012–2050 period. The Environmental Protection Agency (EPA) would establish
two separate regulatory initiatives known as cap-and-trade programs—one cov-
ering emissions of most types of GHGs and one covering hydrofluorocarbons
(HFCs). EPA would issue allowances to emit those gases under the cap-and-trade
programs. Some of those allowances would be auctioned by the federal govern-
ment, and the remainder would be distributed at no charge.
Other major provisions of the legislation would:

• Provide energy tax credits or energy rebates to certain low-income families to off-
set the impact of higher energy-related prices from the cap-and-trade programs;

• Require certain retail electricity suppliers to satisfy a minimum percentage of
their electricity sales with electricity generated by facilities that use qualifying
renewable fuels or energy sources;

• Establish a Carbon Storage Research Corporation to support research and
development of technologies related to carbon capture and sequestration;

• Increase, by $25 billion, the aggregate amount of loans DOE is authorized to
make to automobile manufacturers and component suppliers under the
existing Advanced Technology Vehicle Manufacturing Loan Program;

• Establish a Clean Energy Deployment Administration (CEDA) within the
Department of Energy (DOE), which would be authorized to provide direct
loans, loan guarantees, and letters of credit for clean energy projects;

http://www.cbo.gov/ftpdocs/102xx/doc10262/hr2454.pdf
http://www.cbo.gov/ftpdocs/102xx/doc10262/hr2454.pdf
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• Authorize the Department of Transportation (DOT) to provide individuals
with vouchers to acquire new vehicles that achieve greater fuel efficiency
than the existing qualifying vehicles owned by the individuals; and

• Authorize appropriations for various programs under EPA, DOE, and other
agencies.
CBO and the Joint Committee on Taxation (JCT) estimate that over the 2010–

2019 period enacting this legislation would:
• Increase federal revenues by about $846 billion; and
• Increase direct spending by about $821 billion.
In total, those changes would reduce budget deficits (or increase future sur-

pluses) by about $24 billion over the 2010–2019 period. In addition, assuming
appropriation of the necessary amounts, CBO estimates that implementing
H.R. 2454 would increase discretionary spending by about $50 billion over the
2010–2019 period. Most of that funding would stem from spending auction pro-
ceeds from various funds established under this legislation.
CBO has determined that the non-tax provisions of H.R. 2454 contain intergov-

ernmental and private-sector mandates as defined in the Unfunded Mandates
Reform Act (UMRA). Several of those mandates would require utilities, manufac-
turers, and other entities to reduce greenhouse gas emissions through cap-and-
trade programs and performance standards. CBO estimates that the cost of
mandates in the bill would well exceed the annual thresholds established in
UMRA for intergovernmental and private-sector mandates (in 2009, $69 million
and $139 million respectively, adjusted annually for inflation).
The American Clean Energy Leadership Act of 2009
The U.S. senate had its own bill, which is known as the American

Clean Energy Leadership Act of 2009 (see http://energy.senate.gov/

public/ files/TheAmericanCleanEnergyLeadershipActof2009.pdf). The

provisions of this bill are as follows:
On June 17, 2009, the Senate Committee on Energy and Natural Resources voted
15 to 8 to report a new original bill, the American Clean Energy Leadership Act of
2009. This balanced, comprehensive, and bipartisan energy legislation will—
• Accelerate the introduction of new clean energy technologies in the United

States, creating new jobs and helping businesses grow through clean energy
project financing, a renewable electricity standard, and a robust and secure
national electricity transmission highway;

• Increase energy efficiency in buildings, major equipment, and appliances, sav-
ing consumers and businesses billions of dollars on their energy bills;

• Enhance America's energy independence by increasing clean energy supplies
and energy security, including new access to over 20 trillion cubic feet of
clean natural gas resources;

• Strengthen America as the world leader in energy innovation, by doubling
our national investment in energy research and technology;

• Build a new energy workforce for the future;

http://energy.senate.gov/public/_files/TheAmericanCleanEnergyLeadershipActof2009.pdf
http://energy.senate.gov/public/_files/TheAmericanCleanEnergyLeadershipActof2009.pdf
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• Protect consumers by making energy markets more transparent and fair, and
by providing new tools to fight market manipulation; and

• Tackle future energy and climate challenges with smarter, more integrated
planning.
Key provisions
Key provisions in the American Clean Energy Leadership Act:

• Set up a new Clean Energy Deployment Administration to facilitate tens of

billions of dollars in new financing to get breakthrough clean energy technol-
ogies introduced into U.S. markets and expanded as quickly as possible;

• Require electric utilities nationwide to meet 15% of their electricity sales
through renewable sources of energy (e.g., the sun, the wind, biomass, geo-
thermal energy, hydropower) or energy efficiency by 2021;

• Establish an “interstate highway system” for electricity by creating a new bot-
toms-up planning system for a national transmission grid—based on
regional, State, and local planning and input; allowing States to take the ini-
tial lead in deciding where to build high-priority national transmission pro-
jects; ensuring that if an impasse develops over high-priority projects that
have been identified in the consensus planning process, that they can pro-
ceed with Federal authority as a backstop; and making sure that the costs
of “interstate highway system” transmission projects are shared fairly;

• Promote distributed generation by harmonizing and streamlining the current
patchwork of interconnection standards and processes. It directs the Federal
Energy Regulatory Commission to establish a national interconnection stan-
dard for small power production facilities (15 kW or less) which would cover
nearly all residential-sized distributed generation.

• Revitalize America's manufacturing industries by boosting their use of clean
energy and energy efficiency, so that they remain competitive—and we pre-
vent American jobs from being lost overseas as energy costs rise in the future.

• Improve efficiency in buildings, homes, equipment, appliances, and the Fed-
eral government, to cut costs to consumers and stop energy waste.

• Ensure that the U.S. electrical grid is protected from cyber vulnerabilities,
threats, and attacks, by giving the Secretary of Energy and the Federal Energy
Regulatory Commission the authority and responsibility to respond quickly to
threats and attacks that might emerge;

• Modernize the Strategic Petroleum Reserve through the creation of a 30-mil-
lion barrel petroleum product reserve, so that U.S. supplies of gasoline and
diesel fuel will not face sudden shortfalls and price spikes due to the shut-
down of refineries by hurricanes and other natural disasters, as occurred in
2008;

• Open the Eastern Gulf of Mexico to leasing and exploration for oil and gas,
making over 3.8 billion barrels of new oil resources and 21.5 trillion cubic feet
of new natural gas resources available;

• Lay out a 4-year integrated plan to double the U.S. investment in energy
innovation and technology, to a total of almost $6.6 billion, with a
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complementary set of programs to enhance energy jobs training and work-
force development. The bill also facilitates the large-scale demonstration and
early deployment of carbon dioxide capture and storage technologies, by
providing a legal and regulatory framework for the first 10 “early-mover”
projects;

• Protect U.S. energy consumers and businesses from energy price manipula-
tion and volatility by increasing the transparency of what is happening in
oil markets in the United States and around the world—including the role
of financial markets in driving oil prices—and by giving U.S. energy regula-
tors the same strong enforcement authorities against market tampering
and manipulation that are now available in financial markets;

• Reform the Federal energy planning process by requiring a new comprehen-
sive energy plan one year into each new Presidential term, and by providing
a baseline of specific studies of resources and international climate and
energy policies.

An Open and Bipartisan Process
The American Clean Energy Leadership Act is based on six major bills, all with
bipartisan sponsorship, and five other bills with either Republican or Democratic
sponsorship, that were introduced in the Senate in this Congress. Key provisions
of the bill were developed through over 39 bipartisan staff briefings, 20 formal
hearings, and 11 open business meetings of the Committee on Energy and Nat-
ural Resources. During the Committee's process of writing the bill, 100 amend-
ments were considered and adopted, most on a bipartisan basis and many
unanimously. The result is a significant bipartisan achievement that will serve
as a foundation for advancing this key energy legislation through the full Senate.
At the time of this writing, no consensus has been reached nor has any

national energy policy bill been passed. A bill by Kerry, Graham, and Lie

berman is expected to be unveiled soon. This is discussed in more detail

later but first, let us turn to what is transpiring at the state level.
3.3 STATE REGULATIONS

Thus far, the focus has been at the federal level. But the states play an inte

gral role in developing and implementing energy policy as well. As previ

ously stated, the distribution of electric power is an intrastate function

under the jurisdiction of state public utility commissions. Under the tradi

tional regulatory system, the PUCs set the retail rates for electricity, based

on the cost of service, which includes the costs of distribution. Retail rates

are set by the PUC in rate making rulings. The rates include the cost to

the utility for generated and purchasing power; the capital costs of power,

transmission, and distribution plants; all operations and maintenance

expenses; and the costs to provide programs often mandated by the
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PUC for consumer protection and energy efficiency. Prior to 1992, essen

tially all vertically integrated IOUs were regulated but much has transpired

since then.

Despite whether retail choice is offered, many states have generally

chosen to restructure by transitioning existing power pools to ISOs and

RTOs, creating new state or regional RTOs and ISOs, or implementing

restructuring without establishing new competitive wholesale markets. In

reality, no two states have implemented restructuring in the same way

and each state is a unique example. In terms of unbundling vertically

structured utilities, states have taken a number of approaches, including

requiring utilities to create new and separate departments, moving of

assets into separate subsidiary companies, or divesting generation and,

in some cases, transmission assets as well. Clearly, federal Acts and FERC

Rulings, as discussed earlier, have played a role in how state PUCs

regulate.

Allowing retail access has meant allowing all customers to choose, no

customer choice, or defining classes of customers granted choices. To

maintain the competitiveness of local business, the most accepted approach

has been to allow commercial and industrial customers choices. Less pop

ular is to allow the customer choices but still regulate the default supply

service from the utility to provide competition and a regulated price point.

As the industry restructures, in some states, the PUC will eventually no

longer regulate the retail rates for generated or purchased power. Retail

electricity prices will be open to the market forces of competition. The

PUCs will continue to regulate the rates for distribution of power to the

consumer and have a say in the siting of distribution lines, substations,

and generators. Metering and billing are under jurisdiction of the PUC

and, in some states, are becoming competitive functions. As the industry

restructures, the PUCs’ responsibilities are changing. The goal of each state

PUC remains to provide its state’s consumers with reliable, reasonably, and

fairly priced electric power.

Renewable portfolio standards
More recently, states have taken on the task of promoting renewable

energy, which will affect the utility market both in sources of generation

and costs. Figure 3.6 displays the 29 states that have adopted a renewable

portfolio standard as of January 2010. Another six states have renewable

portfolio goals, including the Dakotas, Utah, Vermont, Virginia, and West

Virginia.
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Figure 3.6 States with renewable portfolio standards (Source: Database of State
Incentives for Renewables and Efficiency, www.dsireusa.org/summarymaps/index.cfm?
ee¼1&RE¼1)
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A renewable portfolio standard (RPS) requires utilities to own or

acquire renewable energy or renewable energy certificates corresponding

to percentage goals of sales or generating capacity within certain time

frames as set forth by the state. Renewable portfolio goals differ only in

that they are not legally binding. In addition to broad percentage goals,

many state RPSs have set asides that are renewable resource specific, call

ing for a certain percentage of retail sales or a certain amount of generating

capacity from these specific resources. Renewable portfolio standards may

have the most sweeping impact on the utility industry, as goals and time

frames are relatively aggressive given the historical evolution of the indus

try. Renewable energy targets differ by state but generally range from 10%

to as much as 27% of a state’s retail generation sales, and most programs

require that these goals be met within the 2015–2025 time frame.

States also offer incentives (grant programs) to support the develop

ment of renewable energy technologies. Renewable technologies sup

ported by state grants often focus on the local renewable sources. These

grants are generally available only to nonresidential customers.

The following discussions briefly cover the various types of state initia

tives and their impact on the utility industry.

image of Figure 3.6
http://www.dsireusa.org/summarymaps/index.cfm?ee=1&RE=1
http://www.dsireusa.org/summarymaps/index.cfm?ee=1&RE=1
http://www.dsireusa.org/summarymaps/index.cfm?ee=1&RE=1
http://www.dsireusa.org/summarymaps/index.cfm?ee=1&RE=1
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Green power purchasing and aggregation policies
In 2009, nine states (primarily in the Midwest and Northeast) implemen

ted programs to purchase electricity from renewable sources or purchase

renewable energy credits. These programs are designed to support the

growth of renewable energy based electrical generation through voluntary

means, as frequently the cost of green power is more expensive than that

from fossil fuels. These programs include commitments and percentage

targets by state and local governments. Some states even allow local gov

ernments to aggregate the electric load of an entire community (commu

nity choice programs) to purchase green power. Green power is typically

purchased directly from project developers or power marketers and facili

tates the development of renewable projects that may not otherwise com

pete in the market.

Interconnection standards
As of July 2009, 39 states implemented interconnection standards. These

standards specify the technical, contractual, rate, and metering rules regard

ing the connection of a customer’s electric generating system to the grid

(see Network for New Energy Choices, 2008). Interconnection standards

for local distribution standards have typically been adopted by state PUCs,

while FERC adopted standards for systems interconnected at the transmis

sion level. These interconnection standards clearly introduced competition

to incumbent generation utilities, even in states with regulated IOUs.

Furthermore, these interconnection standards support the robustness of

the RTO and ISO regions by providing access to the grid and increasing

the number of participants, which is critical to an effective marketplace.

Utility green power consumer option
By mid 2009, nine states required specific classes of electric utilities to offer

their customers the option of buying electricity generated from renewable

resources either by the utility or purchased elsewhere under contract. Some

states also allow for the purchase of renewable energy credits from renew

able energy providers certified by a state PUC (www.dsireusa.org/).

Net metering
As shown in Figure 3.7, by mid 2009, 42 states and the District of Columbia

adopted net metering practices. Net metering allows electric customers who

generate their own electricity to meter the flow of electricity both to and

http://www.dsireusa.org/
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Figure 3.7 State adoption of net metering (Source: Database of State Incentives for
Renewables and Efficiency, National Renewable Energy Laboratory)
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from the customer’s premises. When a customer is generating electricity in

excess of the customer’s needs, excess electricity can flow back into the distri

bution system, offsetting electricity consumed by the customer from the grid.

Indirectly, the customer “stores” excess power on the grid and uses it later

when needed to avoid buying power at the full retail price.

Public benefit funds and system benefit charges
Public benefit funds (PBFs), or system benefit charges, represent programs

run by the state typically used to support renewable energy generation,

energy efficiency programs, and low income energy support. Most often

funds are raised as a surcharge tied to electricity consumption but other mod

els, such as Maine’s voluntary funding program and Pennsylvania’s self sus

taining program, are supported by load repayments and other returns on

investments. PBFs typically support rebate programs for renewable energy

systems, loan programs, grants, and energy education programs. Loans and

equity have been used by some states to support the development of clean

energy projects, while business development grants, marketing support,

research and development grants, and other forms of technical assistance have

image of Figure 3.7
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been used to promote clean energy industry development. By mid 2009, 17

states and the District of Columbia had implemented PBFs.

Rebate programs
At the time of this writing, 18 states offer rebate programs to promote the

installation of renewable energy systems, such as solar water heaters and

photovoltaic systems, primarily at the residential and commercial level.

The bulk of these programs are administered by states, municipal utilities,

and electric cooperatives. Rebate amounts can vary considerably, depend

ing on the technology and size of investment.

Renewable energy access laws
Nearly 35 states recognized that, in addition to financial issues, many bar

riers exist to the installation of renewable energy technologies, such as solar

and wind. Wind and solar access laws protect a consumer’s right to install

and operate these types of energy system at a home or business. In some

states, laws exist to protect an owner’s access to sunlight and prohibit

homeowners associations, neighborhood covenants, or local ordinances

from restricting a homeowner’s right to use solar or wind energy. The

most prevalent type of access law is the granting of easements to allow

for access to a renewable resource and prevent adjoining property owners

from restricting that resource.
Renewable energy production incentives
This type of program typically provides cash payments based on renewable

energy generated to support the creation of new energy projects. Many

states found that payments based on actual production (performance) are

more effective in generating actual kilowatt hours than payments based

on project capacity ratings. By mid 2009, six states enacted renewable

energy production incentives.

Tax incentives
In addition to the numerous federal tax incentives enacted as part of

energy legislation and other acts, states created multiple types of tax incen

tives to promote renewable energy. These include corporate, industry

recruitment and support, personal, property, and sales tax incentives. Gen

erally, state tax incentives are not renewable energy resource specific, to

provide developers the opportunity to select the technology best suited
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for their needs and locally available renewable resources. Corporate tax

incentives offered by states include credits, deductions, and exemptions.

Twenty four states provide a corporate tax incentive to promote renew

able energy. In addition to electrical generation technology, these corpo

rate tax incentives may pertain to energy efficiency equipment or green

building construction. For production technologies, incentives may be a

function of the energy produced. Minimum investment amounts in an eli

gible project are also called for by some states, and typically, there is a max

imum limit on the dollar amount of the credit or deduction.

To create new jobs, many states offer financial incentives to promote

the manufacturing and development of renewable energy resources and

technologies. In 2009, 15 states had industry recruitment and support

incentives. These tax credits, tax exemptions, and grants may be based

on the quantity of electricity produced or the resources used. In most

cases, these tax incentives are established as temporary measures to encour

age growth in their early years and are reduced or eliminated as the indus

try becomes self sufficient.

Personal tax incentives include personal income tax credits and deduc

tions to reduce the expense of installing renewable energy systems.

Although credit and deductions vary by state, in most cases there is a max

imum limit on the dollar amount of the credit or deduction. Twenty two

states provided a personal tax incentive in 2009.

Property tax incentives are also used by states to promote renewable

resources, and these can include exemptions, exclusions, and credits and

generally pertain to only the added value of the renewable technology

and not the entire property value. As property taxes are collected locally,

some states granted local taxing authorities the option of allowing a prop

erty tax incentive for renewable energy systems. Thirty five states in

2009 provided a property tax incentive to promote renewable energy

development.

State sales taxes are also being used to promote renewable energy

sources and technologies. Sales tax incentives may include exemptions

from the sales tax, or sales and use tax, for the acquisition of renewable

energy technology. Thirty states in 2009 provided a sales tax incentive

to promote renewable energy development.

Feed-in tariffs
A feed in tariff generally requires a utility to purchase electricity from an

eligible renewable energy generator. The tariff provides a guarantee of
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payment associated with each unit of energy produced for the full capacity

output of the system over a guaranteed period of time, usually spanning

15–20 years. This payment guarantee often includes access to the grid,

and payments are frequently structured as a function of the technology

type, project size, quality of renewable resources, and other local variables

that may affect project economics. Feed in tariff payments can be based on

the levelized cost of service plus a specified return or the value of genera

tion to the utility or society. The advantage of the levelized cost of service

approach is that feed in tariff payments can be designed to be more condu

cive to market growth by setting favorable returns. In the second

approach, value to the utility or society, the value can be defined by the

utility’s avoided costs or by attempting to internalize the “externality”

costs associated with fossil fuel powered generation. These externality

costs can include the value of climate mitigation, health and air quality

impacts, and effects on energy security to name a few. Value based

approaches must be tested to ensure that value is set higher than the actual

generation cost to ensure payments are sufficient to promote market devel

opment. Based on European feed in tariff policies, payments structured to

cover the renewable project costs plus an estimated profit have proven to

be the most successful (Klein et al., 2008). However, U.S. states typically

use value based cost approaches, which have so far been unsuccessful

(Grace, Rickerson, and Corfee, 2008; Jacobsson and Lauber, 2005).

Feed in tariff and RPS policies differ, as RPS mandates prescribe how

much customer demand must be met with renewable energy by a utility,

while properly structured feed in tariff policies support new renewable

energy supply projects by providing investor certainty in regard to rates

of return and long term contract structures. As of early 2009, only a few

states passed feed in tariff policies, including California and Washington.

Several utilities in the United States also created fixed price production

based incentive policies that can be considered feed in tariffs. At the time

of this writing, approximately 14 states are currently considering feed in

tariff legislation and a federal feed in tariff has been proposed.
3.4 THE FUTURE OF THE ELECTRIC INDUSTRY

Both federal and state regulations and initiatives continue to shape the

future of the electric utility industry at an ever increasing rate. Today,

no one business model can describe the structure of the industry and regu

lated vertically integrated utilities, traditional government, municipal and
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cooperative utilities, and unregulated utility and service organizations exist

in various areas of the United States. Even in regulated states with RTOs,

the true sense of a vertically integrated utility has been broken as the trans

mission grid is open to competition and controlled by an unrelated third

party.

Rate making mechanisms are also being tested, as utilities increasingly

are asked to address and account for externalities, such as global warming

and national energy security, with no clear path to investment recovery.

Historically, a utility’s rates are a function of the estimated costs of

providing service (including an allowed rate of return) divided by a fore

casted amount of unit sales over a given period. The allowed rate of return

is achieved when sales equals forecasts. If forecasts are exceeded, the utility

earns additional profits, and conversely, not meeting forecast sales reduces

profit. To increase profits the utility must increase demand, which is con

trary to conservation, emission reductions, and national security goals.

To change this approach to rate making, the concept of decoupling profits

from electrical demand is gaining acceptance. In the simplest form, decou-

pling refers to rate adjustment mechanisms that “decouple” the utilities’

ability to recover its agreed on fixed costs and earnings from electrical

consumption. Various rate adjustment mechanisms exist but essentially

most are based on a “true up” mechanism once actual sales levels are

known. The “true up” mechanism accounts for both lower and higher

than forecast sales, compensating the utility when demand decreases and

penalizing the utility for higher demand with the “true up” mechanism

incentivizing the utility to meet the stated objectives (externalities). Typi

cally these “adjustments” are small and “caps” are established to limit risk

both from the ratepayer’s and utility’s viewpoints. By reducing cost recov

ery risks to the utility and its investors, society benefits by encouraging

energy efficiency programs. This has been proven in California and Ore

gon, where decoupling has produced some of the highest levels of utility

funding for energy efficiency.

In addition to changes in rate making, a number of legislative, environ

mental, and energy conservation initiates are being debated that may dra

matically change the structure of the industry. In 2009, the House of

Representatives passed the American Clean Energy and Security Act of

2009 (pending Senate approval, which has not occurred at the time of this

writing) with provisions regarding clean energy, energy efficiency, global

warming pollution, and transitioning to a clean energy economy. The bill

(H.R. 2454) establishes a renewable electricity standard (RES) requiring
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utilities to produce 6% of electricity from renewables by 2012, gradually

increasing to 20% by 2020. At least 75% of the RES must be met by

renewable energy with the remainder from efficiency savings. H.R.

2454 also mandates the gradual reduction of global warming emissions to

97% of 2005 levels by 2012, 83% by 2020, 58% by 2030, and 17% of

2005 levels by 2050.

The House’s American Clean Energy and Security Act proposes to

establish an “emission allowances” program, creating tradable greenhouse

gas pollution permits fashioned after existing programs to prevent acid

rain. Greenhouse gases consisting primarily of carbon dioxide (CO2),

methane (CH4), and nitrous oxides (NOx) are cited as the primary cause

of global warming. Carbon dioxide emissions from the combustion of fos

sil fuels (petroleum, coal, and natural gas) represented approximately 81%

of the total U.S. human caused (anthropogenic) greenhouse gas emissions

in 2008. Methane (natural gas) emanating from landfills, coal mines, oil

and natural gas operations, and agriculture contributed another 11% of

total emissions. Nitrous oxide emitted from nitrogen fertilizer production,

fossil fuel combustion, and other industrial processes accounted for

another 4% of total emissions, with the remainder from other human

made gases. In 2008, the United States generated roughly 5,814.4 million

metric tons equivalent of CO2 with nearly 2,359.1 million metric tons

(40.6%) coming from the electric power industry. Of this, 1,945.9 million

metric tons represent carbon dioxide equivalent emissions from the use of

coal to generate electric power (U.S. Department of Energy, Energy

Information Administration, 2009).

The total value of the allowances that would be created by ACESA has

been estimated by the EPA to range from approximately $70–80 billion in

2015 to $90–120 billion in 2030 with approximately 80% of allowances

given away for free until 2025, after which an increasing percentage would

be auctioned. Revenue from the sale of these allowances would be used to

protect consumers from increases in energy prices, support clean energy

and efficiency programs, assist in the transition to a clean energy economy,

and create training and worker assistance programs. The bill also proposes

to create emission offsets, allowing capped sources to increase their carbon

emissions by investing in projects that offset their target emissions

reduction.

Building on the Energy Independence and Security Act of 2007,

H.R. 2454 also proposes to legislate carbon capture and storage technol

ogy (CCS) at all new coal plants permitted after 2020, and coal plants
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permitted between 2009 and 2020 must be retrofitted with CCS by

2025. No CCS requirements were placed on coal plants permitted before

2009. These CCS proposed requirements are significant in that large

scale carbon capture technologies have yet to be demonstrated, costs

appear to be substantial, and new plant permits would require siting of

these stations in areas with favorable underground storage geologic struc

tures to store the carbon dioxide. These siting restrictions would limit

placement of new coal plants to certain parts of the country and raise

additional liability issues regarding the integrity of storage and possible

future releases.

Subsequent to ACESA, the EPA in December 2009 formally declared

that carbon dioxide from the burning of fossil fuels poses a threat to human

health and welfare. This designation establishes the path for the federal gov

ernment to regulate greenhouse gas emissions from power plants and other

major sources. This action was anticipated based on the 2007 Supreme

Court decision that declared carbon dioxide and five other greenhouse gases

pollutants covered by the Clean Air Act. However, in January 2010, a Sen

ate “disapproval resolution” was filed. This is a rarely used procedural move

that prohibits rules written by executive branch agencies from taking effect.

The disapproval resolution would essentially throw out the process by

which the EPA found that greenhouse gases endanger public health.

In addition to federal initiatives such as ACESA, states and regions of

the country have become involved with greenhouse emission issues

and cap and trade programs. The Regional Greenhouse Gas Initiative

(RGGI), comprising 10 northeastern and mid Atlantic states, is the first

mandatory, market based effort in the United States to reduce greenhouse

gas emissions with the goal of reducing CO2 emissions from the electric

utility sector by 10% by 2018. In RGGI, states sell emission allowances

through auctions and use the proceeds to invest in energy efficiency, renew

able energy, and other clean energy technologies. The states of Connecticut,

Delaware, Maine, Maryland, Massachusetts, New Hampshire, New Jersey,

New York, Rhode Island, and Vermont are signatory states to the RGGI

agreement. RGGI conducts individual CO2 budget trading for each of

the 10 participating states. State regulations, based on an RGGI model rule,

govern activities and are linked across the states through CO2 allowance

reciprocity. Regulated power plants (>25 MWe) can use allowances issued

by any of the participating states to show compliance with their own state

programs. In effect, the 10 state programs function as a single regional

compliance market.
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The RGGI market based cap and trade approach establishes a multi

state CO2 emissions budget (cap) that decreases gradually over time. Elec

tric generating utilities are required to acquire allowances equal to their

CO2 emissions over a specified period. Allowances are purchased through

a market based emissions auction and trading system, where CO2 allow

ances can be bought and sold. RGGI also employs offsets, which are

greenhouse gas emissions reduction projects outside the power generation

sector, to further facilitate compliance. To minimize dramatic changes in

electricity prices, RGGI uses a gradual phased in approach, which is more

conducive to generation planning and provides a certain degree of regu

latory certainty. However, it should be noted that H.R. 2454, if enacted,

would prohibit state and regional cap and trade programs from operating

between 2012 and 2017. The first three of four auctions conducted by

RGGI in 2009 involved approximately $90 million in allowances, gener

ating more than $432.8 million. As of the time of this writing, this bill has

not been passed by the Senate.

Another important trend influencing the electric industry is energy

conservation and the concept of demand management. Reducing energy

consumption has been demonstrated in states such as California, where

annual per capita electric consumption has remained relatively flat since

1980 (about 7200 kWh), while the rest of the nation’s per capita electrical

consumption increased by 50% over that period (California Energy Com

mission, 2007). Increases in per capita electrical consumption have histor

ically been encouraged through rate models charging customers a flat rate

per kilowatt hour of electricity consumed.

This “average cost pricing” structure does not accurately reflect the

true cost of producing, transmitting, and delivery of power, especially dur

ing peak demand periods. Average cost pricing encourages electrical con

sumption, makes markets inefficient, increases wholesale price volatility,

and underutilizes utility assets during nonpeak periods. This is discussed

in more detail in the chapter on pricing.

Average cost pricing has been set to make energy seem more affordable

and thus provides the customer with no incentive to reduce energy con

sumption. In addition to average cost pricing, some utilities use pricing

structures that actually encourage more energy consumption, such as

declining block rates (the price per unit of energy decreases as consump

tion increases). Higher consumption encourages more capital investment,

resulting in more revenue and profits (i.e., the Averch Johnson effect).

This inefficient model has been replaced in some areas of the country by
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decoupling mechanisms that have separate utility revenues from the sale of

electricity. Due to this lack of incentive to change ratepayer consumption

behavior, utilities have been forced to overinvest in generation and trans

mission capacity to meet peak demand. Average cost pricing and certainly

declining block rates therefore created an inefficient market with poorly

utilized assets, volatile wholesale prices, and reduced grid reliability.

Demand side management and the concept of dynamic pricing are

designed to send the consumer price signals to support appropriate con

sumer response, such as during peak demand hours. Instead of a flat rate

and a monthly bill showing total energy consumed, dynamic pricing

incentivizes customers to shift their load from peak to off peak hours

and exposes customers to more realistic energy prices based on generation

costs and overall market supply and demand.

In addition, dynamic pricing enables customers to gain a better under

standing of how they use energy and how the cost of energy changes dur

ing the day. The Energy Independence and Security Act of 2007 took the

first step in this direction by supporting the need for a “smart grid” and

advanced meters that allow utilities to monitor energy consumption in real

time. In addition to smart meters, the “smart grid” must also include

enabling elements, such as two way communication networks, data stor

age systems, automated device control, and advanced billing and cost

modeling to make dynamic pricing possible. Nearly 60 utilities in the

United States participated in voluntary real time pricing tariffs, through

either pilot or permanent programs (see Barbose and Goldman, 2004).

A number of dynamic pricing models exist. Time of use (TOU) rates

are the most widely implemented and differentiate between peak and off

peak periods throughout the day. The day is typically divided into sections

such as off peak, mid peak, and peak time periods. Predetermined prices

are assigned to those periods with peak demand consumption, producing

a higher energy bill, which should provide incentives to reduce energy

consumption. Conversely, customers shifting their load to off peak times

experience lower energy bills. Pricing reflects the utility’s cost of generat

ing electricity or purchasing power in the wholesale markets to meet cus

tomer demand. Clearly, cost models play an important role in determining

pricing under dynamic conditions.

Time of use rates demonstrated their effectiveness in bringing down

ratepayer energy bills, and by exposing customers to price signals for mar

ginal demand costs, the utility can improve its economic efficiency. These

rates also encourage conservation and eliminate cross subsidies between
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customer classes that produce “fairer” rate structures. Customers feel

empowered, as they now have choices regarding their management of

energy consumption and costs.

Other forms of dynamic pricing include critical peak pricing (CPP),

which is a form of time of use pricing except that very high electric prices

are set for critical peak times during the year to discourage consumption

during these limited numbers of hours per year. These critical peak periods

are typically identified the day before, allowing price signals to be set to

traditional peak use customers. Critical peak pricing can be based on a

maximum number of days with defined time and duration (fixed period

CPP), no predetermined duration or time with little advance warning

(variable period CPP), off peak and mid peak period prices set in advance

for a designated length of time (variable peak CPP), and critical peak

rebates, where customers remain on fixed rates but receive rebates for load

reductions during critical peak periods. By making customers more

responsive to increases in energy demand and market prices as well as sup

ply shortages, CPP programs provide several benefits, including reducing

the use of peak power and stress on the transmission and distribution sys

tems. By curtailing peak demand, utilities also avoid the use of expensive

generation assets and avoid high transmission marginal costs to produce

overall lower costs to the ratepayer.

Real time pricing (RTP) programs are another form of dynamic pric

ing that provides the ratepayer with hourly retail prices that reflect hourly

changes in the cost of production or purchases from the grid. Unlike time

of use and critical peak pricing, real time pricing is not based on preset

prices for specified periods. Real time pricing sends actual market prices

to customers, exposing them to sudden and sometimes unexpected

changes in the price of electricity caused by events such as unexpected

high demand, supply interruptions, weather, and other factors. In RTP

programs, the cost per kilowatt hour changes hourly and is based on either

the marginal cost to produce electricity or the current market price. Var

iations in RTP also include two part pricing, which will be discussed in

some detail in the chapter on pricing. In this model, a base usage level is

priced at fixed rates and real time prices are used for demand above the

base usage level. The advantage of this approach is that low usage custo

mers see no change in rates and high usage customers are encouraged to

reduce usage.

Since real time prices more accurately reflect the real time marginal

costs of producing electricity, they tend to be of more benefit than
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time of use rates. Dynamic pricing and the use of robust cost modeling

can provide numerous benefits to both the customer and utility. By reduc

ing peak demand, utilities can defer the construction of new transmission

or distribution systems and offer new programs, such as giving the custo

mers the option to purchase risk management tools, including caps and

other hedging contracts. Dynamic pricing also enables utilities to imple

ment demand response, conservation, and energy efficiency programs that

can positively affect the grid. Utilities involved in dynamic pricing pro

grams experienced improved operational efficiency, lower capital costs,

and greater quality and reliability of service.

From a utility standpoint, dynamic pricing and demand side manage

ment can reduce or eliminate in the near term the construction of more

generation assets. Utilities that implemented dynamic pricing programs

experienced improved operation efficiency, lower capital costs, and greater

power quality and reliability. Dynamic pricing also lowers the cost of ser

vice over time and allocates resources more efficiently. By eliminating

cross subsidies that occur with average cost pricing or in the implementa

tion of distributed generation and net metering programs without dynamic

pricing, distributed generators that reduce grid and distribution load can

purchase electricity when prices are lower than their cost of generation,

and the distributed generation can then be used to more cost effectively

meet peak loads.

Customers who adjust their demand behavior receive the most direct

benefits in reduced energy costs. For those ratepayers who either choose

not to or cannot adjust their demand behavior, dynamic pricing can still

have benefits since the reduction of the peak demand of other customers

reduces the transmission and distribution losses so that more expensive

generation will not be called upon as frequently. Dynamic pricing also

shifts market power to the customers, when they actively respond to price

signals, limiting the ability to increase prices. Over time, dynamic pricing

has been shown to decrease wholesale prices. Changes in electric pricing

structures and the use of dynamic pricing also encourages innovation such

as the development of energy use monitors, remote device control, Inter

net connected appliances, and certainly more robust cost models as pre

sented in this book.
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4.1 THE GENERAL COST MODEL

In general, a cost function describes the relationship between inputs, out

puts, and other factors on total cost. That is,

C ¼ f ðY,P,OÞ þ e, ð4:1Þ
where
C ¼ total cost, which is equal to total operating expenses plus the cost

of capital.

Y ¼ a vector of total outputs.

P ¼ a vector of input prices.

O ¼ a vector of other factors.
It is critical to note that not every such relationship describes a proper

cost function, which follows from the hypothesis of cost minimization.

Therefore, a proper cost function is characterized by the following:

1. Monotonicity in Y. Given a cost function of the preceding general

form, an increase (decrease) in output should always increase (decrease)

total cost. Mathematically, this is given by

@C=@Y > 0 ð4:2Þ
where @C/@Y ¼ marginal cost. A second order condition would be
that cost increases with output at a decreasing rate. That is,
@2C=@Y 2 < 0 ð4:3Þ
which yields the cost curve displayed in Figure 2.1.
2. Homogeneity of degree 1 in input prices (also known as linear

homogeneity). Formally, this implies that, for t > 0,

Cðtp,YÞ ¼ tCðp,YÞ ð4:4Þ
Simply put, if t ¼ 2, then a doubling of input prices will double the
total cost. Furthermore, the derivatives of this cost function, the factor

demands (or inputs), are homogeneous of degree 0.
115
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3. Nondecreasing in input prices. Let p and p0 denote vectors of input
prices such that p0 � p. Nondecreasing in input prices implies that

Cðp0,YÞ � Cðp,YÞ ð4:5Þ
That is, an increase in the price of an input cannot cause total
production cost to fall. In addition, since the derivatives of this cost

function result in the optimal factor demands, this restriction is fur

ther warranted. That is, it is the result of Shephard’s lemma (see note

10), which states that the optimal factor demands, xi, are derived

from:
@Cðp,YÞ=@pi ¼ xiðp,YÞ � 0 ð4:6Þ
4. Concavity in input prices. This is not an obvious outcome of cost
minimization and has several implications: First, the cross price effects

are symmetric. That is, by Young’s theorem,

@xiðp,YÞ=@pj ¼ @2Cðp,YÞ=@pj@pi ¼ @2Cðp,YÞ=@pi@pj

¼ @xjðp,YÞ=@pi ð4:7Þ
Second, own price effects are nonpositive:
@xiðp,YÞ=@pi ¼ @2Cðp,YÞ=@p2
i � 0 ð4:8Þ

That is, cost minimization requires that the matrix of first derivatives
of the factor demand equations be negative semidefinite, which

requires that the diagonal terms of the Hessian matrix to be nonposi

tive (these are the own price coefficients). (See the chapter appendix

for details.)
5. Multiproduct firm cost function. For multiproduct firms, the

cost function should be able to accommodate output vectors in

which some goods take on a value of 0, which is certainly the case

throughout the cost function literature for electric utilities. As we

will see, two of the more commonly used specifications in the liter

ature that violate these criteria are the Cobb Douglas and the trans

logarithmic functional form. Each is explored in more detail, but for

now, it suffices to review the general form of each as well as its

salient properties.
The (two output) Cobb Douglas cost function (input prices are

omitted for simplicity) is
CðY, pÞ ¼ AðY1Þa1ðY2Þa2 ð4:9Þ
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here

A ¼ a technology parameter.

Y1, Y2 ¼ outputs.

a1, a2 ¼ parameters to be estimated.

It is easy to see that, if one of the outputs is 0, then total cost equals 0,

which is not likely the case for a firm producing positive amounts of

the other output. Note: Because the parameters to be estimated enter

nonlinearly in the equation, ordinary least squares cannot be used.

The (two output) translogarithmic cost function (with input prices,

pk) is
lnCðY , pÞ ¼ a0 þ
X

i
ai ln Yi þ

X
i

X
j
aij ln YiYj

þ
X

k
bk ln pk, for i, j ¼ 1, 2

ð4:10Þ

Since the natural log of zero is undefined, any output vector in which
Y

D

takes on a value of 0 renders the total cost of production undefined.

espite its popularity, this form is simply not appropriate for model

g cost in multiple output industries.
in

6. Form of cost function. The functional form of the cost function

should not influence the analysis and resulting conclusions. Cost func

tions are often used to determine the optimal industry structure (i.e.,

number of firms, etc.) via concepts like economies of scale and scope,

horizontal and vertical integration, and subadditivity of the cost func

tion, which is a sufficient condition for natural monopoly (from

Chapter 2). That is, the form itself must be flexible enough to allow

for the emergence of these important cost concepts, which can then

be used to shape industry structure and optimal policy making.
Again, despite its popularity, the translogarithmic functional form

precludes a finding of economies of scope or subadditivity of the cost func

tion due to its inability to deal with outputs that take on a value of 0. The

Cobb Douglas form is also excluded.Recall fromChapter 2, cost comple

mentarity, which is a sufficient condition for subadditivity, is given by
@2CðYÞ=@Yi@Yj < 0 ð4:11Þ
where Y ¼ Pi yi for i, j ¼ 1, . . ., n and i 6¼ j.
In the case of the Cobb Douglas functional form, this is equiva

lent to
@2CðYÞ=@Yi@Yj ¼ aiajC=YiYj ð4:12Þ
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where
C ¼ AðYiÞaiðYjÞaj

and i 6¼ j. Clearly, as long as marginal costs are positive and all outputs
are positive,
@2CðYÞ=@Yi@Yj > 0 ð4:13Þ
which precludes a finding of cost complementarity and, hence, subadditiv
ity of the cost function. Thus, it should be the data, not the functional

form, that determine the findings and support the conclusions reached.
7. Finally, whenever possible, parsimony is key. Include only the variables

that are theoretically relevant and for which accurate data can be

obtained. Be certain to review the data carefully, looking for outliers

and other oddities.

4.2 THE ECONOMETRICS OF COST MODELING:
AN OVERVIEW

Ordinary least squares estimation
You may recall that certain assumptions must be met for ordinary least

squares (OLS) estimators to be the “best” (aka BLUE, best linear unbiased

estimators). Known as the classical assumptions, when met, OLS estimators

are unbiased, efficient (i.e., minimum variance), consistent, and normally

distributed. These assumptions follow:

• The model is linear in coefficients, correctly specified, and the error

term (ei) is additive. That is,

Y ¼ bXþ ei ð4:14Þ
• The error term has a population mean ¼ 0.
• The explanatory variables are not correlated with the error term.

• The error terms are not serially correlated (i.e., no autocorrelation).

• The error term has a constant variance (i.e., no heteroscedasticity).

• No explanatory variable is a perfect linear function of another explan

atory variable (i.e., no multicollinearity).

• The error term, ei, is normally distributed; that is, ei � N(0, s2), or

EðeiÞ ¼ 0 and VarðeiÞ ¼ s2 ð4:15Þ
Regression analysis and cost modeling
Basically put, regression analysis is a statistical technique that attempts to

quantify the effect of a change in an independent variable on a dependent
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variable. In the case of cost modeling, the dependent variable, cost, is a func

tion of other explanatory variables, such as the prices of inputs and, of course,

output. That is, at the very least, a cost function is of the general form

C ¼ f ðY ,pÞ ð4:16Þ
where
C ¼
Y ¼
cost.

output.

(a vector of) input prices.
p ¼
In its simplest form, a single output linear cost model is of the form

C ¼ a0 þ ayY þ
X

i
bipi ð4:17Þ

In this case, the parameters to be estimated via regression are the coeffi
cients on output (ay), input prices (bi), and the constant (a0).
On the surface, this particular specification appears to conform to the clas

sical assumptions mentioned previously, which indicates that the parameters

can be estimated via OLS. In upcoming chapters, we seemuchmore complex

models that cannot be estimated via this technique, but for now, we continue

along this vein. At this juncture, some examples are probably in order.

Examples: Examining data—An illustration of salient points
The data set RUS97 Basic contains data on the cost of distributing elec

tricity for 707 rural electric cooperatives that distributed electricity in

1997. To get familiar with this data (we use it extensively in upcoming

chapters), the variables of which are defined in Table 4.1, a review of

the summary statistics and variable plots can prove to be helpful in the

determination of outliers and other data irregularities. Table 4.2 contains

the summary statistics of the relevant variables. Note in particular the

composition of the load: mostly residential customers and low density,

which has implications in terms of optimal industry structure and public

policy.

Example 4.1. Check for outliers
One of the first things that one should always do is review the data. Plots

of the variables can yield important clues as to appropriate specification

and whether there are errors in the data. Since purchased power is one

of the largest costs faced by a distribution utility, it is informative to plot

this variable, which is displayed in Figure 4.1.

Figure 4.1 displays the frequency distribution of the price of purchased

power (in $/MWh) for the coops in the sample. Note the wide range of



Table 4.1 Variables Included in RUS97 Basic Dataset
Variable Definition

State FIPS State indicator

Coop Coop indicator

Borrower RUS borrower (distribution coop)

Supplier Type of supplier: G&T cooperative, IOU, federal, other

Cost The total cost of distributing electricity (thousands $)

RES Electricity distributed to residential customers (MWh)

CISmall Electricity distributed to small commercial/industrial customers

(MWh)

Y1 Electricity distributed to “small” (i.e., low voltage) customers

(MWh)

Y2 Electricity distributed to “large” (i.e., high voltage) customers

(MWh)

Y Total electricity distributed (Y1 þ Y2) in MWh

Pk Price of capital (interest on LTD/LTD)

Pp Price of purchased power (cost of purchased power/MWh

purchased)

Pl Price of labor (total payroll expense/number hours worked)

TR Miles of transmission lines

DensAll Customer density (customers/mile distribution line)

Table 4.2 Summary Statistics—RUS97 Basic Dataset: 1997 Rural Electric
Cooperatives
Variable Mean Std dev Minimum Maximum

Cost (000) 19,397 23,255 429 186,796

RES 172 214 2 1677

CISmall 53 77 0 694

Y1 225 280 2 2371

Y2 63 230 0 4040

Y 288 400 2 4573

Pk 5 1 0 7

Pp 43 10 18 90

Pl 16 4 0 59

TR 28 58 0 348

DensAll 6 3 0 24

ResCust 13,422 15,621 282 132,780

CISmallCust 1365 1788 0 12,327

CILargeCust 11 57 0 1336
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Frequency Distribution - Price of Purchase Power
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Figure 4.1 Distribution of the price of purchased power for 1997 coops
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values and that it does not appear to be normally distributed. This is not

surprising; in the case of electricity, power prices tend to vary with more

observations at higher levels, especially given the types of suppliers and

the various sources of generation fuel sources.

Example 4.2. Suppliers—Cost of purchased power by supplier type
Even though many distribution coops are members of generation and

transmission (G&T) cooperatives, some are not. In fact, 46 members pur

chase power from an investor owned utility and over 10% (n ¼ 72)

purchase power from a federal power supplier. As an exercise, you are

asked to review the descriptive statistics associated with the distribution

coops that purchase power from each of these types of suppliers.

Example 4.3. Estimating a basic cost function
Using the data contained in RUS97 Basic, estimate the parameters of a

single output, three input regression equation of the form

C ¼ a0 þ ayY þ bkpk þ blpl þ bppp ð4:18Þ

where pk ¼ price of capital, pl ¼ price of labor, and pp ¼ price of pur

chased power.

image of Figure 4.1
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Using OLS, the estimated equation is (t statistics in parentheses)

C ¼ 17;635þ 53:11� Y þ 938:80� pk þ 123:30� pl þ 351:07� pp
ð 6:86Þ ð68:14Þ ð2:46Þ ð1:51Þ ð11:52Þ

ð4:180Þ
Estimation results: Basic cost model
An adjusted R2 of 0.88 indicates that the independent variables explain

88% of the variation in the cost of distributing electricity. A check for

serial correlation (also known as autocorrelation) reveals that this is not

an issue; the Durbin Watson statistic of 1.827 is very close to 2.0, which

are the criteria indicated by the Durbin Watson test statistic, and given

the nature of the data (cross sectional) this is not surprising (serial corre

lation typically occurs with time series data). What is a possible concern,

however, is that the errors do not have a constant variance. That is, they

are heteroscedastic in nature, which is one of the criteria that obviates the

use of OLS to estimate the parameters of the regression model, since the

distribution of the error term is not of constant variance. That is, rather

than

VarðeiÞ ¼ s2 from equation ð4:2Þ
The variance is equal to
VarðeiÞ ¼ s2Z2
i ð4:20Þ

where Zi may or may not be one of the regressors in the equation. The
variable Z is called a proportionality factor, because the variance of the

error term changes in proportion to the square of Zi (Studenmund,

1997). White’s1 test reveals that indeed errors are heteroscedastic.
1 White’s test detects heteroscedasticity by running a regression of the squared residuals (from the

original regression, ei) as the dependent variable on the original explanatory variables, their squares,

and their cross-products. White’s test statistic is computed as

nR2

where n sample size and R2 is the (unadjusted) coefficient of determination of the equation that

contains the original explanatory variables, their squares, and their cross-products. The test statistic has

a chi-square distribution with degrees of freedom equal to the number of slope coefficients in the

equation containing the original explanatory variables, their squares, and their cross-products.
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The heteroscedasticity corrected standard errors generated the t statistics

displayed in parentheses under the following equation:

C ¼ 17,635þ 53:11� Y þ 938:80� pk þ 123:30� pl þ 351:07� pp
ð 4:99Þ ð10:99Þ ð2:01Þ ð1:91Þ ð6:89Þ

ð4:1800Þ
Evaluating equation (4.1800) at various levels of output yields the average
and marginal cost curves displayed in Figure 4.2.

The average and marginal cost curves displayed are not consistent with

economic theory. Due to the linear form of the basic cost equation, aver

age cost declines with output and marginal cost is constant, unlike the

appropriate U shapes that each should have due to the law of diminishing

returns in production (see Chapter 2, Figure 2.2).

Consequences of heteroscedasticity
1. Pure (as opposed to impure) heteroscedasticity does not cause bias in

the parameter estimates. Note: These did not change, which indicates

that there is no bias in the estimates themselves in the presence of

heteroscedasticity;

image of Figure 4.2
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2. It does, however, increase the variance of the distribution around the

estimated coefficients so that they are no longer minimum variance;

3. In addition, it causes OLS to underestimate the standard errors of the

coefficients, which means that the t statistics of the coefficients are

inflated. This, in turn, can increase the probability of committing a

Type I error, which is the rejection of a true null hypothesis.

A comparison of the two equations yields the following: While the

estimates themselves have not changed (again, OLS estimates are unbiased

even in the presence of heteroscedasticity), the standard errors of the esti

mates have clearly changed; however, in some cases, we see that they have

not changed in the same direction. This is an indication that a deeper,

more complex issue must be addressed.

Impure heteroscedasticity
Impure heteroscedasticity results from an error in specification, such as an

omitted variable or an incorrect functional form. Either can result in incor

rect signs on the estimated parameters in addition to the aforementioned

consequences. Since we spend much time discussing and estimating various

cost specifications, this is a timely and critical discussion to pursue here.

Recall that one of the objectives in cost modeling is the testing for

economies of scale and the determination of the optimal industry struc

ture. In the case of equation (4.18), the functional form precludes any

finding of anything other than increasing returns to scale, since average

cost must decline with output and marginal cost is constant.

Recall from Chapter 2 that

SCEðyÞ ¼ Average cost=Marginal cost ð4:19Þ
Indeed, evaluating SCE at the sample means of the variables yields, SCE ¼

1.26. This confirms that there are economies of scale since SCE > 1.
Example 4.4. Specification bias (functional form, omitted
variable bias)
While parsimony might be an appealing property, it is often the case that

very basic regression models simply are not capable of capturing the char

acteristics deemed important and necessary for their intended purposes.

In the preceding example, constant marginal cost and an ever declining

average cost curve do not accord with economic theory and can provide

no assistance in the determination of the optimal industry structure and

appropriate public policy.
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The specification bias that must be addressed here is the possible omis

sion of a relevant variable or the incorrect functional form of the equation.

For the issue at hand, a fairly straightforward solution could be to allow

output to enter both linearly and as a quadratic; that is, to estimate an

equation of the following form:

C ¼ a0 þ ayY þ 1⁄2 � ayyY 2 þ
X

i
bipi ð4:20Þ

This particular form allows for both marginal and average cost to be a
function of output, which is certainly appealing and accords to economic

theory. Furthermore, specifying that output enters as a quadratic “allows

for the unconstrained emergence of economies or diseconomies of scale

and scope as well as subadditivity” (Kwoka, 1996, p. 59).

Prior to estimating any equation, it is important to determine the

expected signs of the estimated coefficients, which should accord with

economic theory. In this case, a priori expectations are that the coefficients

of the input price variables (bi) are all positive (nondecreasing in factor

prices) and that ay is also positive and greater than 0 (monotonic in out

put). To generate a region of economies of scale, it is necessary that ayy,
the coefficient of output squared, be negative in sign and statistically differ

ent from 0; however, since marginal cost is a function of output, one must

ensure that its magnitude does not yield a negative marginal cost, which is

given by

@CðY ,pÞ=@Y ¼ ay þ ayyY ð4:21Þ

Estimation results—Quadratic cost model
Estimation results for the quadratic cost model are displayed in Equation

(4.200):

C¼�14;417þ73:02�Y �0:017�Y 2�143:19� pkþ110:12� plþ319:48� pp
ð�4:92Þ ð28:94Þ ð�8:59Þ ð�0:55Þ ð1:86Þ ð6:96Þ

ð4:200Þ

The adjusted R2 of 0.92 indicates that the model fit has improved over
the previous specification. Indeed, the signs of the estimated coefficients

on the output variables are of the expected sign and statistical signi

ficance. However, a review of the other estimated coefficients gives

cause for concern. In particular, that of the capital price, which is

now negative (although not statistically different from 0). Furthermore,
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White’s test2 indicates that heteroscedasticity is still an issue. These

examples illustrate some of the issues involved in modeling costs. The

exercises at the end of this chapter provide hands on experience in

dealing with some of these practical, real world issues. In subsequent

chapters, we investigate other, more sophisticated cost specifications,

including the Cobb Douglas and translogarithmic, since they have been

employed throughout the economics literature to model costs for electric

utilities. In addition, the quadratic form developed by Greer (2003) is

explored in much more detail and employed in the case studies of

Chapters 7 and 8.
4.3 A BRIEF HISTORY OF COST MODELS AND APPLICATIONS
TO THE ELECTRIC INDUSTRY

The Cobb-Douglas functional form
One of the first to estimate cost models in the electric industry was Marc

Nerlove (1963), who employed the dual to the Cobb Douglas production

function, which was introduced in the seminal paper by Charles Cobb and

Paul Douglas in 1928. In general, a production function summarizes the

relationship among inputs and output. More specifically, the production

function ( f ) indicates the maximum possible output (y) given any combi

nation of inputs (xi, i ¼ 1, . . ., n). That is,

y ¼ f ðx1, x2, . . . , xn;AÞ ð4:22Þ
where A ¼ a technical knowledge variable, which reflects improvements
in technology and human capital.

Succinctly put, “the fundamental principle of duality in production:

the cost function of a firm summarizes all of the economically relevant

aspects of its technology” (Varian, p. 84). In other words, a production

function can be recovered from a cost function, and vice versa.
2 For equation (4.20), the regression that generated the White test statistic is given by

ðeiÞ2 a0 þ ayY þ 1⁄2 � ayyY 2 þ blpl þ bkpk þ bppp þ bllðplÞ2 þ bkkðpkÞ2 þ bppðppÞ2 þ blkplpk
þ bkppkpp þ bplpppl þ aylYpl þ aykYpk þ aypYpp þ 1⁄2

� ðayylY 2p1 þ ayykY 2pk þ ayypY 2pp þ 2� ayyyY 2YÞ
which yields a White’s test statistic nR2 539.4. The null hypothesis (errors are not

heteroscedastic) is rejected and the presence of heteroscedasticity is confirmed. Note: Most

econometric software packages calculate the White statistic and indicate whether the null hypothesis

of homoscedasticity can be rejected.
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One of the most commonly used Cobb Douglas production functions

is given by:

Y ¼ A� KaL1 a ð4:23Þ
where
3 Se
Y ¼ value added output.

A ¼ technological knowledge.

K ¼ capital (input).

L ¼ labor (input).

a ¼ a parameter to be estimated.
Returns to scale
In the case of this particular function, clearly, there are constant returns to

scale in the production technology (since 1 – a þ a ¼ 1). Mathematically,

in the two input case (such as equation (4.23)),

ty ¼ tf ðx1, x2Þ ¼ f ðtx1, tx2Þ ð4:24Þ
In general, if all inputs are scaled up by some amount t (a scalar), then out
put would increase by t times. Similarly, increasing (decreasing) returns to

scale exist if

ty ¼ tf ðx1, x2Þ > ð<Þf ðtx1, tx2Þ ð4:25Þ

Nerlove's Cobb-Douglas function
As the basis for his study, Nerlove employed a three input (capital, labor,

and fuel) cost model, which is the dual to the production function of the

form

Y ¼ Axa11 xa22 xa33 ð4:26Þ
For the Cobb Douglas production function, returns to scale (r) are equal
to the sum of the exponents:

r ¼ a1 þ a2 þ a3 ð4:27Þ
After much algebra, the Cobb Douglas cost function employed by Ner
love is given by (in natural logs)3

lnC ¼ ln kþ ðl=rÞ ln yþ
X

i
ðai=rÞ ln pi, for all i ¼ 1, 2, 3 ð4:28Þ
e Berndt, 1991, pp. 69 71 for details.
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where
ln C ¼ natural log of cost.

ln y ¼ the natural log of output.

ln pi ¼ natural log of input prices.
and

k ¼ r A
Y
i

aaiið Þ
" # 1=r

ð4:29Þ

where
r ¼
X
i

ai ðparameters to be estimated via regressionÞ ð4:30Þ

Substitution and arranging terms yield
lnC� ¼ b0 þ by ln Y þ b1 ln p
�
1 þ b2 ln p

�
2 ð4:31Þ

where
lnC� ¼ lnC ln p3 ð4:32Þ
ln p�1 ¼ ln p1 ln p3 ð4:33Þ
ln p�2 ¼ ln p2 ln p3 ð4:34Þ
b0 ¼ ln k ð4:35Þ
by ¼ 1=r ð4:36Þ
b1 ¼ a1=r ð4:37Þ
b2 ¼ a2=r ð4:38Þ

which imply that
a1 ¼ b1r ) a1 ¼ b1=by ð4:39Þ
and
a2 ¼ b2r ) a2 ¼ b2=by ð4:40Þ
From Berndt (1991), linear homogeneity in input prices (recall that this
is one of the conditions for a properly specified cost model) implies that

the constraint on the underlying parameters is given by

ða1 þ a2 þ a3Þ=r ¼ 1 ð4:41Þ
So that (Berndt, 1991, p. 71)
a3 ¼ ð1 b1 b2Þ=by ð4:42Þ
It is left as an exercise to check for linear homogeneity of the underlying
input price parameters (a1, a2, a3).
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Economies of scale
Analogous to the concept of returns to scale in production is that of

economies of scale. You may recall from Chapter 2 that this is defined

as the ratio of average cost to marginal cost. Economies of scale indicate

the situation in which the cost of producing an additional unit of output

(i.e., the marginal cost) of a product decreases as the volume of output

increases. That is, an x% increase in all inputs yields a more than x%

increase in output. For the purposes here, it is often more useful to define

the degree of scale economies, which is given by

SCEðyÞ ¼ CðyÞ=y� C0ðyÞ ð4:43Þ
which is equivalent to the ratio of average cost to marginal cost. Returns
to scale are said to be increasing, constant, or decreasing as SCE is greater

than, equal to, or less than unity.

The degree of scale economies at y, SCE, is the elasticity of output at y

with respect to the cost of producing y. Alternately, it is also the elasticity

of output (at y) with respect to the magnitude of a proportionate (or any

efficient) expansion in input levels (see Baumol, Panzar, and Willig,

1982, for more detail). This concept is extremely important (and relevant)

in upcoming chapters.

Minimum efficient scale
Geometrically, Figure 4.3 displays the relevant regions of an average cost

curve. As output is expanded, cost increases at a decreasing rate until average

cost is at its minimum. Known as the minimum efficient scale (MES), this point

indicates the optimal level of output for a firm (or firms) to produce. After this,

diminishing marginal returns set in (i.e., marginal cost begins to rise, causing

average cost to increase at an increasing rate). This is displayed in Figure 4.3.

This concept is extremely important, since it is an important factor in

determining the optimal size and equilibrium number of firms in an indus

try. As such, it can have major implications for public policy, particularly

where it leads to the development of natural monopolies or where mono

polies that are not natural monopolies claim that they are to prevent gov

ernment attempts to break them up.

Nerlove's results
Nerlove estimated the parameters of this Cobb Douglas cost model (equa

tion (4.31)) via ordinary least squares, which works well under certain

conditions. Before reviewing his results, let us briefly discuss the a priori

expectations of the estimation results.



Economies of
Scale

Diseconomies of
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Figure 4.3 Minimum efficient scale and optimal industry output. Y� indicates the
output at which average costs are minimized, also known as the minimum efficient
scale.
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A priori expections
First and foremost, the estimated parameter (or coefficient) of the output

variable, by, should be positive, since an increase in output should always

increase total cost (i.e., monotonicity in output). Second, and also critical,

is that the estimated parameters of the input price variables (b1, b2) should
also be positive, since an increase in the price of an input should also

increase total cost (i.e., nondecreasing in factor prices).

Turning now to Table 4.3, which contains the estimation results, note

that the coefficient of the output variable (ln Y) is indeed positive and sta

tistically significant (given the t statistic of 41.334). The interpretation is

straightforward: A 1% increase in output yields a 0.72% increase in total

cost, ceteris paribus. Similarly, the coefficient of ln p�1ðb1Þ is also positive

in sign and statistically significant (keep in mind that the true parameter

estimate of the price of labor variable must be recovered (it is actually

a1, which is given by equation (4.39)). Finally, the estimated coefficient
Table 4.3 Nerlove Original Data and Cost Model (Cobb-Douglas)
Variable Parameter Nerlove model: Estimate Nerlove model: t-statistic

Constant b0 –0.6908 –5.301

ln Y by 0.72069 41.334

ln p�1 b1 0.59291 2.898

ln p�2 b2 –0.00738 –0.039

Adjusted R2 0.93

image of Figure 4.3
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of the “other” input price ln p�2ðb2Þ is negative in sign (but not statistically

different from 0). Again, one must recover the actual input price coeffi

cients to determine whether this negatively signed coefficient is truly

problematic (since it could be the case that a2, a3 > 0 but a2 < a3 so

b2 < 0). Using equations (4.39)–(4.42), this is done in Example 4.5.

Example 4.5
Table 4.3 contains the results obtained by Marc Nerlove on estimating a

Cobb Douglas cost function for 145 electric utilities in 1955. Using these

results, obtain the original parameters (those of the underlying production

function, assuming linear homogeneity) and estimate r, the returns to scale

(equation (4.30)).

From equations (4.39)–(4.42), it is straightforward to derive a1 – a3:

a1 ¼ 0:59291=0:72069
) a1 ¼ 0:8227

ð4:390Þ

And
a2 ¼ 0:00738=0:72069
) a2 ¼ 0:01024

ð4:400Þ

From equation 4.42, linear homogeneity implies that
) a3 ¼ ð1 0:59291þ 0:00738Þ=0:72069 ð4:420Þ
Or
a3 ¼ 0:5751

Returns to scale, r, are given by equation (4.30), which is equivalent to
r ¼ 1:39

This implies that economies of scale ¼ 0.39 (since economies of scale
¼ r – 1)

In Chapter 6, “Cost Models,” there is an end of chapter exercise with

data supplied by the Rural Utilities Service on the 711 cooperatives that

distributed electricity in the United States in 1997. This is used to estimate

the parameters of a Cobb Douglas cost function and calculate the returns

to scale implied by the estimation results.

Elasticities
Earlier in this chapter some of the drawbacks of the Cobb Douglas func

tional form were discussed. Because input prices were omitted from that
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discussion, the concept of substitution elasticities among the inputs was

avoided. We broach that subject now, since we include input prices into

the cost specification. With this said, another concern about the Cobb

Douglas production function is that the substitution elasticities among

inputs always equal unity. That is, in Nerlove’s model, the substitution

elasticities between capital and labor, capital and fuel, and labor and fuel

always equal unity. Formally, the elasticity of substitution between inputs,

which measures the degree of substitutability between inputs (xi, xj) is

given by

sij ¼ @ lnðxi=xjÞ=@ lnðPi=PjÞ ð4:44Þ
where Pi, Pj are the marginal products of xi, xj.

4

The constant elasticity of substitution functional form
To get around this limitation, an important paper by Kenneth Arrow,

Hollis Chenery, Bagicha Minhas, and Robert Solow (1961) shows that

solving for @ ln (xi/xj) then integrating equation (4.44) yields

lnðxi=xjÞ ¼ constantþ slnðFi=FjÞ ð4:45Þ
where Fi/Fj ¼ the marginal rate of technical substitution (MRTS) between
xi and xj.

The integral of the MRTS yields the implied production function,

which is known as the constant elasticity of substitution (CES) production

function. Imposing constant returns to scale, this is given by (see Berndt,

1991, p. 452, for details)

Y ¼ A� dx r
i ð1 dÞx r

j

h i 1=r
ð4:46Þ

where
s ¼ 1=ð1þ rÞ
The Cobb Douglas is a special case of the CES function in the limiting
case in which r ! 0, s ! 1.
4 The marginal product (Pi) of an input is equal to the partial derivative of y with respect to that input

(xi):

@y=@xi P
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This particular form is not well suited for empirical analyses due to its

nonlinear form. I am aware of only one instance in which a CES produc

tion function was used to estimate economies of scale in the distribution of

electricity. In his 1987 study, Claggett (1987) employed it to estimate

economies of scale for 50 TVA electric distribution cooperatives. Specifi

cally, he estimated a two input equation of the form

Y ¼ t� ½dK r þ ð1 dÞL r� 1=r ð4:47Þ
where t ¼ efficiency parameter, d ¼ intensity parameter, and r are para
meters to be estimated.

As stated, this form is somewhat problematic, in that it is highly non

linear in the parameter r, which must be estimated to calculate the elastic

ity of substitution between capital and labor. As such, it cannot be

estimated via ordinary least squares.5 Nonetheless, Claggett found increas

ing economies of scale in distribution and concluded that the cooperatives

in his data set were too small (in terms of the quantity of electricity

distributed) to be truly efficient (i.e., attain the minimum efficient scale)

from a cost minimization perspective. This conclusion has been reached

by others (including Greer, 2003) and is the result obtained in the case

study presented in Chapter 7.
The generalized Leontief cost function
It was not until 1971 that Erwin Diewert employed Shephard’s duality

theory to estimate a general Leontief cost function, a flexible cost function

associated with the Leontief form of production technology. In his classic

article, Diewert provided to researchers functional forms that placed no a

priori restrictions on substitution elasticities but were consistent with eco

nomic theory. Among the first to implement the Generalized Leontief cost

model empirically were Berndt and Wood (1975), in a study of the U.S.

manufacturing industry from 1947 to 1971. In this study, a four input,

multiple equation system was estimated, which allowed both price and

substitution elasticities to vary among the inputs. The form of the cost

equation is described in detail later, but first an overview of the Leontief

production technology and its underlying assumptions is provided.
5 However, more recently developed econometric software programs are capable of estimating such

equations.
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Aside: Leontief production technology6

The implied L shaped isoquants7 of the Leontief production function are shown

in Figure 4.4. Such a technology is referred to alternatively as fixed proportions, no

substitution, or input-output technology (or some iteration thereof). At any partic

ular output level Y �, there is a necessary level of capital (K�) and labor (L�) that
cannot be substituted. Note that these levels are determined purely technologi

cally. Increasing only labor inputs (from L� to L00 for instance) will not result in
any higher output. Rather, the extra labor, without the extra capital to work

with, is entirely wasted. The implication is that fixed proportions technology

is “no less than a formal rejection of themarginal productivity theory. Themar

ginal productivity of any [factor] . . . is zero” (Leontief, 1941, p. 38).
L

L�

K� K

Y�

u/v

L*

K*

Y*

Figure 4.4 Leontief production technology, (no substitution) isoquants

6 Source: http://cepa.newschool.edu/het/essays/product/technol.htm.
7 An isoquant (derived from quantity and the Greek word iso, meaning equal) is a contour line drawn

through the set of points at which the same quantity of output is produced while changing the

quantities of two or more inputs. While an indifference curve helps answer the utility-maximizing

problem of consumers, the isoquant deals with the cost minimization problem of producers.

Isoquants are typically drawn on capital-labor graphs, showing the trade-off between capital and

labor in the production function and the decreasing marginal returns of both inputs. Adding one

input while holding the other constant eventually leads to decreasing marginal output, and this is

reflected in the shape of the isoquant. A family of isoquants can be represented by an isoquant map, a

graph combining a number of isoquants, each representing a different quantity of output.

An isoquant shows that the firm in question has the ability to substitute between the two different

inputs at will to produce the same level of output. An isoquant map can also indicate decreasing or

increasing returns to scale based on increasing or decreasing distances between the isoquants on the

map as you increase output. If the distance between isoquants increases as output increases, the firm’s

production function is exhibiting decreasing returns to scale; doubling both inputs results in

placement on an isoquant with less than double the output of the previous isoquant. Conversely, if

the distance is decreasing as output increases, the firm is experiencing increasing returns to scale;

doubling both inputs results in placement on an isoquant with more than twice the output of the

original isoquant.

image of Figure 4.4
http://cepa.newschool.edu/het/essays/product/technol.htm
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The production function for a no substitute case can be written as

Y ¼ minðK=v,L=uÞ ð4:48Þ
which is also referred to as a Leontief production function, as this form was

�
introduced by Wassily Leontief (1941). Notice that, if K is at K and

L is at L0, then

K�=v < L0=u; thus,Y ¼ K�=v ð4:49Þ
If so, then the technically efficient level of labor would, by definition, be
where

K�=v ¼ L=u or L ¼ ðu=vÞK� ð4:50Þ
which, as is obvious in Figure 4.4, is at L�. As a result, then it is the case
that the following holds all along the ray that emanates from the origin:

Y=L ¼ ð1=vÞK=L ð4:51Þ

The Leontief cost function
Again, via duality, the generalized Leontief (GL) cost function is given by

C ¼ Y �
X

i

X
j
bijðpipjÞ1=2

h i
ð4:52Þ

where bij ¼ bji (by Young’s theorem, or the symmetry of second deriva
tives)8 and i, j ¼ 1, . . . , n.
Differentiating equation (4.52) with respect to pi yields the optimal,

cost minimizing input demand functions, which are given by

@C=@pi ¼ xi ¼ Y �
X

j
bijðpj=piÞ1=2

h i
ð4:53Þ

for i, j ¼ 1, . . ., n.

For estimation purposes, it may be more convenient to divide through

by output (Y), thus yielding the optimal input output demand equations,

which are denoted by ai (Berndt, 1991) and given by

ai ¼ xi=Y ¼
X

j
bijðpj=piÞ1=2 for j ¼ 1, . . . , n ð4:54Þ
8
 Formally, Young’s theorem states the following (www.economics.utoronto.ca/osborne/

MathTutorial/CLN.HTM): Let f be a differentiable function of n variables. If each of the cross

partials f
00
ij and f

00
ji exists and is continuous at all points in some open set S of values of (x1, . . ., xn),

then

f
00
ij ðx1, . . . , xnÞ f

00
ji ðx1, . . . , xnÞ for all ðx1, . . . , xnÞ in S

http://www.economics.utoronto.ca/osborne/MathTutorial/CLN.HTM
http://www.economics.utoronto.ca/osborne/MathTutorial/CLN.HTM
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Hicks-Allen partial elasticities of substitution
As stated previously, one of the attractive features of flexible functional

forms like this one is that they place no a priori restrictions on the substi

tution elasticities between inputs. The Hicks Allen partial elasticities of

substitution for a general dual cost function with n inputs are computed as

sij ¼ C � Cij=Ci �Cj ð4:55Þ
where i and j are the first and second partial derivatives of the cost function
with respect to input prices (pi, pj) and i, j ¼ 1, . . ., n.
We revisit substitution elasticities in more detail in Chapter 6. For

now, we proceed onto one of the more popular flexible functional forms,

the translogarithmic cost specification.
The translogarithmic cost function
Around the same time, Lauritis Christensen, Dale Jorgenson, and Lawr

ence Lau (1970) presented a paper introducing the translogarithmic (trans

log) specification for production and cost functions, which placed no a

priori restrictions on the substitution elasticities. The translog function is

a second order Taylor’s series approximation to any arbitrary cost function

(in logarithms).9 Christensen and Greene (1976) employed this cost speci

fication in their seminal paper, “Economies of Scale in U.S. Electric

Power Generation.” The data in this study augmented the 1955 data set

that was used by Nerlove (1963) for those same firms in 1970 to estimate

economies of scale in the U.S. electricity market. This study employed a

single output, three input translog cost function of the form:

lnC ¼ a0 þ ay ln yþ
X

i
bi ln pi þ

1

2

� �
ayy ln yð Þ2

þ 1

2

� �X
i

X
j
fij ln pi ln pj þ

X
i
oi ln y ln pi ð4:56Þ

where output (ln y) and input prices (ln pi) enter linearly, as quadratics and
as cross products.
9 The expansion of a function y f(x) into a Taylor series is to expand around a point x0. This

means to transform that function into a polynomial form in which the coefficients of the various

terms are expressed in terms of the derivative values f 0 (x0), f 00(x0), etc., all evaluated at the point of

expansion x0. (Chiang, 1984, p. 254)



137The Economics (and Econometrics) of Cost Modeling
At the time, Nerlove recognized that the Cobb Douglas model did not

adequately account for the relationship between output and average cost

(witness the negatively signed coefficient on capital price, derived in equa

tion (4.400). Christensen and Greene augmented the data set with cost

share data to estimate the complete demand system, including the cost

minimizing factor demand equations (i.e., the optimal level of inputs—

capital, labor, and fuel in this case), given by Shephard’s lemma:10

x�i ¼ @CðY ,pÞ=@pi ð4:57Þ
where p ¼ a vector of input prices.
By differentiating logarithmically, the cost minimizing factor cost share

equations are obtained, given by

si ¼ @ lnCðY ,pÞ=@ ln pi ð4:58Þ
That is,
si ¼ @ lnC=@ ln pi ¼ pi � xi=C

¼ bi þ biipi þ oi ln Y þ 1

2

� �X
j

bij ln pj, for i 6¼ j ð4:59Þ

Defining cost shares, si, as the proportion of total cost allocated to each
input (again fuel, capital, or labor), or

si ¼ pixi=C ð4:60Þ
it follows that
 X

i
si ¼ 1: ð4:61Þ

Therefore, for the three inputs employed in Christensen and Greene’s
translogarithmic cost model (again fuel, labor, and capital), the respective

cost share equations are given by the following. For fuel,

sf ¼ bf þ bff ln pf þ of ln Y þ 1

2

� �X
j
bfj ln pj ð4:62Þ

where j ¼ k (capital), l (labor). For labor,
sl ¼ bl þ bll ln pl þ ol ln Y þ 1

2

� �X
j
blj ln pj ð4:63Þ
10 Shephard’s lemma states that the optimal, cost-minimizing demand for an input (or factor) can be

derived by differentiating the cost function with respect to the price of that input.
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where j ¼ f (fuel), k (capital). For capital,

sk ¼ bk þ bkk ln pk þ ok ln Y þ 1

2

� �X
j
bkj ln pj ð4:64Þ

where j ¼ l (labor), f (fuel).
As stated, a well behaved cost function must be homogeneous of

degree 1 in input prices, which means that, for example, doubling the

price of an input doubles total cost. This implies the following restrictions

can be imposed on equation (4.56):X
i
bi ¼ 1, and

X
i
bij ¼

X
j
bji ¼

X
i
oiy ¼ 0 ð4:65Þ

Finally, symmetry, which implies that (by Young’s theorem)
bij ¼ bji ð4:66Þ
can also be imposed on the cost model, which reduces the number of pa
rameters to be estimated and results in the (single output) final form to be

estimated. This is given by

lnC ¼ a0 þ aY ln Y þ
X

i
bi ln pi þ aYY ln Y 2 þ

X
i
oiy ln pi

þ
X

i

X
j
bij ln pi ln pj ð4:67Þ

Once the restrictions are imposed, the system of equations (4.56)
and (4.62)–(4.64) can then be estimated simultaneously by the seemingly

unrelated regression (SUR) method, which is described below (Zellner,

1962).

Note: Since the cost shares (si) sum to unity, only n – 1 of the share

equations are linearly independent, which implies that the covariance matrix

is singular and nondiagonal (i.e., has no inverse). As such, the parameters of

the equations cannot be estimated. The solution is to divide through by one

of the input prices (thus deleting one of the share equations).

Dividing through by (pk), the capital price input variable, yields the

share equations for fuel and labor:

sf ¼ bf þ bff ln ðpf =pkÞ þ ofy ln Y þ bfl ln ðpl=pkÞ ð4:68Þ
sl ¼ bl þ bll ln ðpl=pkÞ þ oly ln Y þ blf ln ðpf =pkÞ ð4:69Þ

This particular form has been widely used and still remains a chosen
specification for numerous studies in the electric industry, particularly
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those testing for scale economies and the appropriate structure of the

industry. (Ramos Real, 2004, provides a nice overview of these studies.)

As such, Chapter 6, “Cost Models,” contains a series of examples and

exercises in which to employ data on the requisite variables to estimate

various translogarithmic cost models for the rural electric cooperatives

that distributed electricity in 1997. In addition, the concepts of econo

mies of scale and scope that are described in Chapter 2, “The Theory

of Natural Monopoly,” are examined in much more detail. Examples

and exercises are provided for hands on experience working with cost

models of this form.
Digression: Use of Zellner's Method (Seemingly Unrelated
Regressions Method)
In the translog cost function estimation literature, the most popular

estimation technique is that of Zellner’s iterated seemingly unrelated

regression (ITSUR). One nice feature of the translog specification is

that, via Shephard’s lemma, the optimal input demand equations can

be derived and estimated simultaneously with the cost equation via

this method, which yields estimates that are more efficient than

equation by equation Ordinary Least Squares. This method requires

an estimate of the cross equation covariance matrix, which increases

the sampling variability of the estimator and yields estimates that are

numerically equivalent to the maximum likelihood estimators (Berndt,

1991, p. 463). But before estimation can proceed, several precautions must

be made:

1. Since the shares always sum to unity and only n – 1 of the share equa

tions are linearly independent, for each observation, the sum of

the disturbances across equations must always equal 0. This implies

that the disturbance covariance matrix is singular and nondiagonal.

Therefore, one of the equations must be deleted and its parameters

inferred from the homogeneity condition. This raises the question

of whether the parameter estimates are invariant to the choice of

the equation to be dropped. However, as long as either maximum

likelihood or Zellner’s method (one step or iterated seemingly unre

lated regressions) of estimation is performed, the estimates are invari

ant to the choice of the equations to be estimated.

2. To preserve the linear homogeneity of the system, both of the cost

share equations must be normalized by dividing each input price by
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the input price that corresponds to the deleted cost share equation (in

this case the price of capital, pk). Hence, the remaining cost share

equations take the form of equations (4.68) and (4.69).
Quadratic cost models
Flexibility notwithstanding, the translogarithmic functional form has its

limitations. As described in the econometrics chapter (Chapter 6), the

translogs’ inability to deal with zero levels of outputs (or input prices)

has been considered a serious flaw by many. The quadratic model specifi

cation offers a nice alternative, exhibiting the flexibility of the translog

while conforming to the properties of economic theory. In fact, for mul

tiple output markets, it is far superior to the translog. This too will be dis

cussed in much more detail in Chapter 6. But, for now, let it suffice to

introduce the general form (single output with input prices) and discuss

its salient properties.

In general, the quadratic cost function is given by

C ¼ a0 þ ayY þ 1

2

� �
ayyY 2 þ

X
i
bipi ð4:70Þ

where
Y ¼ output (in this case, electricity).

Y2 ¼ output squared.

pi ¼ input prices.
Cost models often include other variables (known as cost shift variables).

In the case of electricity, the cost of distribution often includes miles of

transmission lines, miles of distribution lines, or the number of customers

per mile (also known as density). The quadratic model specification is the

subject of much detail, examples, and exercises in Chapter 6, “Cost Mod

els.” An extension to multiple outputs and two case studies are provided

and discussed in Chapters 7 and 8: One on horizontal integration and

the other on vertical integration.
Digression: Why the quadratic form is the “best” suited for modeling
industry structure
In the econometrics literature, the quadratic form has been gaining popu

larity in recent years because of its favorable properties, especially where

multiple outputs are concerned. Let us now examine these properties in

more detail.
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Multiple-output quadratic cost function
In general, a multiple output quadratic cost function is given by

C ¼ a0 þ
X

i
aiYi þ 1

2

� �X
i

X
j
aijYiYj þ

X
i
bkpk ð4:71Þ

where i, j ¼ 1, . . ., n.

In the case of the quadratic form, the marginal cost is given by

@C=@Yi ¼ ai þ
X

j
aijYj ð4:72Þ

and the average cost by
C=Yi ¼ ða0 þ
X

i
aiYi þ 1

2

� �X
i

X
j
aijYiYj þ

X
i
bkpkÞ=Yi ð4:73Þ

The degree of scale economies
Recalling that the degree of scale economies, SN, is equal to the ratio of

average cost to marginal cost, in the multiple output case, we have (Baumol

et al., 1982, p. 50)

SN ðYÞ ¼ CðYÞ=YiCiðYÞ ð4:74Þ
where Ci(Y) is the marginal cost with respect to Yi.
Substituting equations (4.72) and (4.73) into equation (4.74) and ignor

ing input prices yields

SN ðYÞ ¼ a0 þ
X

i
aiYi þ 1

2

� �X
i

X
j
aijYiYj

� �
=�X

i
aiYi þ

X
i

X
j
aijYiYj

� ð4:75Þ

so that
SN > 1ðincreasing returns to scaleÞ as a0 > 1

2

X
i

X
j
aijYiYj ð4:76Þ

Ray average cost
Relating this to the concept of ray average cost (RAC) allows us to envision

this concept geometrically. Figure 4.5 displays the case in which the ray aver

age cost is U shaped for any pointY 0, which is a point along a ray emanating

from the origin and is a composite commodity (i.e., in the two output case, a

function of both Y1 and Y2). This U shaped ray average cost occurs when

a0 > 0 and
X
i

X
j

aijY 0
i Y

0
j > 0 ð4:77Þ

for any point Y 0 on the ray.
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The ray average cost describes the behavior of cost along a ray emanat

ing from the origin. In this case, the minimum occurs at the point of

inflection of the total cost curve, C(Y).

For economies of scale to hold throughout the ray, it is necessary thatX
i

X
j

aijY 0
i Y

0
j < 0 ð4:78Þ

which, of course, implies that
aij < 0 ð4:79Þ

Product-specific returns to scale
You may recall, from Chapter 2, the discussion on product specific returns

to scale and its relation to average incremental costs, which are relevant for

multiple output markets. For the quadratic form given in equation (4.70),

the degree of product specific returns to scale is given by

SiðyÞ ¼ aiYi þ 1

2

� �
aiiY 2

i þ
X
j 6 i

aijYiYj

" #
= aiYi þ aiiY 2

i þ
X
j 6 i

aijYiYj

" #

ð4:80Þ

image of Figure 4.5
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which implies that

Si > 1 as 0 > aii ð4:81Þ
Likewise,
Si < 1 as 0 < aii ð4:82Þ
As such, the average incremental cost of product i is either globally
declining, constant, or rising as aii is negative, zero, or positive, respec
tively (Baumol et al., 1982, p. 454). The interpretation is straightforward.

Recalling equation (2.6) from Chapter 2,

SiðyÞ ¼ AICðyiÞ=ð@C=@yiÞ ð4:83Þ
When Si < 1, the average incremental cost of product i is less than its mar
ginal cost of production. Under the assumption that the price of product i

is at least equal to its marginal cost, the revenue from the production of

product i exceeds its average cost, which improves the financial viability

of the firm.

Economies of scope
Recall from Chapter 2, “The Theory of Natural Monopoly,” that

economies of scope (or joint production) are integral to discussions

regarding efficient industry structure (recall that economies of scope

are a necessary condition for natural monopoly in a multiple output

firm). In the two output case, the degree of economies of scope is given

by

Sc ¼ ½CðY1, 0Þ þ Cð0,Y2Þ CðY1,Y2Þ�=CðY1,Y2Þ ð4:84Þ
The quadratic form is well represented in the literature in the estimation
of economies of scale and scope, vertical integration, and subadditivity in

the electric utility industry. Notable is a paper by John Mayo (1984),

who employed multiple output quadratic cost models to test whether

there were economies of scope in the distribution of electricity and natural

gas. To accomplish this, he estimated an equation of the form

C ¼ a0 þ
X

i
aiYi þ 1

2

� �X
i

X
j
aijYiYj þ

X
k
bkpk ð4:85Þ
which is not homogeneous of degree 1 in input prices. To remedy this,

Mayo multiplicatively appended input prices in the following fashion:

C ¼ ða0 þ
X

i
aiYi þ 1

2

� �X
i

X
j
aijYiYjÞPkbkpk ð4:86Þ
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Mayo imposed strict input output separability11 and linear homogeneity in

input prices (recall that separability was rejected by Karlson). According to

Baumol et al. (1982, p. 458),
11 C

m

Th

inp

the

(ou
Such cost functions (with p and y multiplicatively separable) require all input
demands to vary with outputs in the same fashion. In fact, input ratios and cost
shares are thus assumed to be independent of output levels, and input demand
elasticities with respect to each output become equal to independent of p. Con-
sequently, multiplicatively separable cost functions are not well suited for investi-
gation of those properties of input demand functions that relate to the effects of
input prices on industry structure.
Thus, we have another example of the tradeoff between tractability in empirical
analysis of the functional form chosen for the cost relationship and its usefulness
in testing the many properties that theory suggests are important for industry
analysis.
Greer (2003) offers an improvement over Mayo’s quadratic cost

model, in that it is strictly concave in input prices (not equal to zero like

the cost model presented by Mayo in his 1984 paper, “The Multiproduct

Monopoly, Regulation, and Firm Costs”). In this cost model, input

prices (and other variables) enter multiplicatively and are nonlinear in

the parameters to be estimated, which allows the second derivatives with

respect to input prices to take on nonzero values. (A proof is offered in

the appendix to this chapter.) As such, it is a properly specified cost

model in that it conforms to all properties of economic theory. Her cost

model is given by

C¼ a0þ
X
i

aiYiþ1

2
�
X
i

X
j

aijYiYj

 !
	
Y

pbmm ee for i, j¼1,2andm¼1,2,3

ð4:87Þ

In this case, the input price parameters (bm) enter nonlinearly, which

allows for the concavity in input price criterion to be satisfied (as long as
hambers (1988) gives the necessary conditions for input-output separability for the profit

aximizing producer as

@ðxi=xjÞ=@p 0

@ðyi=yjÞ=@r 0

e first condition implies that a change in output prices, p, does not influence the composition of

uts xi and xj, while the second condition implies that a change in input prices, r, does not influence

composition of outputs yi and yj. Rejecting input-output separability means that a change in input

tput) price alters the composition of output (input) quantities.
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the parameter estimates are of the expected sign. (A proof is offered in the

appendix of this chapter.)

This model is monotonic (increasing) in output, increasing and con

cave in input prices, and capable of estimating the parameters despite a

variable’s taking on a value of 0 (recall the translogarithmic cost function’s

inability to do so). As such, it is a properly specified multiple output cost

function and unique to the literature. (Proofs are offered in the appendix

to Chapter 6.) This model and its subsequent application are the focus of

two case studies in upcoming sections (Chapters 7 and 8) and numerous

examples and exercises throughout this book.

Cubic cost models
It is a well established fact that total cost functions are cubic in nature; that

is, there is a region of increasing returns, constant returns, and decreasing

returns to scale, which yield the classic “hook shaped” marginal cost and

U shaped average cost curves as displayed in Figure 4.6.

Also displayed in Chapter 2, the cubic cost function generates the

average (AC) and marginal (MC) cost curves displayed in Figure 4.6.

For Y < Y �, marginal cost declines and pulls average cost down with it;

this is the region of the total cost curve in which cost is rising at a decreas

ing rate, which generates increasing returns to scale. Once diminishing

returns set in, marginal costs rise and eventually cause average cost to rise

as well, which occurs at Y �, when total costs begin to increase at an

increasing rate.
C = f(Y)

Y* Y

MC = f(Y)
AC = f(Y)

Figure 4.6 Average and marginal cost curves for cubic total cost function

image of Figure 4.6
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That is, the total cost increases at a decreasing rate (i.e., marginal cost

declines with output), then increases at an increasing rate (i.e., marginal

cost increases with output), thus causing average cost to rise. This is also

analogous to Figure 4.3.

These are the classic “textbook” examples that all principles of eco

nomics students are taught: Marginal cost declines in the increasing returns

to scale portion of the total cost curve, which causes average cost to

decline; when decreasing returns to scale set in, marginal cost begins to

rise, thus causing average cost to rise (recall that marginal cost cuts the

average cost curve at its minimum), which results in the classic U shaped

average cost curve.
4.4 APPENDIX

Proof that equation (4.86) allows for concavity in input prices:
Nonpositive own-price effects
By Shephard’s lemma, the optimal factor demand equation for the ith

input price is given by

x�i ¼ @CðY ,pÞ=@pi ð4A:1Þ
where i ¼ 1, 2.
The Hessian matrix is the matrix of second derivatives of the cost

function with respect to input prices, which is equivalent to the matrix

of first derivatives of the factor demand equations, x�i , with respect to input

prices.

Since cost minimization requires that the matrix of first derivatives of

the factor demand equations be negative semidefinite, which requires that

the diagonal terms of the Hessian matrix be nonpositive, by equation

(4.12) (in the two input case), we define

Cii ¼ @2Cðp,YÞ=@p2
i ð4A:2Þ

for the ith input;
Cjj ¼ @2Cðp,YÞ=@p2
j ð4A:3Þ

for the jth input; and
Cij ¼ @2Cðp,YÞ=@pi@pj ð4A:4Þ
where i, j represent the cross price effects (the nondiagonal elements of the
matrix).
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Then the (bordered) Hessian matrix, H, is given by

H ¼
�����
Cii Cij H1

Cji Cjj H2

H1 H2 0

�����
where H1, H2 are the constraints (on output) that result from the firm’s
optimization problem, which is to minimize cost subject to satisfying the

demand for its output. That is,

Minimize costðY ,pÞ ð4A:5Þ
subject to Y � the demand for the firm’s output.
4.5 EXERCISES

1. One cause of heteroscedasticity is large changes in the explanatory

variables from one observation to another, which likely contributes

to the large cost differences among the coops in the sample. For

example, the price of purchased power exhibits large differences, from

a minimum of $18.00/MWh to a maximum of $90.00/MWh with a

mean value of $43.00. (Figure 4.1)
a. Create a data set named “RUS97 low,” where Cost < $10,000

and use this data set to estimate the parameters of equation

(4.20). Do the results accord with economic theory in terms of

expected signs and statistical significance? Why or why not?

b. Calculate the White test statistic. Is heteroscedasticity still an

issue?

c. In the example that used the original data set to estimate the qua

dratic equation (equation (4.20)), there was a potential issue with

the coefficient of the price of capital, pk. Has the new data set

corrected this issue?

d. Examine the summary statistics in this newly created data set.

Could any other variables be causing the heteroscedasticity?
2. Note that that there are three types of power suppliers in the data set

entitled “RUS97 Basic”: generation and transmission cooperatives

(G&Ts), federally owned entities (Federal), and investor owned utili

ties (IOUs).
a. Create a data set for each type of supplier and review the sum

mary statistics. Is the same variation seen in the variables across

the observations in each data set? Should one expect to see more
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or less variation in the price of purchased power among the three

supplier types? Why or why not?

b. Create a data set from “RUS97 low” in which the supplier is

G&T. Reestimate equation (4.20) and review the results.
i. Calculate the White statistic: Is the presence of heteroscedas

ticity still confirmed?

ii. What about the other coefficient estimates: Are they as

expected (in terms of sign and statistical significance)? Why

or why not?
3. Unlike investor owned utilities, the rates charged by distribution

cooperatives are not regulated in every state. In fact, fewer than 20

state utility commissions have jurisdiction over the rates charged to

various end users by cooperatively owned entities.
a. Create two new data sets from “RUS97 low” with the supplier

G&T: one for regulated entities (REG ¼ 1) and one for non

regulated entities (REG ¼ 0). Examine the summary statistics

of the relevant variables. Are they as expected? That is, is the

price of purchased power generally lower or higher for regulated

entities than for non regulated entities?

b. Again, estimate equation (4.20) using the newly created data set

in which firms are regulated. What does White’s test statistic

indicate now about the presence or absence of heteroscedasticity?

c. What about the signs and statistical significance of the coefficients

on the explanatory variables: Do they accord with a priori

expectations?
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Case Study: Breaking up Bells
The breaking up of the Bell System provides an informative case study on

the importance of cost modeling and, more importantly, the choice of an

appropriate specification. Note: This is an updated version of a paper pre

sented at the 1997 Southern Economic Association meetings entitled

“Deregulation of ‘Natural’ Monopolies: A Paradox of Lessons to Be

Learned From Telephony to Electricity.”
5.1 INTRODUCTION

The motivation of this chapter stems from the recent surge to deregulate what

were thought to be naturally monopolistic industries. In 1996, legislation was

passed to promote competition in both the telecommunications industry and

in electricity markets in the United States. Technological change, it had been

argued, resulted in the possibility of more than one supplier; as such, competi

tion would render each of these industries more efficient. This deregulation

is discussed in some detail, since it motivates the “Lessons to be Learned”

from telephony to electricity, which is the premise of this chapter. It will be

shown that some very valuable lessons are to be learned from the 1984 dives

titure of AT&T,which functionally separated long distance service from local

telephone service, for the deregulation of electricity.

This chapter is organized in the following manner: First, the essence of

natural monopoly is discussed; more specifically, the characteristics of and

the tests for a market’s being a natural monopoly are examined. Next,

I discuss the breaking up of the Bell System and present the results of a study

that was used to determine that the Bell System was not a natural monopoly.

However, this study was flawed and its results refuted, as will be shown in a

brief survey of the literature surrounding the breakup. The next section posits

the idea that economies of vertical integration, which are mathematically

equivalent to economies of scope, could be used to establish that a market

is a natural monopoly and shows the parallels between telephony and electric

ity, which motivates the conclusions drawn and lessons learned in the final

section. It is in these lessons, for which there may exist grave implications
149
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for public policy decisions, that the value of this chapter lies; that is, in the

subsequent success or failure of not only these but also future attempts to

deregulate certain markets, especially those pertaining to electricity.
5.2 THE NATURAL MONOPOLY CONUNDRUM

Historically, conventional wisdom has held that certain markets were “natu

rally monopolistic,” which means that, due to the presence of high fixed

costs whose average declines with increases in output, economic efficiency

is best obtained when there is only one supplier. Included herein are the

markets for electricity, water, and telephone service. It has often been argued

that these inefficiencies arise due to the irreversibility of the initial invest

ment required to produce a particular good or service in a naturally monop

olistic industry. More specifically, the underlying production technology of

this product is such that there exists a level of output for which average cost is

minimized: At levels of output below this level, average costs decline; and at

levels above, they rise. This, known as economies of scale, is investigated further

in context to its relationship with the theory of natural monopoly.

Economists have spent many years attempting to assess that level of

output at which the minimum efficient scale occurs. In some industries,

such as the generation of electricity, consensus has been reached that, at

least in 1970, most firms were producing in and around this level, given

a particular production technology (Christensen and Greene, 1976).

But things are not always so clear. In other markets, such as telephony, no

one seems to have been able to determine (empirically) at what level of pro

duction the minimum efficient scale is attained, although the decision for the

American Telephone and Telegraph Company (AT&T) to divest itself from

its local exchange operations (the Baby Bells) was predicated on AT&T’s not

being a natural monopoly; that is, the thinking at the time was that the firm

was so large that it must be the case that satisfying consumer demand entailed

producing a level of output that went beyond the minimum efficient scale,

which occurs in the diseconomies of scale (rising average cost) portion of its

long run average cost curve. Because AT&T failed to prove that telephony,

which at the time comprised both local and long distance calls, was a natural

monopoly (a multiproduct natural monopoly, in fact), the 1982Modification

of Final Judgment was issued and in a consent decree AT&T agreed to divest

the local operating companies, also known as the Baby Bells, so that entry, and

hence competition, into the long distance telephonemarket could occur. But

the burning question still remains: Was the Bell System a natural monopoly?
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Defining a natural monopoly
Older industrial organization literature often used the degree of scale

economies to determine whether an industry was a natural monopoly. It is

important to note that much of the theory of natural monopoly is

concerned with the precise meaning of increasing returns or, equivalently,

decreasing average costs.

As stated in Chapter 2, one difficulty in testing for natural monopoly is

the practical application of testing for subadditivity of a firm’s cost func

tion, which is critical, since local (global) subadditivity is a necessary and

sufficient condition for local (global) natural monopoly (Evans, 1983).

These concepts are reviewed here.

Economies of scope
You may recall from Chapter 2 that cost savings can result from the pro

duction of several outputs at the same time; that is, in many cases and cer

tainly in the case of electricity, fixed costs are jointly utilized in the

production of the firm’s outputs. These common costs, as they are also

known, give rise to the concept of economies of scope (or economies of

horizontal integration) and provide a basis for determining whether an

industry is a multiproduct natural monopoly.

Economies of scope (also known as economies of joint production) are said

to exist if a given quantity of each of two or more goods can be produced

by one firm at a lower cost than if each good were produced separately by

two different firms or even two different production processes. That is, for

a two product case, the degree of economies of scope is given by

Sc ¼ C Y1, 0ð Þ þC 0,Y2ð Þ C Y1,Y2ð Þ½ �=C Y1,Y2ð Þ ð5:1Þ
As previously stated, the importance of economies of scope cannot be
overstated: Economies of scope are a necessary condition for natural

monopoly in a multiple output firm.
Subadditivity of the cost function
Even if a cost function exhibits both economies of scale and economies of

scope, it is not necessarily subadditive. A sufficient condition, known as

cost complementarity, requires that the marginal or incremental costs of any

output decline when that output or any other outputs increase. Mathemat

ically, cost complementarity for a twice differential multiproduct cost

function exists if

@2C Yð Þ=@Yi@Yj < 0, for i 6¼ j ð5:2Þ
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If this condition is satisfied, then the cost function exhibits cost comple

mentarity, which is a sufficient condition for subadditivity of a multiprod

uct cost function. An industry is said to be a natural monopoly if, over the

entire relevant range of outputs, the firm’s cost function is subadditive.
5.3 BREAKING UP BELL: THE CASE OF AT&T

An excerpt from a paper by Celeste K. Carruthers (2008, pp. 3–5) pro

vides a nice synopsis of the history and economics of telephony regulation.
The roots of modern telephony regulation in the United States can be traced to
the early 20th century, when American Telephone and Telegraph (AT&T) transi-
tioned from a dominant provider of telephone services to a regulated monopoly.
The company accomplished this by:
(1) acquiring its independent rivals, who controlled half of the country's

installed telephones in 1907; and
(2) deflecting antitrust action with AT&T president Theodore Vail's campaign

for “One Policy, One System, Universal Service.”
Universal service, at that time, referred to universally compatible telephone

networks.
Subscribers of one network could not always connect with subscribers of a

competing network, even within the same city. AT&T pointed to this inconve-
nience as cause for a regulated monopoly in telephone services. Congress agreed;
in 1921, the Willis-Graham Act permitted AT&T to continue acquiring indepen-
dents and linking networks. The Communications Act of 1934 formalized AT&T's
position as a regulated monopoly by creating the Federal Communications
Commission (FCC), which has monitored and directed AT&T's operations ever
since.
AT&T's campaign for monopoly status relied critically on the assumption that

a unified telephone network would increase the value of a telephone connection
through network effects. The value of a network good like a telephone connec-
tion depends on the size of the network to which that connection belongs.
AT&T argued that as a regulated monopoly, it would join rival networks and dra-
matically increase the value of telephone service. This would have infra- and
extra-marginal benefits: existing telephone consumers would benefit from a
much larger network, and potential consumers would be induced to join the
network.
Was a monopoly necessary to provide universal service? The disjoint systems

of telephone networks were not permanently irreconcilable, and network
effects could have been achieved without monopolizing the industry.
Mueller (1997) notes that, “[i]t was business rivalry, not expert engineers or tech-
nology, that had brought about the geographic scope of the telephone
network.”
An alternative solution would have been to require interconnection between com-

peting networks. More than 70 years later, interconnection between incumbent
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monopolists and entrants was one of the provisions of the 1996 Telecommunications
Act.
The Bell System was thought of as a collection of natural monopolies, not

because of demand-side network effects, but because of supply-side cost
efficiencies.
As previously stated in Chapter 2, an industry is a natural monopoly if

one firm can serve the market at lower total cost than multiple firms. This

definition is consistent for single product monopolies and multiproduct

monopolies, which the Bells claimed to be. Formally, a natural monopoly

has a subadditive cost function if, for example, given a bundle of output

(say, 10 billion local phone calls and 3 billion long distance calls), industry

costs are minimized when all production is allocated to one firm, rather

than split among two or more. In a market with subadditive costs, com

petitive pricing would lead to one firm serving the entire market. As such,

that firm is thought of as a “natural” monopoly.

The breaking up of the Bell System was predicated on the finding that

the markets it served were not natural monopolies. This conclusion was

reached in part on work done by David Evans and James Heckman

(1984) who developed a test of the subadditivity of industry cost functions

and employed it to model cost data from the Bell System over the period

1947–1977. Their major finding was that the cost function was not subad

ditive over the period 1958–1977, which played a critical role in the

breaking up of the Bell System. This study will be examined in more detail

in the “Literature Review” section.

In subsequent years, a number of researchers have found issue with the

study and performed their own analyses with different outcomes, which

also are discussed in the “Literature Review.” Some of these issues arise

from the high collinearity among the variables used in the estimation pro

cedure. In other studies, the transformation of the variables is questioned.

In addition, the treatment of serial correlation has also come under scru

tiny. In writing this case study, I question the choice of the functional

form (a translog cost model) used to estimate the parameters of the model

in a multiproduct market. Diewert and Wales (1991) went so far as to rep

licate the study and found something quite disturbing: The estimated cost

function fails one of the basic tenets of economic theory, which is that it

be nondecreasing or monotonic in output. As such they argue that: “its

use in subadditivity calculations is clearly inappropriate . . . since this esti

mated cost function suffers from the criticism mentioned above, serious

doubt is cast on the author’s major finding that the Bell System was not

a natural monopoly over the 1958–1977 period.”
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The Evans and Heckman methodology
A multiproduct translogarithmic cost function was used to estimate the Bell

System data. More specifically, Evans and Heckman assumed that three

inputs, namely —capital, labor, and materials—were used to produce two

outputs—local and long distance telephone service. An index of technical

change was also included so that the cost model to be estimated was given by

ln C ¼ a0 þ Siai ln pi þ Sibi ln qi þ 1⁄2 � SiSjgij ln pi ln pj þ 1⁄2

� SkSjdkj ln qk ln qj þ SiSkrik ln qk ln pi þ Sili ln t ln pi

þ Skyk ln qk ln t þ t ln ðtÞ2 þ m ln t ð5:3Þ
The following restrictions were imposed:
X

i
ai ¼ 1X
j
gij ¼ 0X

i
rik ¼ 0X
i
li ¼ 0

gij ¼ gji

and
dkj ¼ djk

where
L ¼ local service.

T ¼ long distance, or toll service.

r ¼ the rental rate on capital.

m ¼ the price of materials.

w ¼ the wage rate.

t ¼ index of technological change.
Shephard’s lemma results in the input cost share equations to be esti

mated (equation 3 in Diewert and Wales, 1991):

Si ¼ ai þ
X

j
gij ln pj þ

X
k
rik ln qk þ

X
i
li ln t, for i ¼ 1, 2, 3 ð5:4Þ

The equations are estimated by the method of maximum likelihood and
estimation results are displayed in Table 5.1.

Evans and Heckman (1984) state that the estimated cost function is

“monotonically increasing and concave with respect to all input prices in



Table 5.1 Evans and Heckman Results
Variable Coefficient Estimate t-statistic

Constant a0 9.054 1810.800

ln Y1 a1 0.462 2.044

ln Y2 a2 0.260 0.841

ln Y1sq a11 –4.241 –3.228

ln Y2sq a22 –8.018 –3.695

ln Y1Y2 a12 11.663 3.710

ln Y1pk wky1 –0.359 –2.943

ln Y1pl wly1 0.164 2.310

ln Y2pk wky2 0.337 2.442

ln Y2pl wly2 –0.179 –2.157

ln Pk bk 0.535 66.875

ln Pl bl 0.355 50.714

ln Pkk bkk 0.219 9.125

ln Pll bll 0.174 6.444

ln Pkl bkl –0.180 –9.474

ln t ot –0.193 –2.244

ln Y1t oty1 1.207 0.843

ln Y2tl oty2 –1.404 –0.938

ln tt ott –0.176 –0.170

Note: As reported in Table 3 of Evans and Heckman (1984).
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all years” (p. 662). However, note in particular that the price of materials

has been omitted from the estimation results in the table. They also state

that they reject linear homogeneity in input prices (fn. 9) and the symme

try of the Hessian matrix with respect to input prices (fn. 9). Also, it is only

by imposing restrictions on the cost model that they are able to determine

an estimate of the price of materials and make such statements about con

cavity in all input prices.1 In addition, and as pointed out in Diewert and

Wales (1991), if the basic tenets of cost models are not satisfied then the

cost model is not a proper cost model and should not be used to make

any decisions, much less one of the landmark proportions as the breaking

up of the Bell System. (Finally, recall the recurring theme of this book:

That is, the translog specification is not the appropriate form to model cost

in a multiproduct industry!)

All of this notwithstanding, Diewert and Wales (1991) provided to me

the data used in Evans and Heckman (1983), which I used to estimate a
1 Since the price of materials is not included, there is no way to determine the standard error of its

estimate or its t-statistic.



Table 5.2 Marginal Costs of Toll Calls (Y2), 1958–1977
Year MC(Y2) Evans and Heckman MC(Y2) Greer

1958 2250.42 7975.90

1959 1401.91 5870.13

1960 2036.06 5505.36

1961 — —

1962 2010.57 4063.53

1963 1555.26 2912.15

1964 (1911.88) (730.41)

1965 (3569.39) (2995.69)

1966 (5861.67) (5781.46)

1967 (6197.38) (6532.33)

1968 (7536.01) (8026.05)

1969 (9150.72) (9864.45)

1970 (9795.73) (10,556.17)

1971 (10,269.55) (11,025.60)

1972 (12,097.87) (12,038.51)

1973 (12,402.59) (13,257.46)

1974 (13,362.39) (14,075.93)

1975 (17,783.66) (14,628.69)

1976 (21,843.28) (14,915.25)

1977 (23,658.82) (14,801.91)
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translogarithmic cost model that includes the price of materials. Using both

sets of results (those displayed in Table 5.1 and those obtained from including

the price of materials), the marginal cost of toll calls (Y2) can then be calcu

lated. As pointed out by Diewert and Wales, it is negative in 14 of the 20

years of the period used in the test of subadditivity (1958–1977). The calcu

lated marginal costs obtained by Evans andHeckman (which are displayed in

Table 5.1) and those that result from estimation of a translog equation that

includes the price of materials are displayed in Table 5.2.

Discussion of results
As displayed in Table 5.2, marginal cost is negative in the majority of

the years used to determine that the Bell System was not a natural mo

nopoly. In fact, of the total data set (years 1947–1977), the marginal cost

of toll calls is negative for 21 of the 31 observations (as confirmed by

Diewert and Wales). Including the material price would have helped; in

doing so, the marginal cost of toll calls is negative for 16 of the 31

observations.
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Aside: Quadratic cost model
Given my proclivity toward the quadratic cost form, it is only natural to

estimate the parameters of such a cost model using the Bell data. Recalling

that such a model is given by

C ¼ a0 þ
X
i

aiYi þ 1⁄2
X
i

X
j

aijYiYj

 !
p
bk
K p

bl
L p

bp
P ee ð5:5Þ

(this is equation (4.87) in Chapter 4), a logarithmic transformation (as
described in Chapter 6) yields

ln C ¼ z ln a0 þ
X

i
aiYi þ 1⁄2

X
i

X
j
aijYiYj

� �
þ bK ln pK þ bL ln pL þ bP ln pP þ e

ð5:6Þ

The estimation results are displayed in Table 5.3.
Discussion of Table 5.3, Bell data estimated via quadratic cost model
An adjusted R2 of 0.9998 indicates that the model fits the data well (Evans

and Heckman obtained an adjusted R2 of a similar magnitude). However,

recall the earlier critique on the high collinearity among the variables: a

very high adjusted R2 along with low t statistics (note those of Y2, toll

calls, those of the price of materials, ln pm, and the technology variable

lnt). As described in Chapter 4, the consequences of multicollinearity

include high standard errors (hence, low t statistics) and a very high

adjusted R2. This notwithstanding, it is informative to calculate the mar

ginal cost of toll calls that results from the quadratic form. On doing this,

I find that only the last two years (1957 and 1958) yield negative marginal
Table 5.3 Bell Data Estimated via Greer's Quadratic Cost Model
Variable Coefficient Estimate t-statistic

Constant a0 1119.82 1.98

Y1 a1 9024.18 2.76

Y2 a2 –27.70 –0.01

Y1sq a11 –11234.40 –2.15

Y2sq a22 –2951.34 –2.18

Y1Y2 a12 5553.04 2.15

ln pk b1 0.515 6.80

ln pm b2 0.099 1.06

ln pl b3 0.386 3.30

ln t o1 –0.127 –1.23
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costs for toll calls. And this drives home a critical point: The choice of

functional form can yield vastly different results and should be chosen with

care. This point is further exemplified in the literature review.

Literature review: Other studies on the subadditivity
of the Bell System
Given the difficulties involved in the determination of cost subadditivity, it

is not surprising that the myriad of studies on the Bell System often yielded

contrary results in the determination of whether telephony was a natural

monopoly. Kiss and Lefebvre (1987) provide a nice survey of the fairly vast

literature on this topic. Focusing on studies in which a single or a two

output model was specified, a very brief overview is provided here only

to illustrate the conflicting results and the different functional forms that

have been employed.

One of the earliest is by H. Vinod (1976), who employed a statistical

method known as ridge regression technique2 to estimate production

functions with Bell System data. This technique is problematic in the sense

that it makes arbitrary and unjustified adjustments to the data. Hence,

parameter estimates do not equal the true value of the parameters. In other

words, the estimates are biased. Not surprisingly, “The Vinod studies did

not provide reliable evidence concerning the cost and production charac

teristics of the telephone industry. What is surprising, however, is the fact

that AT&T relied heavily on these studies to support its arguments that the

telephone industry is a natural monopoly” (Evans, 1983, p. 146).

Other studies attempt to estimate the cost function rather than the pro

duction function. Two major Bell Canada studies are described here. The

first is by Smith and Carbo (1979), who assumed that Bell Canada pro

duced two services, local and message toll (as monopolies), and other toll

and miscellaneous (potentially competitive) toll, and private line, with

three inputs: labor, capital, and materials. Using data from 1952 to 1977,
2 Ridge regression has been posed as a remedy to multicollinearity, specifically to the large standard

errors that tend to result. Its estimator, br, is given by

br X 0X þ rD½ ��1
X 0Y

where r an arbitrarily chosen scalar and D a diagonal matrix containing the diagonal

elements of X0X (Greene, 1993, p. 270). This is in contrast to the typical Ordinary Least Squares

estimator, which is given by

b X 0X½ ��1
X 0Y
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some indication of local cost complementarity was derived from the model

but no conclusion was gained concerning global economies of scope.

Using the same data, Kiss, Karabadjan, and Lefebvre (1981) assumed

that the two outputs were local and toll calls (including message toll and

private line services). After numerous specifications, they arrived at a spec

ification in which the output variables are subject to a Box Cox transfor

mation3 and the other variables transformed logarithmically. The resultant

economies of scope were not statistically different from 0 nor were they

realistic in magnitude. Fuss and Waverman (1981) estimated a similar cost

function in which the output variable, Q
�
, is equal to (Ql – 1)/l, rather

than simply log (Q). They found that l was significantly different from

0 and, hence, rejected the cost function employed by Smith and Carbo.

They found that Bell Canada had neither aggregate scale economies nor

did it have a natural monopoly over local, toll, and private line services.

Yet another study by Christensen, Cummings, and Schoech (1981)

used Bell data from 1947 to 1977 and various translog cost specifications,

including Box Tidwell4 and a modified translog function, which varied in

the number of squared and cross product terms as regressors. Under every

specification, they found statistically significant economies of scale. How

ever, there are also serious flaws in this study. Like an earlier Smith and

Corbo study, they assumed that the Bell System produced a single output

and simply aggregated the various outputs and measured this “single” out

put. Interestingly, the specification with which the data were the most

consistent yielded upward sloping demand curves for both capital and

for labor. Second, the fact that the aggregate output measure exhibited

scale economies provides little evidence as to whether intercity service

exhibits scale economies or even whether the telephone industry is a nat

ural monopoly. Evans and Heckman (1984) found that by relaxing the sin

gle output specification and estimating a multiproduct cost function using

the Christensen et al. data, they obtained factor demand curves of the

appropriate (negative) slope. They went on to test for the subadditivity
3 A Box-Cox transformation is one in which a regressor (or independent variable, x) in an

equation such as

Y aþ bg xð Þ þ e

is subject to

gl xð Þ xl 1
� �

=l

In a linear model, l 1, while a log-linear or semilog model results if l 0 (Greene, 1993, p. 239).
4 The Box-Tidwell function uses the Box-Cox formula to transform all the explanatory variables.
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of this cost function, which resulted in the rejection of the natural monop

oly hypothesis as discussed earlier in this chapter. Interestingly, Charnes,

Cooper, and Sueyoshi (1988) used the same data and functional form

and found the opposite result by using goal programming/constrained

regression in which the objective function of the firm is to

Minimize
X

dt ð5:7Þ
subject to
f Ctð Þ þ dt ¼ log Ct ð5:8Þ
where
dt ¼ Ct observedð Þ Ct estimatedð Þ ð5:9Þ
The cost function, Ct, is estimated from a cost function similar to that
used by Evans and Heckman (1984) using the Bell System data (Kiss

and Lefebvre, 1987, p. 37). In this particular form, no standard errors

or t statistics are generated, so there is no way to tell whether the co

efficients were statistically different from 0. Similar to the Evans and

Heckman results, the indicators of overall economies of scale are flawed

in two ways: First, toll output elasticity of cost (and marginal cost) are neg

ative; second, scale elasticity estimates are unrealistically high. Despite this,

they go on to find that the cost function is subadditive between the years

1958 and 1977, thus contradicting those results reported by Evans and

Heckman (1984).

As stated, various functional forms can lead to vastly different results.

Even after the breakup, studies continued to be performed in an attempt

to ascertain an appropriate industry structure and seek more robust cost

models for testing subadditivity. Roller (1990), using a quadratic cost

model, found that the telecommunications industry prior to the Bell Sys

tem breakup was a natural monopoly. More recently, Shin and Ying

(1992) examined the issue of subadditivity using a pooled cross sectional

sample of actual cost data for 58 local exchange carriers (LECs) from

1976 to 1983 (n ¼ 384). One problem with this study is that they calcu

lated an overall scale elasticity by summing the output cost elasticities.

These should not have been aggregated, since part of the sufficient condi

tion for subadditivity is product-specific economies of scale, which are dis

cussed in chapter 2. Shin and Ying found that the LECs did not have

subadditive cost functions. (In fact, they found costs were superadditive,
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which means that production by one firm is more costly than by separate

firms.) It is interesting to note that in their more recent paper (“Costly

Gains to Breaking up: LECs and the Baby Bells”), Shin and Ying readily

admit that the issues of subadditivity and economies of scope have never

clearly been resolved (1993).

Gabel and Kennet (1994) offered a critique of the Shin and Ying

(1992) finding of cost superadditivity. They delineated “at least five flaws

with their methodology that cause us to be skeptical about their conclu

sions.” They employed an optimization model, the results of which con

firmed that, contrary to Shin and Ying, there exist economies of scope

for the product access lines, toll, and exchange calls (due to the shared

use of the local loop).

From all of this, two important conclusions can be reached. First, it is

extremely difficult to estimate cost function subadditivity, especially for

multiple output firms. Second, the choice of the appropriate functional

form is extremely important. Using the same data, radically different results

can emerge, which should be considered by policy makers prior to making

sweeping changes in public policy.

Note: Much of the following is an excerpt from a paper that I wrote

and presented at the Southern Economic Association meetings in 1997,

shortly after the deregulation of markets for telecommunications and elec

tricity was legislated in 1996. The passage of both acts was likely precipi

tated by the seemingly successful deregulation of telephony in 1984,

which spurred competition in the long distance market and resulted in

lower prices to consumers. The issues raised surrounding the divestiture

of the long distance service from local telephony (a vertically integrated

structure, which was not considered at the time) renders this relevant

and provides the reason that it is included here.
5.4 ECONOMIES OF VERTICAL INTEGRATION:
AN ARGUMENT FOR NATURAL MONOPOLY?

Thus far, it has been asserted that economies of scope and subadditivity

provide the basis for determining whether a market is a natural monopoly.

However, given the vertical structure of certain industries, could it not be

the case that economies of vertical integration and a modification of the

definition of subadditivity of a cost function could also suffice in the deter

mination of such a structure?
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Economies of vertical integration
Recall from Chapter 2 that economies of vertical integration are satisfied if

Sv ¼ C q1, 0ð Þ þ C 0, q2ð Þ C q1, q2ð Þ½ � > 0 ð5:10Þ
where q1 ¼ the first stage of production and q1 ¼ the second stage of
production (this is equation (2.33) in Chapter 2). Mathematically, this is

equivalent to economies of scope for a horizontally integrated firm, which

is given by

Sc ¼ C q1, 0
� �þ C 0, q2ð Þ C q1, q2ð Þ� �

> 0 ð5:11Þ
where q1 ¼ the first output and q2 ¼ the second output (this is equation
(2.28) in Chapter 2). Given the mathematical equivalence, does this not

lead to the assertion that the presence of economies of vertical integration

is an argument for natural monopoly?

Discussion: Economies of vertical integration—An argument
for natural monopoly?
Although mathematically equivalent, conceptually the two are different:

Economies of scope are economies of horizontal production (products pro

duced synchronously, e.g., local and long distance telephony), while those

of vertical integration occur sequentially (e.g., electricity is first generated,

then transmitted, then it is distributed to the end user).

Even though conceptually different, some very interesting parallels can

be drawn between the two industries. And from these, an examination of

the effects from the deregulation of telephony can yield powerful lessons

for policy makers involved in the deregulation of the electric industry.
5.5 PARALLELS BETWEEN TELEPHONY AND ELECTRICITY

Discussion: Economies of scope versus economies of vertical
integration
Paradoxically, telephony and electricity have more in common than sim

ply having shared the “natural monopoly” label. In fact, there exist addi

tional, even more striking parallels between the two industries.

On the surface, it seems that telephony is more likely to exhibit econo

mies of scope while electricity those of vertical integration. Consider the

organization of each industry over time. For telephony, the issue yet to

be resolved is that of whether joint production (i.e., economies of scope)

of local and long distance telephone service is less costly than that of
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separate production. For electricity, the issue is whether it is less costly for

one firm to perform all three functions (generation, transmission, and dis

tribution) than it is for each of these to be produced separately by separate

firms.

To draw meaningful parallels, it should be the case that not only does

telephony exhibit (potential) economies of vertical integration but also that

some component of the production of electricity is characterized by

economies of scope. These I examine in further detail next.

Vertical integration—The case of telephony
On the surface, it appears that economies of scope, rather than those of

vertical integration, have supported telephony as a natural monopoly. This

has certainly been the case in the literature. But, on careful consideration,

there exist elements of both.

As previously discussed, economies of scope arise when it is less costly

for one firm to produce two (or more) outputs than for two firms to pro

duce them separately. What is critical here is the definition of output. For

telephony, there exist many outputs. Let us concentrate on one for now:

The transmission of voice, data, fax, and the like from one geographical

location to another. This is one component of vertical integration, which

is, like electricity, subject to network externalities, such as a bottleneck. A

bottleneck occurs when there exists exclusive ownership of a resource that is

necessary to the production of a good and is an argument for vertical inte

gration. It approximates a natural monopoly in the sense that its cost is

sunk and its duplication would be wasteful. The bottleneck itself is that

which yields access to the transmission mechanism by which the product

is transported from the manufacturer to its final destination, the end user.

But before anything can be transmitted, it must be generated. In the case

of telephony, that which is generated (the output) is a voice, a thought, or

even data that, in conjunction with the necessary equipment (telephone,

modem, cables) is then transmitted to a local network, which is then

connected to and transmitted across a long distance network to its ultimate

destination (the end user). This equipment and the output generated in

this first stage constitute inputs to this network, the source of the scope

economies. The vertical structures of telephony and electricity are dis

played in Figure 5.1.

Given these parallels between telephony and electricity and the math

ematical equivalence of the concepts of economies of scope and those of

vertical integration, could it not be the case that vertical integration is also
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Figure 5.1 The vertical structures of telephony and electricity
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a necessary condition for subadditivity of the cost function—that is, an

argument for natural monopoly? According James Rosse, an economist

who testified on AT&T’s behalf in U.S. v. AT&T, it is: “The telecommu

nications network is a natural monopoly which can be ‘planned, con

structed, and managed most efficiently by an integrated enterprise that

owns the major piece arts of the facilities network and maintains research,

development, manufacturing and systems engineering capabilities’” (Evans,

1983, p. 3).

In fact, this statement echoed the general consensus of the industry

from its inception until 1974, when the Justice Department filed antitrust

image of Figure 5.1
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charges against AT&T, which subsequently led to the breakup of AT&T,

one of the world’s largest corporations.

The 1982 consent decree
Until the late 1950s, neither economists nor regulators questioned the

conventional wisdom concerning the telecommunication industry’s being

a natural monopoly. In this case, the conferring of natural monopoly status

was a result of “the cream skimming argument”; that the wasteful duplica

tion of facilities would allow a competitor to share the profitable parts of

the telephone business “without assuming the burden for the unprofitable

parts” (Theodore Vail, president of AT&T from 1907–1917, as quoted in

Evans, 1983). However, with the licensing of private microwave in 1959,

telephone service evolved into voice and data service in the 1960s (origi

nally voice messages were transmitted in analog form), and specialized car

ries were authorized by the FCC in 1969. One of the first to file an

application to enter was MCI, which resulted in the Justice Department’s

filing suit against AT&T for anticompetitive practices in 1974. Because

AT&T failed to prove (nor was it disproved) its natural monopoly status,

Judge Harold Green issued the 1982 consent decree, under which

AT&T “agreed” to divest itself from its local area exchange carriers (the

“Baby Bells”), a move that revolutionized the industry.

Among other things, the 1982 consent decree led to the creation of

seven regional Bell holding companies (and 22 Bell operating companies),

which were forbidden to offer long distance service outside their local

access and transport areas (LATAs). In addition, these operating companies

were not allowed to manufacture equipment nor could they offer content

based information services.

While AT&T was allowed to keep its Long Lines division, its Western

Electric equipment manufacturing division, and most of Bell Laboratories,

thus remaining a quasi-vertically integrated firm, it no longer controlled

that service for which economies of scope were likely. And although remain

ing quasi vertically integrated, it lost probably the most substantial compo

nent of its previously integrated self: its local operating companies, which

control access to and from AT&T’s subscribers.

It is no secret that opening up the long distance telephone market has

been a Pareto improving move: The subsequent entry of firms drove price

almost to cost while offering more options and quality of service. But why

did the local operating companies remain monopolies, including local

access, thus destroying any economies of vertical integration between local
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and long distance service? As prices for long distance service plummeted,

those for local service have risen steadily, due, in part, to the access fees

imposed after the divestiture. In addition, prices have risen due to

1. The destruction of any scope economies that may have existed

between local and long distance service before the breakup.

2. The local operating companies formed after the divestiture were

either too small or too large, either producing too little or too much

output relative to the minimum efficient scale.

Technological Change
It is necessary to keep in mind that a technological change led to the

subsequent deregulation of this industry. From the development of micro

wave technology in the 1950s to the use of fiber optic cable today,

advancements such as these propelled telephony from P.O.T.S. (plain

old telephone service) to its current structure, now known as the telecom

munications industry. This industry now embodies nine distinct, but inter

related markets.

Interexchange carriers (IXCs), of whom AT&T was the dominant firm,

were among the first to employ fiber optic technology. The use of fiber

optic cable, with its very high capacity, was the low cost method of trans

port for high traffic, high density routes between network nodes. Once

the cable is installed, the marginal cost of adding circuits is very low. The

use of fiber optics gave other competitive access suppliers the ability to pro

vide transport between IXC nodes, to bypass the local exchange carrier and

supply end users with direct access to the IXCs, and to provide private lines

connecting end users to each other for voice and data networks. In addition,

fiber optic cable eliminated distance as a factor in the cost of providing

switched services. “Fiber optic technology enables the new entrant to

transport calls to a distant switch at very low marginal cost and thus to econ

omize on switching facilities and associated buildings. In particular, IXCs

may be able to enter local markets at low cost once they are authorized to

do so” (Vogelsang and Mitchell, 1997, p. 23). Furthermore, the develop

ment and widespread use of wireless technology and digital electronics

(especially high speed switching), “allows broadband networks of cable

and telephone carriers to integrate the transport of all types of services—

voice, data, and video—over common broadband fiber and coaxial cable

facilities” (Vogelsang and Mitchell, 1997, p. 27).

As a result of these technological advances, competition became feasi

ble in this industry and especially so in local telephony; at this time, it
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was predominantly due to the presence of cable television operators, long

distance telephone service providers, and wireless services that were

already in the telecommunications market.
The 1996 Telecommunications Deregulation Act—or the reintegration
of the industry?
As previously stated, telephony was vertically integrated until the 1982

consent decree, after which, at least in part, this vertical structure was

destroyed (as were the economies of scope that may have been inherent

therein). With the Telecommunications Deregulation Act of 1996, reinte

gration (with competition in each component) was allowed under certain

restrictions.

The premise of this act was to encourage entry into the various markets

contained within the “telecommunications” industry. More specifically, it

sought to encourage entry, and hence competition, into local markets,

which had been operating as monopolies ever since the inception of tele

phone service.

One of the objectives of this act was to obfuscate the lines of distinc

tion between markets, thus allowing all providers to compete with one

another in as many markets as possible. This necessitated the removal of

some of the regulatory barriers that remained in place after the 1984 dives

titure, especially those concerning local telephony. As was the case of long

distance telephony before the divestiture, the presence of bottlenecks

necessitated the use of regulatory barriers.
Select provisions from the Telecommunications Deregulation Act
Unless a local exchange carrier was one of the Baby Bells, entry into local

service was a free for all: cable television operators, cellular or personal

communications services (PCS) providers, and long distance service pro

viders flocked into the local markets. One of the provisions of this act

was that the regional Bell operating companies (or RBOCs) were not

allowed to offer long distance service until they proved that they opened

their local markets to competition. What was interesting was that GTE

(now Verizon), which operated in 28 states at the time and was every bit

as large as some of the Bell operating companies, was not restricted in this

fashion, since it was never a part of AT&T. In fact, GTE already offered

long distance service in some of its territory, and its bid for MCI showed

it to be an aggressive player in this newly competitive environment.
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Aside: First-mover disadvantage
This particular provision is quite intriguing; in economics, it is often the

case that there are gains to being the first entity to supply a particular prod

uct to a market (an incumbent, if you will). That is, there exists a first-mover

advantage in the provision of a good or service. In this case, one might pre

sume that the Baby Bells, being the local supplier serving most of the mar

kets in the United States at this time, would enjoy such an advantage.

However, just like its former parent company AT&T, this was not the

case. The reality was that there was, in fact, a first-mover disadvantage, similar

to the one conferred on AT&T upon its divestiture, in that it was not

allowed to enter the local exchange markets but other long distance

providers were.

A second provision was that the Bells were required to sell local ser

vices to their competitors on a wholesale basis. Likewise, all telecommuni

cations carriers were obligated to interconnect with the facilities and

equipment of other carriers at nondiscriminatory rates. This too created

a first mover disadvantage to the incumbents, since new entrants into these

already established markets did not have to go through the regulatory fil

ings and proceedings, which are both costly and time consuming, that the

incumbents had gone through when first establishing service and building

infrastructure.5 Given all of this, some interesting questions have emerged,

which are also relevant for electricity deregulation. For example,

1. Are we (society, consumers, and producers) really better off?

2. More specifically, have the savings from deregulating the industry jus

tified the lost gains that could have been reaped due to economies of

scope and vertical integration?

3. Furthermore, was the 1996 Telecommunications Deregulation Act an

attempt to finish what the 1982 decree began? Or was it an attempt to

mitigate (or even reverse) some of the problematic aspects thereof?

And, if so, why did it take so long to implement and what might this

imply for the deregulation of electricity?

The answers to these questions are extremely relevant for the deregu

lation of the electric industry, which is explored next, where additional

parallels between the two industries are delineated. In addition, some

questions to be answered include the following: Which aspects, if any,
5 The passage of PURPA (1978) also conferred a similar disadvantage to the incumbent electric

utilities operating in the industry at the time in that Qualifying Facilities were not subject to the same

rate and accounting regulations by the FERC as the incumbent utilities.
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can be made competitive? Which should remain natural monopolies? And,

does allowing competition in any one of the components necessarily

destroy the economies of vertical integration found therein? Finally, what,

if anything, can be learned from the deregulation of telephony for that of

electricity? To answer some of these, we now turn to a discussion of the

issues surrounding the deregulation of the electric industry.

The market for electricity
This same thinking is now being applied to the deregulation of electricity.

However, unlike telephony, where there seems to have been no testing for

economies of vertical integration, those in electricity have been well estab

lished. The fact that a majority of the electric utilities in the United States

are vertically integrated attests to this.

Until recently, no one questioned that the production of electricity was

in fact a natural monopoly, since, like telephony, what is required here is a

network: a complex, interactive, interdependent connection of wires (by

which end use customers are connected to their local distribution com

pany, which is connected to the transmission grid). This network

represents an irreversible investment, which is characterized by both

economies of scale and those of network planning, and as such yields a nat

ural monopoly.

Because this network leads to externalities (one of which is the pres

ence or creation of bottlenecks), vertical integration is the most efficient

organization of the industry, especially for larger firms. But, due to the

vertical nature of electricity production, questions have arisen concerning

whether any aspect of the production process may not be a natural

monopoly. And, if this is the case, the question then becomes: Would

the market be better served by allowing competition into that component

and would the gains from competition exceed the lost vertical economies

that would result? This is the critical element that needs to be explored.

And this is one parallel that can be drawn, and hence lessons can be learned, from

the deregulation of telecommunications.

Vertical stage 1. Generation
In the generation component, the answer to this question has likely been

answered. In their seminal paper, “Economies of Scale in Electric Power

Generation” (1976), Christensen and Greene found that, by 1970, most

firms were generating electricity at (and some even beyond) that point at

which economies of scale had been exhausted; that is, at or even beyond
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the minimum efficient scale, thus rendering competition in generation not

only feasible but also more efficient. Huettner and Landon (1977) have

confirmed these findings; they find that scale economies are exhausted at

an even lower level of output. (See Chapter 2 for more details on studies

of this nature.)

Economies of scope (horizontal production) applied to electricity
As an extension to their testing for vertical economies, both Kaserman and

Mayo (1991) and Gilsdorf (1994, 1995) employ a multiproduct cost func

tion to determine whether vertical integration and economies of scale

together constitute a natural monopoly. In fact, the former tests for multi

stage economies between generation and transmission/distribution. As

previously stated, they too reject the separability of inputs and outputs. It

is important to note that separability is not the same thing as economies

of vertical integration, whereby output output interactions matter.

The use of a multiproduct cost function implies that economies of

scope and cost complementarity are relevant here. With this said, econo

mies of scope can arise for either of two reasons:

1. The cost function may have some indivisible input used in the produc

tion of both goods. For example, let F represent the cost of the indi

visible input, and G and D are outputs in the production process

(where G and D are, respectively, generated and distributed electric

ity). Then the cost of production is given by

C ¼ F þG þD ð5:12Þ
which is characterized by economies of scope, since separate produc
tion of any G, D > 0 would entail duplication of F.

The cost function may exhibit cost complementarity, which means that

there exists a cost interaction between the two outputs in the produc

tion process. As an example, let the cost function be given by
C ¼ G þD G �D ð5:13Þ
Since G � D equals 0 for separate production of either G or D > 0,
the negative sign implies that joint production is cheaper by the

amount of the interaction term.
Hence, in the distribution of electricity, scope economies occur via the

transmission/distribution grid (and the access to it), an indivisible input.

You may recall that this creates a bottleneck, which is an argument for

vertical integration. Economies of vertical integration are a straightforward

extension of this.



171Case Study: Breaking up Bells
Again, let C(G, D) be the cost of production for a vertically integrated

firm. If this is less than the sum of the cost of separate production by a pure

generator and the cost of a pure distributor, or,

C G,Dð Þ < C G, 0ð Þ þ C 0,Dð Þ ð5:14Þ
then it is said that there exist economies of vertical integration.
This is equivalent to equation (5.10), which, as shown, is mathematically

equivalent to equation (5.11). As such, this establishes that economies of

vertical integration are a necessary condition for natural monopoly. [QED]

As stated earlier (in Chapter 2), a sufficient condition is also required.

For this, a slight modification of the definition of cost complementarity

will suffice. As defined in Chapter 2, equation (2.30), cost complementar

ity exists when

@2C Yð Þ=@Yi@Yj < 0, for i 6¼ j ð5:15Þ
However, in this case, the outputs Yi and Yj represent the different stages
of production.

If equation (5.15) is satisfied, then the cost function exhibits cost com

plementarity, which is a sufficient condition for subadditivity in a multi

product cost function. Again from Chapter 2, a market is said to be a

natural monopoly if, over the entire relevant range of outputs, the firm’s

cost function is subadditive.

Figure 5.2 displays the source of economies of scope within the vertical

structures of telephony and of electricity. For the former, it is in the “gen

eration” of the voice, fax, or data that is an input into the subsequent stages

that were displayed in Figure 5.1. In the case of the latter, economies of
Telephony

Outputs at “generation” stage:

Local and long-distance telephony

Electricity

Outputs at distribution stage:
 

Service to various classes of end user

Figure 5.2 The horizontal structures of telephony (vertical stage 1) and electricity
(vertical stage 3)

image of Figure 5.2
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scope occur in stage three, the distribution of electricity to various types of

end users, or customer classes, which are distinguished by voltage level,

among other aspects (this is discussed in Chapter 2.)

Other parallels between telephony and electricity—and the
reasons both were thought to be subject to gains from
deregulation
Technological change as a parallel
The motivation behind the 1982 consent decree was not only the devel

opment of microwave technology but also AT&T’s repeated attempts to

prevent MCI from entering the market for long distance telephone ser

vice. Its subsequent divestiture was solely the result of its antitrust behav

ior, as ruled by the U.S. Department of Justice.

While there was no such injunction of this magnitude against any elec

tric utility (a single entity never supplied the entire U.S. market), electric

utilities have also been the subject of much regulatory scrutiny. And this is

the foundation of this next parallel: the amount of regulation to which each

industry has been subjected. And the question then arises: Has technological

change spurred deregulation or has deregulation spawned technological

innovation? I think this is a very relevant, not to mention timely, question.

It introduces yet another parallel concerning the vast technological innova

tions that have occurred in each industry over the past 20 years.

Parallels between individual components
Interestingly, the telephony industry remained quasi vertically integrated:

AT&T was allowed to keep the Bell Labs and Western Electric (both

inputs to production) and its Long Lines division (transmission) but lost

its local distribution companies (which can be thought of as an input to

long distance service, since it provides access to the transmission network).

This, too, is what is being proposed for the deregulation of electric utili

ties: that the input (the generation of electricity) be separated from the

transmission network.

Important parallels between the two industries can certainly be drawn

concerning the transmission and distribution functions: Like telephony, the

transmission grid and the distribution functions of electricity are “wires”

businesses, whereby economies arise due to installation (construction and

right of way requirements), capacity, and operation (network economies).

In these cases, natural monopoly status is generally not disputed. None

theless, a crucial element must be kept in mind: The opening up of the
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transmission grid and the mandated selling of transmission capacity at cost to

any generator with power to sell (assuming the capacity was available) was

akin to subsidizing the non investor owned local exchange carriers. In

essence, FERC 888, which mandated open access of the transmission grid

created a second-mover advantage of its own: Not only were these generators

(often exempt wholesale generators and merchant plants, which were not

subject to the same regulations as the incumbents that had franchised service

territories) not required to built transmission assets, but also they were not

subject to the regulatory filings and related expenses that were borne

by the incumbents on first establishing the infrastructure required to supply

electric service. In the short run, this was likely to encourage excess entry

into the market for generation (which happened, by the way). And in the

intermediate run, this likely would result in what happened in telephony:

mergers between the larger local exchange carriers, yielding fewer operators,

which resulted in a system not palatable for competition.

Ownership parallels—non-investor-owned entities or rural versus
urban service territories
As is the case in many utilities, local exchange carriers are either publicly or

privately owned. And, as is the case in electricity, the many small rural pro

viders supply only about 10% of the total demand for telephony (at this

time). And, as in the case of rural electric utilities, the rural telephone coop

eratives have access to lower cost financing via the Rural Utilities Service

(RUS) and are exempt from certain taxes and regulation. But unlike the case

of electricity, urban providers of local telephone service (under the Universal

Service Code) subsidize those in rural areas. However, as previously stated,

FERC 888 was likely to yield a subsidy of its own: open access to the trans

mission grid at cost. And this is a double edged sword: The incumbent own

ers of the grid were given no incentive to invest in upgrading or expanding

the capacity of the transmission grid. Given the physical properties of elec

tricity, and unlike telephony, wireless or microwave technologies would

not provide alternatives to the transmission/distribution grid.
5.6 LESSONS TO BE LEARNED

Lesson 1. A caution to regulators regarding encouraging entry
The one success, if you will, of the 1982 divestiture was the entry of com

petition into, and the subsequent lowering of rates in, the long distance

telephone market. While some consumers gained (as did the entrants into
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the market), others lost, which is not a pareto efficient outcome. Local

rates rose, since the local exchange carriers had control over the access

to the long distance telephone network. This was especially true in the

case of rural communities, the telephone companies which had to lease

hardware from the still monopoly local exchange carriers (most of whom

were former Bells). In addition, a larger percentage of the calls by those

residing in rural areas were long distance and subject to intra LATA tolls

charges, which were often higher than long distance rates, since this mar

ket was not deregulated as part of the 1982 consent decree.

As previously discussed, conventional wisdom often holds that there

exists a first mover advantage in the provision of a good or service. How

ever, in the case of AT&T, this was destroyed on the issuance of the con

sent decree. Almarin Phillips is correct when he states that: “The only

reason the OCCs (MCI, Sprint, et al) have been profitable in recent years

may be because they have not paid access fees at anything near the rates

paid by AT&T” (as stated in Crew, 1985).

What message is being sent here? The message is that not only is there

a second mover advantage, but also there is, in fact, a first-mover disadvan-

tage that resulted from the deregulation of the telecommunications indus

try, some of which likely will occur in the electric industry. This begs the

question: Has the federal government not learned anything at all from the

1982 divestiture?

Unfortunately the answer to the above is, “Obviously not.” Even with

the passage of the 1996 Telecommunications Deregulation Act, the goal of

which was, among other things, to level the playing field so that true com

petition could result, the Baby Bells endured another sort of first mover

disadvantage: Before they could offer long distance service, they had to

prove that they opened their local markets to competition. Neither GTE

nor its other non Bell counterparts had to abide by this restriction, even

though GTE was as large as some of the Baby Bells (at the time, GTE

offered local telephone service in 28 states and long distance in several).

In fact, GTE’s 1997 bid for MCI signaled that it was anxious to be a major

player in the global marketplace.

A lesson for electricity deregulation
The 1996 deregulation of electric utilities resulted in a similar first mover

disadvantage. FERC 888 mandated the opening up of the transmission

grid (owned predominantly by investor owned utilities) and the selling

of transmission capacity at cost to whomever had power to sell (assuming
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the capacity is there). The fact that the generation of electricity had been

deemed competitive spurred entry by nonregulated suppliers, which

enjoyed a second mover advantage in that the cost of entry was nowhere

near what it cost the incumbents to establish service when no infrastruc

ture was in place.

Given all of this, there was no incentive to transmission owners to

invest in upgrading their transmission capacities, which was necessary

before true competition could even begin to take place. As a case in point,

California was the first state to adopt and implement the deregulation of its

markets for electricity. During the summer of 1996, a series of blackouts

occurred, initiated by thermal overload and sagging transmission lines in

the western United States. These incited additional widespread blackouts

all along the West Coast. According to a series of in depth articles on

the subject, “The Principle cause of both the original outages and the

ensuing blackouts was the heavy power flows that are a result of competi

tive pressures already at work in the industry” (Electrical World, October

1996, p. 26).

Lesson 2. Incentives matter
An examination of what has ensued since the 1996 act is telling for the

deregulation of electricity. Witness the actions of the RBOCs (who were

the predominant owners of the “transmission grid” in telephony): mergers.

During 1997, mergers between Nynex and Bell Atlantic, and SBC

Communications and Pacific Telesis (who then approached AT&T about

merging) occurred, which resulted in fewer owners of the transmission

grid, which does not bode well for competition. In this case, regulators

ignored the incentives of these firms. As profit maximizing entities, grid

owners did exactly as one would expect them to do: They formed alliances

with those with whom they shared complementarities (both cost and

demand). An excellent example of this is the 2002 merger between

American Electric Power (AEP) and Central Southwest (CSW). The

merger between the two yielded the largest utility in the United States

serving 4.7 million customers in 11 states.

Other lessons: From the 1982 consent decree
1. AT&T was presumed guilty until proven innocent: Although it was

not disproved, AT&T failed to prove that telephony was a natural

monopoly and was hence broken up. This was a far too drastic step

to take when the evidence was so inconclusive, not to mention
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based on erroneous results. That the 1996 Telecommunications

Deregulation Act was so well received and legislation thereof so easily

passed was a clear indication of an attempt to reverse or mitigate some

of the damage done by the divestiture: Not only were the local

exchange carriers allowed to offer long distance service, they were

also allowed to offer Internet, cable, and personal communications

services.

2. What was the thinking behind allowing the local operating exchanges

to remain monopolies? At the time, no studies had been undertaken

in an attempt to verify that this market was a natural monopoly. In

fact, one of the first studies was that of Shin and Ying in 1992, a full

10 years after the divestiture was ordered.

Lessons on the physical structure (bottleneck)
At the heart of the electric utility deregulation debate is whether deregu

lation should entail the separation of the three functional components

therein: generation, transmission, and distribution. Despite several studies

that rejected the separability hypothesis and numerous studies supporting

the economies of vertical integration and network economies, regulators

seem to be convinced that such a separation, thus allowing entry into each

component, would be welfare enhancing. But, this is naı̈ve; one need only

to look at what happened in telephony as a result of such a separation.

From Almarin Phillips, who spoke of the inefficiencies of the disintegra

tion of telephony and, hence its inevitable reintegration, to Huber, Kel

logg, and Thorne, whose assertion concerning what a likely market

structure would be: “Each such competitor will provide transmission, both

of local and long distance service, processing, storage, and switching of

voice, data, and video to households, businesses, and mobile users. This

rapidly evolving industry structure has been called ‘the vertical reintegra

tion that divestiture attempted to dismantle’” (quoted in Baumol & Sidak,

1994, p. 15).

And what has happened thus far, via vertical and horizontal integration,

mergers, and entry confirms much of this by electric utilities. For example,

shortly after passage of deregulation legislation, Baltimore Gas & Electric

began offering its business customers fiber optic access to interexchange

carriers. In Oregon, Electric Lightwave gained authority to provide

switched interexchange service. And, in Little Rock, Arkansas, Entergy

filed applications to extend fiber optic service to provide local exchange

and video services.
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A lesson for electric utility deregulation
“Electric utilities have the very properties that give rise to gains from ver

tical integration. Special assets with high sunk costs characterize all three

stages. Scale economies at the downstream transmission/distribution stage

inevitably imply small numbers. Periodic and unpredictable transmission

bottlenecks further reduce the number of effective alternative competi

tors” (Landon, 1983; Joskow and Schmalensee, 1983, as quoted in Kwoka,

1996, p. 40)

Given the now regulatory approved reintegration of telephony, not to

mention the numerous studies that consistently reject the efficient separa

bility in the production of electricity, why is the vertical disintegration

even being discussed? The bottom line is that, like telephony, the presence

of a bottleneck precludes “ordinary” economic theory from yielding opti

mal outcomes, since this bottleneck precludes full fledged deregulation,

thus rendering the market a natural monopoly (at least in the short and

intermediate runs).

If technological advances are an argument for disintegration of the

electric utility industry, then it is likely the case that such a divestiture will

happen without being legislated. The 1982 divestiture may have spawned

some of the technological advances in (long distance) telephony, but it

certainly did not promote those that occurred in local telephony. The

advent of wireless technology resulted in a mitigation of some of the nat

ural monopoly (bottleneck) effects, since it allows bypassing the incumbent

local exchange carrier (it also yields scope economies between cellular tele

phone and personal communications services).

Unfortunately for electricity, wireless does not hold the same promise,

unless somebody comes up with a “wireless” method to transmit electric

ity or a device that can store it for long periods of time.
5.7 CONCLUSION

One lesson learned from the AT&T divestiture is that the telephone indus

try probably was at the time of the divestiture and still is today character

ized by economies of scope. If this were not the case, then why would

the telecommunications industry have been deregulated in 1996, thus

allowing, in essence, one firm to provide both long distance and local

telephony, cable television, and Internet service? Technological change

transformed telephony into the telecommunications industry, thus creating

a myriad of possibilities and services. At the time, my conjecture was that a
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likely scenario to emerge would be that of a vertically integrated market

structure in which multiproduct firms compete with one another to pro

vide several, if not all, of the aforementioned services. In addition, if these

firms enter one another’s markets, true competition could result, which

was the premise of the telecommunications deregulation bill passed in

1996. At the time, what was interesting about this was that the Federal

Communications Commission prevented the emergence of true competi

tion. By restraining the Bells (from entering long distance markets until

they opened their markets to competition), they precluded these markets

from becoming competitive. In essence, there was still too much regula

tion and propagation of second mover advantages (or first mover disad

vantages), which likely led to the stifling of innovation and new

products. Nonetheless, some valuable lessons are to be learned from this

industry. Another such lesson: Just because policy makers want something

to happen does not mean that it will—incentives matter. Profit maximizing

firms will act in a profit maximizing fashion. Witness what else has

occurred in telecommunications shortly after it was deregulated: In addi

tion to mergers between the local exchange carriers, there have been mer

gers within the long distance service market; for example, WorldCom’s

acquisition of MFS Communications (making it the fourth largest long

distance carrier) and the bids for MCI by British Telecom, WorldCom,

and GTE.

Like telephony, the production of electricity requires specific

resources, most of which tend to be sunk, thus yielding a natural monop

oly. The physical properties of these resources matter, since they create

bottlenecks, which are most efficiently remedied by vertical integration. It

has been shown empirically (with consistent results, please see Chapter

2 for literature review) that vertical integration is best. According to Kwoka

(1996, p. 21), “they [the integrated utilities] have lower overall unit costs,

with substantially smaller supply and T&D expenses offsetting modestly

large overhead expenses.”

This chapter provides an overview of what transpired in the telecom

munications industry in the latter part of the 20th century. In the next

chapter, we examine some of the cost models discussed here and apply

them to the electric industry.
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6.1 THE DETERMINATION OF AN APPROPRIATE OBJECTIVE
FUNCTION: A BRIEF OVERVIEW OF THE LITERATURE

While numerous studies attempt to measure economies of scale and scope,

vertical integration, and subadditivity in the electric utility industry, not all

are conducted in the same manner nor do they consider the same type of

firms. Some employ a production function, taking input quantities as

exogenous and output as endogenous. Others estimated the dual cost

function, where input prices and the level of output are exogenous.

Whether to estimate a cost function or a production function typically

depends on what type of data is available. Because much of the data in

the electric utility industry are disaggregated, firm level data, it is prefera

ble to employ a cost function in which input prices are regressors, rather

than a production function in which input quantities are the right hand

side variables. Also, as Nerlove aptly noted, since electricity rates (in the

United States) were set by regulators, they were exogenous so that cost,

rather than production functions, were appropriate (Berndt, 1991). As

such, the optimization problem is to choose inputs so that the cost of pro

duction is minimized given the input prices and the level of output, which

is also exogenous, since regulated utilities have an obligation to serve the

native load as part of their franchise agreement with the state regulatory

commission.

Some of the earlier studies employed relatively simple functional forms,

like the Cobb Douglas function (detailed in Chapter 4) and Constant Elas

ticity of Substitution (CES) (also detailed in Chapter 4), to model cost or

production technology. Unfortunately, these functional forms are rather

limited, in that they place a priori restrictions on the elasticities of substi

tution among the factors of production and the returns to scale inherent

within this industry. To get around such restrictions, the translog func

tional form was introduced circa 1961 (Heady and Dillon, 1961), which

added quadratic and cross product terms to a second degree polynomial

in logarithms and placed no a priori restrictions on substitution elasticities,

a major breakthrough for empirical analysis.
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Not until 1971 did W. Erwin Diewert employ Shephard’s duality the

ory to estimate a general Leontief cost function, a flexible cost function

associated with the Leontief form of production technology. Among the

first to implement this was a study of the U.S. manufacturing industry

from 1947 to 1971 by Berndt and Wood (1975), who were among the

first to model the interrelated demands in the energy industry.

Although most of the studies thus far have concentrated on privately

owned firms (i.e., investor owned), a few examined firms that are

publicly owned and attempted to quantify some of the differences between

public and private ownership. Among the first were studies by Moore

(1970) and Alchian and Demsetz (1972) whose property rights theory of

the firm has been cited as the primary motivation in the differences

between each ownership type. This theory was extended to electric utilities

by both Pelzman (1971) and De Alessi (1974), who observed, on average,

the price of power supplied by publicly owned utilities to be lower than

power from firms that are privately owned. They concluded that price con

cessions are the chosen method of conferring political benefits. Meyer

(1975) employed a cost function in which output enters as a cubic function

to examine scale economies in production, transmission, and distribution of

public versus private electric utilities. What is disconcerting about his study

is that fixed costs do not seem to play much of a role in either transmission

or distribution costs, even though both are capital intensive and remain the

naturally monopolistic aspects of the industry (the constant is not statisti

cally significant in either regression). This was reconciled by Neuberg

(1977), who pointed out that Meyer considered only distribution operating

costs—he did not include the costs that were associated with maintenance

and capital (nor did he include factor prices, so the model likely suffered

from omitted variable bias); as such, it is not surprising that he found no

fixed cost effects. In addition, his model is of a linear additive form, which

leads to the “a priori expectation of zero values for the constant term and

shift parameter” as Meyer himself concedes.

Among the first to employ a multiproduct cost model was Neuberg

(1977). In his study, there were four interdependent outputs: the number

of customers served, the number of megawatt hours sold, the size of distri

bution territory, and the miles of overhead distribution line. He found evi

dence of increasing returns in distribution and that investor owned firms

were no more cost efficient that municipally owned firms; in fact, he

found that the opposite occurred in most of the various regressions he

specified.
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The next wave of studies focused primarily on power generation; for

example, studies by Pescatrice and Trapani (1980), Fare, Grosskopf, and

Logan (1985), and Hayashi, Sevier, and Trapani (1987), each of which

found that publicly owned systems do indeed have lower costs. Berry

(1994) compared the costs of producing various three product output

bundles between cooperatives and investor owned firms and found that

investor owned firms do so more efficiently.

As previously stated, most studies focused on investor owned utilities.

In addition to the seminal paper by Christensen and Greene (1976), Mayo

(1984) specified a multiproduct cost function of a quadratic nature for

firms that produce both electricity and natural gas. He found that econo

mies of scope prevailed for smaller firms but not for larger firms. His model

is revisited later in this chapter. And, more recently, Kwoka (1996), exam

ined, among other things, the deregulation of the industry on both pri

vately and municipally owned firms. In a comprehensive study, he

estimated a fully simultaneous system of pricing, cost, and demand equa

tions to examine such issues as public versus private ownership, economies

of scale and of vertical integration, and monopoly versus competition in

the distribution of electricity. He found that: “Clearly, publicly owned

utilities have lower costs than comparable IOUs—5.5% lower overall.

Moreover, their lower costs appear to arise in the distribution function,

attesting to the ‘comparative advantage’ of public systems in end user

tasks.”

As comprehensive as Kwoka’s study is, it ignored a rather large faction

of the market for electric utility distribution systems: rural electric coop

eratives. In fact, very few industry studies even considered the rural electric

cooperatives, which is how Greer (2003, 2008) distinguished her work

from others. These studies will be the subject of the case studies provided

in Chapters 7 and 8, which employ a properly specified cost model to test

some of the cost concepts discussed in Chapter 2.

Rural electric cooperatives
Cooperative ownership is quite different from investor or public owner

ship. Some of these differences were discussed in the introductory chapter

(Chapter 1) to this book but more detail is provided in the case studies

presented in subsequent chapters. For now, suffice it to say that they have

not been the subject of much research but provide an interesting alterna

tive to studies performed on investor ownership. A brief review of the

literature is provided in Chapter 7.
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Data
The data employed to perform the exercises and examples in this manu

script come exclusively from the Rural Utility Service. The case studies

are unique in that they focus exclusively on rural electric cooperatives.

(However, they are also applicable to other types of firms in other indus

tries.) Given the presence of almost 900 rural electric distribution coopera

tives and 66 generation and transmission cooperatives across the United

States, such studies are warranted. Cooperatives are interesting entities

because, while they are privately owned and have some similarity to their

investor owned counterparts, they are not profit maximizing but rather

follow a strategy of welfare maximization, which was defined in the intro

ductory chapter.

Given the nature of the data, cost functions rather than production

functions are appropriate for estimating the cost models reviewed in

Chapter 4. For comparison purposes, several models have been specified

and the results used to calculate efficiency measures, which were detailed

in Chapter 2, “The Theory of Natural Monopoly.”

Cost function estimation in the electric utility industry
Economies of scale
As was detailed in Chapter 2, in the electric utility industry, numerous

studies employed single output cost models in the determination of the

efficient structure of the industry. However, they pertain mostly to the

generation of electricity only. Among those studies that estimate econo

mies of scale in generation are Nerlove (1963), who employed a Cobb

Douglas cost model (defined in Chapter 4) and found that, in 1955, all

but the very largest utilities experienced increasing returns to scale. In their

seminal paper, Christensen and Greene (1976), using both Nerlove’s 1955

data and 1970 data, found that, by 1970, most firms were generating elec

tricity at (and some even beyond) the point at which economies of scale

had been exhausted. They were among the first to employ the transloga

rithmic cost function, the properties of which are discussed in an upcom

ing section. In a later study, Huettner and Landon (1977), using an ad hoc,

semi log quadratic cost function, confirmed the Christensen and Greene

results, although they found that scale economies are exhausted at an even

lower level of output. Finally, Atkinson and Halvorsen (1984) employed a

shadow cost function (whereby firms base their decisions on shadow prices

that reflect the effects of regulation on the effective prices of inputs).

On reestimation of the Christensen and Greene model, they obtained a
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different result: They found that firms were not operating in the upward

sloping portion of the long run average cost curve.

While these studies focus on the generation component, a few studies

focus on either transmission or distribution alone, two of the three compo

nents, and all three components. Of those that focus on some combination

of the components, most do so to study the economies associated with

vertical integration, which is discussed later in this chapter. In virtually

all these studies, the consensus is that distributed electricity is not a

homogenous good. This is discussed further in the empirical chapter

(Chapter 4), but for now suffice it to say that different end users have dif

ferent elasticities of demand and some users are more costly to serve than

others.

Nerlove's Cobb-Douglas cost model
As previously stated, among the first to estimate a cost function for the

electric utility industry was Marc Nerlove, who in 1963 employed a

Cobb Douglas cost function to assess returns to scale in the generation

of electricity. The form of the equation he estimated is given by

ln C ¼ b0 þ by ln Y þ b1p
�
1 þ b2p

�
2 ð6:1Þ

where p�i denotes the transformed input prices. (See Chapter 4, equations
(4.26)–(4.40), for derivation.)

Using 1955 data, Nerlove found significant scale economies in the gen

eration of electricity for nearly all firms in the sample. Years later, Chris

tensen and Greene used a more flexible functional form to reestimate

Nerlove’s model, using both 1955 and 1970 data, and found that, by

1970, most of the scale economies had been exhausted. The models by

Nerlove and Christensen and Greene are the subject of examples and

exercises.

Example 6.1. Estimating a basic cost model
It was stated that, at the very least, a cost model is a function of output and

input prices. In other words,

C ¼ f ðY ,pÞ ð6:2Þ
The data set GT97 contains data on the 43 generation and transmission
(G&Ts) cooperatives that were RUS borrowers and provided electricity

in 1997. The summary statistics of the relevant variables are in Table 6.1.

(The reader should verify these.)



Table 6.1 Summary Statistics for 1997 RUS Borrowers—G&T Cooperatives
Variable Name Mean Std dev Minimum Maximum

Total cost (millions $) TC 214,145 216,549 5791 1,073,260

Y (electricity in MWh) GTY 4158 3823 24.00 15,250

Price of fuel ($/MWh) gt pf 20.26 36.12 0.00 222.32

Price of purchased

power ($/MWh)

gt pp 27.34 11.92 0.00 82.85

Average price of

power (weighted

average)

AvgPP gt 28.73 8.37 0.00 44.15

Price of capital (%) gt pk 6.26 2.63 0.00 19.12

Price of labor ($/hour) gt pl 19.49 7.36 0.00 38.46
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Employing the most basic model, estimate the parameters of the fol

lowing equation:

ln C ¼ b0 þ by ln Y þ b1 ln p1 þ b2 ln p2 þ b3 ln p3 ð6:3Þ
Next, use Nerlove’s specification to estimate the parameters of the log
linear Cobb Douglas specification given by

ln C� ¼ b0 þ by ln Y þ b1p
�
1 þ b2p

�
2 ð6:4Þ

(Hint: You must create the variables ln C�, ln p�1, and ln p�2, which are
derived in Chapter 4, “The Economics (and Econometrics) of Cost Mod

eling.”) Table 6.2 displays the results.

Using the results from the basic cost model given by equation (6.3), it

is straightforward to calculate r (returns to scale) and determine the degree

of scale economies for the coops in the data set. Recalling from Chapter 4,

by ¼ 1=r ð6:5Þ

Table 6.2 Basic Cost Model versus Nerlove Cost Model Specification
Parameter
(variable)

Basic cost
model
estimate

Basic cost
model
t-statistic

Nerlove
model
estimate

Nerlove
model
t-statistic

b0 11.3498 6.92 7.58348 8.88

by (ln Y) 0.9575 12.85 1.00729 11.96

b1 (ln pl) �0.1253 �0.4 0.53291 2.52

b2 (ln pk) �0.1619 �0.65 0.2236 0.96

b3 (ln pf) 0.06002 0.49

Adjusted

R2
0.918 0.94
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which implies that

r ¼ 1=by ¼ 1=0:9575

or
r ¼ 1:044:

Since r > 1, the results of the basic cost model indicate that the firms in the
sample were operating in the increasing returns to scale portion of the

average cost curve.

Further considerations
It was stated previously that a proper cost model is monotonic (increasing)

and homogeneous of degree 1 in input prices, which implies that, for a

given level of output, a doubling of all input prices results in a doubling

of total cost. What this means is that the estimated parameters of the input

price variables should be positive in sign and sum to unity. Reviewing the

results of the basic cost model, it is clear that neither condition holds; as

such, the basic cost model does not represent an appropriately specified

cost function.

At first blush, it may appear that the Cobb Douglas specification

employed by Nerlove does not conform either. However, you may recall

that the estimated model is derived from the underlying production func

tion and that the parameter estimates are actually functions of other para

meters and variables, which was detailed in Chapter 4 and reviewed here.

More specifically, we have

b1 ¼ a1=r ð6:6Þ
and
b2 ¼ a2=r ð6:7Þ
which imply that
a1 ¼ b1 � r ) a1 ¼ b1=by ð6:8Þ
and
a2 ¼ b2 � r ) a2 ¼ b2=by ð6:9Þ
From Berndt (1991), linear homogeneity implies that the constraint on
the underlying parameters is given by

ða1 þ a2 þ a3Þ=r ¼ 1 ð6:10Þ



186 Electricity Cost Modeling Calculations
so that

a3 ¼ ð1 b1 b2Þ=by ð6:11Þ
(Berndt, 1991). It is left as an exercise to check for linear homogeneity of
the underlying input price parameters (a1, a2, a3).

End of section exercises: Basic versus Nerlove cost models
1. Refer to Table 6.2.
Tabl

Varia

Con

(ln o

lnpl
lnpk

�Rees
a. What do you notice about the estimated parameters of the basic

cost model given in equation (6.3.); in other words, do they seem

reasonable? That is, do they accord to economic theory in terms

of sign and statistical significance? Why or why not?

b. What do you notice about the estimated parameters from

Nerlove’s log linear Cobb Douglas specification? Do they seem

reasonable?

c. What do the results from the Nerlove’s specification (log linear

Cobb Douglas form) indicate in terms of returns to scale?
2. Table 6.3 contains the results from Nerlove’s original model specifica

tion. His data set contained data on total costs, output (in kilowatt

hours), and the prices of labor (pl), capital (pk), and fuel (pf ) for 145

electric utility companies in 1955.
a. What do you notice about the results?

b. What do they imply about returns to scale?
6.2 FLEXIBLE FUNCTIONAL FORMS

In addition to the previously mentioned properties, a cost function should

be flexible enough so as not to restrict the substitution elasticities between

inputs. The Cobb Douglas form restricts these substitution elasticities to
e 6.3 Nerlove Original Data and Cost Model (Cobb-Douglas)

ble Parameter
Nerlove model
estimate�

Nerlove model:
t-statistic

stant b0 �4.6908 �5.301

f ) Y by (lnY) 0.72069 41.334

– lnpf (or ln(pl/pf)) b1 ( lnplpf) 0.59291 2.898

– lnpf (or ln(pk/pf)) b2 ( lnpkpf) �0.00738 �0.039

Adjusted R2 0.93

timated using Nerlove data.
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equal unity, and the Constant Elasticity of Substitution function imposes

that the elasticities of substitution not vary across observations. While the

Leontief form provides the flexibility required, its implication that the

marginal productivity of any factor is 0 is troubling. As a result, many

recent studies employ the translogarithmic functional form, which is flexi

ble enough to allow the substitution elasticities to vary across observations

and easily conforms to meet many (but not all) of the qualifications of a

proper cost function.

Translogarithmic cost function
The translogarithmic (translog) function is a second order Taylor’s series

approximation to any arbitrary cost function. Christensen and Greene

(1976) employed this cost specification when they reexamined Nerlove’s

cost model. In this case, they employed a single output, three input trans

log cost function, which is given by

ln C ¼ a0 þ ay ln yþ
X

i
bi ln pi

þ ð1⁄2Þayyðln yÞ2 þ ð1⁄2Þ
X

i

X
j
fij ln pi ln pj þ

X
i
oiy ln y ln pi

ð6:12Þ
where output (ln y) and input prices (ln pi) enter linearly, as quadratics, and
as cross products.

This is one of the specifications estimated later in this chapter as well as

being used in the examples and exercises at the end of the chapter.

Cost-share equations
Cost share equations allow for the assumption of cost minimizing beha

vior to be imposed on the model. In general, the equation for the ith

input price is given by (via Shephard’s lemma, which was defined in

Chapter 4)

si ¼ @ ln C=@ ln pi ð6:13Þ
That is,
si ¼ bi þ bii ln pi þ oi ln Y þ ð1⁄2Þ
X

j
bij ln pj, for i 6¼ j ð6:14Þ

Therefore, for the three inputs employed here—labor (l), capital (k),
and purchased power (p)—the respective cost share equations are given by

sP ¼ bp þ bpp ln pp þ oP ln Y þ ð1⁄2Þ
X

j
bpj ln pj ð6:15Þ
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where j ¼ k, l.

sl ¼ bl þ bll ln pl þ ol ln Y þ ð1⁄2Þ
X

j
blj ln pj ð6:16Þ

where j ¼ p, k.
sk ¼ bk þ bkk ln pk þ ok ln Y þ ð1⁄2Þ
X

j
bkj ln pj ð6:17Þ

where j ¼ l, p.
Again, linear homogeneity in input prices and symmetry are imposed

by the following restrictions:X
i
bi ¼ 1, and

X
i
bij ¼

X
j
bji ¼

X
i
oiy ¼ 0 ð6:18Þ

So that the final form to be estimated is given by
ln C ¼ a0 þ aY ln Y þ
X

i
bi ln pi þ 1⁄2

� ðaYY ln Y 2 þ
X

i

X
j
bij ln pi ln pjÞ þ

X
i
oiy ln Y ln pi ð6:19Þ

Once these restrictions are imposed, the system of equations can be esti
mated simultaneously by Zellner’s method, which is discussed in Chapter 4.
Example 6.2. Translogarithmic cost model
The data employed in this example include detailed information on the

711 distribution cooperatives that were RUS borrowers in 1997. How

ever, only 708 were actually used in the estimation procedures due to data

irregularities or missing observations. In this example, equation 6.19 was

estimated. The variables are defined as:

ln C ðthe natural log of Total costÞ ¼ the natural log of ðthe Cost of

purchased power þ Distribution expense O&Mþ Customer accounts,

service, and information expensesþ A&G expenseþ Sales expense þ
D&A expenseþ Tax expenseþ Interest on long term debtÞ:

The independent variables (also known as regressors or explanatory variables)
include the natural log of factor prices (capital, labor, and purchased power)

and the natural log of output (electricity distributed in megawatt hours).

Note: In exercises at the end of the chapter you will add certain cost

shift variables, such as the (natural log of) miles of transmission lines and

customer density, which is defined as the number of customers per mile

of distribution line.
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The first set of regressors corresponds to the prices of the inputs

required in the distribution of electricity: capital, labor, and purchased

power, which are defined as:

Pk¼ the price of capital ðInterest on Long� term debt=Total long� term debtÞ
Pl ¼ the price of labor ðTotal payroll expense=Total number of hours workedÞ
PP ¼ the price of purchased power ðCost of power=Total MWh purchasedÞ
Dividing through by the price of capital and imposing symmetry yields the
cost share equations to be estimated, which are given by

Sp ¼ bp þ bpp ln ðPp=PkÞ þ opy ln Y þ
X

j
bpl ln ðPl=PkÞ ð6:20Þ

and
sl ¼ bL þ bll ln ðPl=PkÞ þ oly ln Y þ
X

j
blp ln ðPp=PkÞ ð6:21Þ

Thus, a three equation system characterizes this model: The transloga
rithmic cost function and the two cost share equations are estimated

simultaneously by Zellner’s method (see Chapter 4). Estimation results

are displayed in Table 6.4.
Table 6.4 Single-Output Translog Cost Model, 1997 Data
Variable Coefficient Estimated coefficient t-statistic

Constant a0 2.6192 10.71

Output (Y) (total) ay 0.6653 10.23

Y 2 aYY 0.0175 2.04

Input prices

Capital bL 0.1641 1.69

Labor bK 0.2243 26.30

Purchased power bP 0.6117 6.25

Squares and cross products

Capital squared bLL �0.1443 �7.38

Labor squared bKK 0.0324 10.24

Purchased power squared bPP �0.0980 �4.95

Labor � Capital bLK 0.0070 1.79

Labor � Purchased power bLP �0.0394 �12.78

Capital � Purchased power bKP 0.1373 7.01

Y � PL oly �0.0171 �21.40

Y � PK oky �0.0462 �2.54

Y � PP opy 0.0632 3.48

Adjusted R2 0.9631
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A priori expectations
Before reviewing the results, it is necessary to discuss the a priori expecta

tions concerning the signs of the coefficient estimates, which should

accord to economic theory. Recalling from Chapter 4, a cost model must

conform to certain characteristics: First, the total effect of a change in out

put (Y) should cause an increase in the total cost of distributing electricity

(i.e., monotonicity in output). Next, it should be nondecreasing in input

prices (i.e., share equations should be positive and sum to unity), since

an increase in the price of an input should always increase total cost (but

at a decreasing rate, which satisfies the concavity in input prices provi

sion). This implies that

1. Own prices must be nonpositive.

2. Cross price effects are symmetric.

Estimation results are contained in Table 6.4.

Discussion of estimation results: Single-output translog
cost equation
The estimation results of the single output translog cost model are, for the

most part, as expected in terms of the sign and magnitude of the coeffi

cients. The adjusted R2 of 0.96 indicates that the model is doing a very

good job in explaining the variation in the total cost of distributing elec

tricity. More specifically, the output coefficients are statistically significant

and positive in sign.

Because of the inclusion of cross product terms in this model, these

too must be included in evaluating the total effect of a change in output

on cost by evaluating the partial derivative of cost with respect to output

(i.e., the degree of scale economies, SCE). That is,

SCE ¼ CðYÞ=Y � C0ðYÞðor AC=MCÞ ð6:22Þ
On doing this and evaluating the derivative at the variables’ sample means,
the effect is indeed positive, greater than unity, and is equal to

S ¼ 1:15

(In an exercise, you will verify this.)
These results indicate that there were increasing returns to scale in the

distribution of electricity for the firms in the 1997 sample. In other words,

the average cooperative operated in the downward sloping portion of the

average cost curve in 1997, implying that marginal cost was less than aver

age cost.
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Next, we turn to the evaluation of the input price coefficients. The

input price coefficients indicate that linear homogeneity has been pre

served (since share equations sum to unity).

Note: Because each of the input price coefficients enters both linearly

and multiplicatively with the other variables in the model, an evaluation of

the partial derivatives is required to obtain the appropriate interpretations.

Appealing to the share equations (6.15)–(6.17), and evaluating each of the

partial derivatives at the variables’ sample means, all three are positive in

sign (as expected) with that of the price of purchased power the largest

in magnitude, which is not surprising given that the firms in the data set

are distribution cooperatives. To wit,

sP ¼ bp þ bpp ln pp þ oP ln Y þ ð1⁄2ÞPjbpj ln pj ¼ 0:69

sl ¼ bl þ bll ln pl þ ol ln Y þ ð1⁄2ÞPjblj ln pj ¼ 0:09

sk ¼ bk þ bkk ln pk þ ok ln Y þ ð1⁄2ÞPjbkj ln pj ¼ 0:22

Note that share equations sum to unity as required.
Substitution elasticities among inputs: The Hicks-Allen partial
elasticities of substitution
As was previously discussed in Chapter 4, one of the properties of flexible

functional forms is that it places no a priori restrictions on the substitution

elasticities. Appealing to the Allen partial elasticities of substitution

between inputs i and j for the translog cost model, they are equal to

sij ¼ ðbij þ sisjÞ=sisj, for i, j ¼ 1, . . . , n but i 6¼ j ð6:23Þ
and
sii ¼ bii þ s2i si
� �

=s2i , for i ¼ 1, . . ., n ð6:24Þ
The results from the estimation of equations (6.23)–(6.24) are displayed
in the first column of Table 6.5. As can be seen, sij, which represent sub

stitution among the different inputs, are all positive in sign, indicating that

these are substitutes while sii are complements.

Price elasticities
Next we turn to the price elasticities, which are equal to

eij ¼ Sjsij ð6:25Þ
As such, this is equivalent to
eij ¼ ðbij þ sisjÞ=si, for i, j ¼ 1, . . ., n but i 6¼ j ð6:26Þ



Table 6.5 Elasticities of Substitution and Price for Single-Output Translog Model
Inputs Parameter Substitution elasticities Parameter Price elasticities

Pp, Pp spp �0.66 epp �0.45

Pk, Pk skk �6.52 ekk �1.44

Pl, Pl sll �6.12 ell �0.55

Pp, Pl spl 0.17 epl 0.03

Pp, Pk spk 0.91 epk 1.31

Pk, Pl skl 0.07 ekl 0.12

Pl, Pp slp 0.17 elp 0.25

Pk, Pp skp 0.91 ekp 0.42

Pl, Pk slk 0.07 elk 0.30
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and

eii ¼ bii þ s2i si
� �

=si, for i ¼ 1, . . ., n ð6:27Þ
The second partial derivatives of a proper cost function represent the
own and cross price effects of the inputs. More specifically, an increase

in the price of an input should decrease the quantity demanded of that

input. As displayed in the first three rows of Table 6.5, the own price elas

ticities of demand are negative while cross price elasticities (displayed in the

remaining rows of Table 6.5) are positive (and symmetric) when evaluated

at the variables’ sample means. Note that the concavity in input prices

criterion is satisfied since the own price elasticities are negative in sign.

Table 6.5 contains the results of equations (6.23)–(6.27) when evalu

ated at the sample means of the variables and the estimation results, which

are displayed in Table 6.3.

Homotheticity
It is also informative to look at the relationships between output and the

input prices, since the input price–output interaction terms allow for the

nonhomotheticity of the underlying production function. As described

in their 1976 paper, Christensen and Greene write, “A cost function cor

responds to a homothetic production function if and only if it can be writ

ten as a separable function in output and factor prices.”1

Homothetic functions are functions whose marginal technical rate of

substitution (slope of the isoquant) is homogeneous of degree 0. Due to
1 Homotheticity was rejected by Christensen and Greene (1976).
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this, along rays coming from the origin, the slopes of the isoquants are the

same. What this implies for the translogarithmic cost function is that

oiy ¼ 0, for all i ¼ 1, . . ., n ð6:28Þ
The coefficients on the input price–output interaction terms measure
how a change in an input’s price affects its usage and how the change in

its usage affects output, which then affects the total cost of distributing elec

tricity. For example, an increase in the wage rate most likely causes less labor

to be employed, thus causing a reduction in output, which in turn affects

the total cost of distributing electricity (negatively since the estimated coef

ficient, oly ¼ –0.017, is negative in sign). Likewise, for a positively signed

coefficient; for example, in opy, the output–purchased power coefficient,

the positive sign indicates that the change in output times purchased power

causes a change in total cost in the same direction. That is, in this case,

@ ln C=@ ln Y � Pp ¼ 0:063 > 0

Again, this may seem contrary to theory, but it is probably due to the
requirement that distribution entities procure enough power to serve their

native loads. Anyway, because many states have a mechanism in place (known

as fuel adjustment clauses), any changes in the cost of power are directly

passed on to ratepayers. In effect, this mechanism renders the elasticity of sup

ply extremely inelastic, which could support the positively signed coefficient

(or it could be another problem, for example, an incorrect functional form).
End of section exercises: Translogarithmic cost function
1. Using the data set “Translog97,”
a. Calculate the summary statistics for the variables in Table 6.3

(you need this to complete this exercise).

b. Estimate equation (6.19) along with the relevant cost share equa

tions in equations (6.20)–(6.21) (recall from the discussion in

Chapter 4 on Zellner’s ITSUR method, you must divide n – 1

of the share equations by the remaining input price variable).

c. Using the results that you obtained in part b, verify that the cost

model accords to theory; that is, evaluate the following at the

variables’ sample means:
i. Equation (6.22) (monotonicity in output, marginal cost

should be nonnegative).

ii. Equations (6.15)–(6.17) (share equations, should be nonnega

tive and sum to unity).
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iii. Equation (6.25) (concave in input prices, should be nonpositive).

iv. Equations (6.23) and (6.24) (elasticities of substitution and

prices).

v. Verify that the restrictions in equation (6.18) hold (you must

impose them prior to estimating the system of equations).
d. Verify that the average cooperative (in terms of the amount of

electricity distributed) operated in the increasing returns to scale

portion of the average cost curve (i.e., evaluate equation (6.21)).
2. Advanced. Using the same data set,
a. Estimate an equation that includes two cost shift variables: miles

of transmission lines (Otr) and customer density (Odm), which is

equal to the number of customers per mile of distribution line.

That is, estimate the following equation:
ln C ¼ a0 þ aY ln Y þ
X

i
bi ln pi þ 1⁄2

� ðaYY ln Y 2 þ
X

i

X
j
bij ln pi ln pj

þ
X

m

X
n
jmn lnOm lnOnÞ þ

X
i
oiy ln Y ln pi

þ
X

m
ym lnOm þ

X
m
dm ln Y lnOm

þ
X

m
rmi lnOm ln pi

ð6:190Þ

Along with the cost share equations, which are of the general
form
Si ¼ @ ln C=@ ln pi ¼ bi þ bii ln pi þ oi ln Y

þ
X

j
bij ln pj þ

X
m
rmi ln Om, for i 6¼ j

ð6:140Þ

More specifically, for the three inputs employed here, the respec
tive cost share equations are given by
SP ¼ bp þ bpp ln pp þ oP ln Y þ
X

j
bpj ln pj

þ
X

m
rmp ln Om

ð6:150Þ

where j ¼ K, L.
SL ¼ bL þ bLL ln pL þ oL ln Y þ
X

j
bLj ln pj

þ
X

m
rmL ln Om

ð6:160Þ
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re j ¼ P, K.
whe

SK ¼ bK þ bKK ln pk þ oK ln Y þ
X

j
bKj ln pj

þ
X

m
rmK ln Om

ð6:170Þ

where j ¼ L, P.
b. Do the signs of the estimated coefficients change as a result of the

inclusion of the cost shift variables?

c. Does the inclusion of the cost shift variables strengthen or

weaken the finding of increasing returns to scale?
3. Optional. Another measure is the returns to density. Using the defini

tion of Caves, Christensen, and Tretheway (1984) for the translog

functional form, returns to density are given by:

RTD ¼ 1=ð@ ln C=@ ln YÞ ð6:29Þ
where RTD > 1 indicates that there are increasing returns to density
in the distribution of electricity. Evaluating equation (6.29) at the

sample means of the data, do you find that returns to density are

increasing, constant, or decreasing?
Aside: Translogarithmic cost model details: Calculating average
and marginal cost
When calculating the marginal and average costs associated with a cost

model of the translogarithmic form, it is necessary to do the following.

Recall that

Marginal cost ðMCÞ ¼ @C=@Y ð6:30Þ
However, simply taking the derivative of equation (6.19), for example,
with respect to the (natural log of) output (ln Y ) we obtain

@ ln C=@ ln Y ð6:31Þ
which is equivalent to
@ ln C=@ ln Y ¼ aY þ aYY ln Y þ
X

i
oiy ln pi ð6:32Þ

Therefore, it is necessary to multiply equation (6.32) by C/Y (the average
cost, which is not simply equation (6.19) divided by output) to obtain

@C=@Y ¼ C=Y � @ ln C=@ ln Y ð6:33Þ
which is the marginal cost.
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Proof
By definition,

@ ln C ¼ @C=C ð6:34Þ
and
@ ln Y ¼ @Y=Y ð6:35Þ
so that
@ ln C=@ ln Y ¼ @C=C � Y=@Y ð6:36Þ
This is equivalent to
@ ln C=@ ln Y ¼ @C=@Y � Y=C ð6:37Þ
or
Marginal cost� ð1=Average costÞ ð6:38Þ
Thus multiplying (6.37) by C/Y (or average cost) yields the marginal cost,
or @C/@Y. QED
6.3 MULTIPRODUCT COST FUNCTIONS

Distributed electricity as a multiproduct cost industry is well established in

the literature, some of which was detailed in Chapter 2 and is expanded here.
Distributed electricity as a multiproduct industry
The motivation for multiproduct cost models is (at least) twofold:

1. First, multiproduct cost specifications have been recently employed in

the literature, particularly for distribution entities. Most studies disag

gregate distributed electricity into two categories or outputs: high

voltage and low voltage. Kwoka (1996) specifies a quadratic net cost

equation for two outputs, generation and distribution, the latter of

which is further disaggregated by voltage requirement. High voltage

customers are those that require little or no voltage reduction and thus

entail smaller line losses. Kwoka finds that increasing the percentage of

electricity distributed to high voltage customers tends to lower total

cost. A 1997 study for the National Rural Electric Cooperative Asso

ciation (NRECA) by Christensen Associates assumes equal demand

elasticities for residential and commercial customers and that both

consume relatively small quantities of generation as justification in
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aggregating them into the small, low voltage category. Berry (1994)

cites that, although industrial customers receive power via the distri

bution system, some receive power directly from the utility’s high

voltage transmission lines and transform the energy down to usable

levels with their own equipment. As a result, they are less costly to

serve than either residential or small commercial users. In addition,

industrial users tend to consume a greater percentage of power during

off peak hours (many operate around the clock), the cost of which is

substantially lower than electricity consumed during peak hours, since

the most expensive generating units come online to satisfy demand

during peak hours. In addition, industrial loads tend to provide more

stable loads. Residential and commercial customer loads tend to be

more volatile often requiring power during peak hours especially on

hot summer days, for example. The power sold to smaller users must

go through the distribution substation and each has its own service

drop, meter, and billing charges. Due to the low density that prevails

in many coop territories, the costs per unit are rather high. Karlson

(1986), who was quoted earlier, specified a four output translog cost

function (residential, commercial, industrial, and wholesale). He tested

for and confirmed that a multiple output specification was appropri

ate. Roberts (1986) found that firms that serve a large proportion of

residential and small commercial customers tend to have larger

demands for distribution capital, while those with large industrial

loads have large demands for transmission capital. Along a similar

vein, Hayashi et al. (1985) estimated a two product translog cost

function with low voltage and industrial outputs. They cite that mul

ticollinearity resulted from separate estimation of residential and

commercial users. Berry (1994) confirmed this finding;

2. The second reason for the multiple output specification is that public

utility commissions typically allocate costs in this fashion. Often, large

commercial and industrial users are assigned certain charges that nei

ther residential nor commercial users have to pay, such as demand

charges. All customer classes are assigned customer charges and energy

charges, both of which vary with the number of customers served.

Customer charges comprise the cost of primary and secondary lines,

transformers, services, and metering and are allocated by the percent

age of number of customers in each class. For example, if 70% of the

load is residential, then residential users equally share 70% of the total

customer cost, with each paying the same amount regardless of the
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cost he or she imposes on the system. Energy charges are based on

actual usage, measured in cents per kilowatt hour. Typically, residen

tial and small commercial users pay higher energy charges than indus

trial users, since they tend to consume power at peak times and have

more volatile loads, while industrial loads tend to be more stable.

The latter tend to use a fairly constant amount of power throughout

the course of the day and thus are less costly to serve. In addition,

industrial customers may choose to be on interruptible contracts, fur

ther decreasing the per kilowatt hour energy charge. Demand charges

are what is left over after the customer charges have been allocated,

having been determined by one of several methods, typically either

the minimum investment or the minimum intercept method.

Demand charges, which are a function of the capacity of the generat

ing plant, are then allocated predominantly to industrial users, since

the capacity of the plant must be built to serve its largest load. None

theless, this is one of the ways whereby industrial users subsidize the

other rate classes. Other variables are included to capture some of

the other factors that influence the cost of distributing electricity.

These are known as cost-shift variables, and may include miles of trans

mission and distribution lines, the number of customers served, and

the number of customers per mile of line, also known as density.

Multiproduct cost models
You may recall the discussion in Chapter 4 concerning model misspecifi

cation, which includes omitted variable bias and incorrect functional form;

more specifically, that in the case of distributed electricity it is more appro

priate to estimate a cost function that has (at least) two outputs: electricity

distributed to “small” users versus that distributed to “large” users. The

distinction here being the voltage level at which the end user receives

the electricity (below or above 1000 kVA). Given this, a discussion of such

multiproduct specifications ensues.

Multiproduct translogarithmic cost model
Let:

Y1 ¼ small users ðresidential and small commercial customersÞ
and
Y2 ¼ large users ðlarge commercial or industrial customersÞ
As such, a multiple output translog cost function of the form (including
input prices, pi, and cost shift variables, Om) is given by
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lnC¼ a0þ
X

i
ai lnYiþ 1⁄2�ðaij lnYiYjþ

X
i
bi ln pi

þ
X

i

X
j
bij ln pi ln pjþ

X
m

X
n
jmn lnOm lnOnÞ

þ
X

i

X
g
oiyg lnYg ln piþ

X
m
ym lnOm

þ
X

g

X
m
dm lnYg lnOm

þ
X

m
rmi lnOm ln pi, for g, i, j¼ 1, . . . ,n

ð6:40Þ

along with the cost share equations, which are of the general form
Si ¼ @ ln C=@ ln pi ¼ bi þ bii ln pi þ
X

i

X
j
oiyg ln Yg

þ
X

j
bij ln pj þ

X
m
rmi ln Om, for g, i, j ¼ 1, . . . , n

ð6:41Þ

Collectively, equations (6.40) and (6.41) yield a system of equations that
could be estimated jointly via Zellner’s method, which is described in

the appendix to Chapter 4.

More specifically, for the two output, three input cost model employed

here, the respective cost share equations are given by

SP ¼ bp þ bpp ln pp þ
X

g
oPg ln Yg þ

X
j
bpj ln pj þ

X
m
rmp ln Om

ð6:42Þ
where j ¼ L, K.
SL ¼ bL þ bLL ln pL þ
X

g
oLg ln Yg þ

X
j
bLj ln pj þ

X
m
rmL ln Om

ð6:43Þ
where j ¼ P, K.
SK ¼ bK þ bKK ln pk þ
X

g
oKg ln Yg þ

X
j
bKj ln pj þ

X
m
rmK ln Om

ð6:44Þ
where j ¼ P, L. (Recall, you must divide through by one of the input
prices or the system of equations is singular; as such, it has no inverse,

which means that the parameters of the models cannot be estimated.2)
2 Using matrix algebra, B is obtained by

B ðX0XÞ�1
X0Y

where X an N � N matrix of independent variables and Y (a vector of) the dependent variable.
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Example 6.3. Estimation results of two-output translog with cost shift
variables
Again using the data in Translog97, estimate the parameters of a multi

product translog cost function including the cost shift variables, miles of

transmission lines and customer density. Use Zellner’s method to jointly

estimate the cost equation along with two of the share equations.

Table 6.6 displays the estimation results of a two output translogarith

mic cost model including cost shift variables. As before, a check of the a

priori expectations of the output variables is required, namely, the two

newly added cost shift variables. In the case of the miles of transmission

lines, it is expected that the total effect should be positive in sign since

an increase in transmission lines should increase total cost. On the other

hand, an increase in customer density, which is defined as the number of

customers per mile of distribution line, should cause total cost to decrease.

Note: You must calculate the partial derivatives of each of these to assess

whether the coefficient estimates are of the appropriate sign.

Multiproduct cost concepts (revisited)
Ray average costs
You may recall from the Chapter 2 discussion on ray average cost, which

requires that Y1 and Y2 move in fixed proportions, that Y, the composite

product, is equal to

Y ¼ Y1 þ Y2 ð6:45Þ
Appealing to Baumol et al. (1982, p. 48) we can define the average cost of
the composite product to be

RAC ¼ CðYÞ=Y ð6:46Þ
Again, we use the degree of scale economies to assess whether the firms in
the sample that distributed electricity to both small and large users (n¼ 682)

were efficient distributors of electricity according to the translog cost model.

The degree of scale economies is given by equation (2.20) in Chapter 2.

The results presented in Table 6.6 are displayed as a histogram in

Figure 6.1.

Histogram of ray average costs for a two output translog cost model.

As is evident, the majority of the firms in the restricted sample data set

experienced scale economies greater than unity, indicating that they were

operating in the increasing returns to scale portion of the average cost

curve in 1997.



Table 6.6 Two-Output Translog Cost Model
Coefficient Variable Estimate t-stat

A. Estimation results (output-related variables)

a0 Constant 3.2402 12.77

a1 ln Y1 0.2681 3.07

a2 ln Y2 0.3549 10.51

a11 ln Y 2
1 0.1422 9.28

a22 ln Y 2
2 0.0748 20.31

a21 ln Y1Y2 �0.0912 �16.21

wpy1 ln PpY1 0.0487 1.82

wky1 ln PkY1 �0.0396 �1.48

wly1 ln PlY1 �0.0092 �7.45

wpy2 ln PpY2 0.0062 0.50

wky2 ln PkY2 �0.0005 �0.04

wly2 ln PlY2 �0.0057 �11.25

B. Estimation results (price-related variables)

bk ln Pk 0.3150 2.24

bl ln Pl 0.1882 21.16

bp ln Pp 0.4968 3.54

bpp ln PpPp �0.0404 �0.97

bkk ln PkPk �0.0836 �2.00

bll ln PlPl 0.0350 9.82

bpl ln PpPl �0.0391 �12.01

bpk ln PpPk 0.0795 1.91

bkl ln PlPk 0.0040 0.92

C. Estimation results (cost-shift variables)

Od lndens 0.1446 0.93

Ot lntr �0.0358 �0.70

oty1 lntrY1 �0.0038 �0.74

oty2 lntrY2 �0.0036 �1.77

Ott lntrsq 0.0101 1.60

Odd lndenssq 0.0442 1.05

ody1 lndensY1 �0.0249 �1.31

ody2 lndensY2 0.0094 1.13

Otpl lntrPl 0.0008 1.87

Otk lntrPk 0.0273 1.28

Otp lntrPp 0.0138 1.27

Odpl lndensPl 0.0019 1.04

Odk lndensPk �0.0754 �1.06

Odp lndensPp �0.0072 �0.17

Otd lntrdens �0.0163 �2.07
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Histogram: Ray Average Costs for Multiproduct
Translog Cost Model
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Figure 6.1 Histogram of ray average costs for multiproduct translog cost model, 1997.
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Product-specific economies of scale
In the previous section, it was noted that the concept of ray average cost

is relevant only for proportional changes in output. Now, we turn to a

measure that allows for the variation in an output while holding other

quantities of outputs constant. For this, it is necessary to define the con

cept of incremental cost, ICi (Y), of the output to be varied. That is,

ICiðYÞ ¼ CðYÞ CðYN iÞ ð6:47Þ
where YN i is a vector with a zero component in the place of Yi.
The average incremental cost, AICi (Y), follows from equation

(6.48):

AICiðYÞ ¼ ICiðYÞ=Yi ð6:48Þ
As before, it is informative to define the degree of scale economies
specific to product i. Also known as product-specific returns to scale, this is

defined as

SiðYÞ ¼ ICiðYÞ=Yi �Ci ð6:49Þ
or
SiðYÞ ¼ AICi=ð@C=@YiÞ ð6:50Þ

image of Figure 6.1


203Cost Models
Returns to scale of product i at Y are said to be increasing, decreasing, or

constant as Si (Y) is greater than, less than, or equal to unity. Using equation

(6.50) and the results displayed in Table 6.6, 94% of the firms in the sample

data set exhibited increasing returns to scale in the distribution of electricity

to small users and 70% experienced increasing returns to large users.

Economies of scope
Economies of scope (or economies of joint production) are said to exist if a

given quantity of each of two or more goods can be produced by one firm

at a lower cost than if each good were produced separately by two differ

ent firms or even two different production processes. That is, for a two

product case, weak economies of scope are given by

CðY1,Y2Þ � CðY1, 0Þ þ Cð0,Y2Þ ð6:51Þ
for all Y1, Y2 > 0. If not, then there are diseconomies of scope, and sepa
rate production of outputs is more efficient.

What is useful here is a measure of the degree of economies of scope that

would allow for, in the presence of economies of scope, the capturing of the

relative increase in cost that would result from separate production of the two

(or more) outputs. Therefore, the degree of economies of scope is given by

Sc ¼ ½CðY1, 0Þ þ Cð0,Y2Þ CðY1,Y2Þ�=CðY1,Y2Þ ð6:52Þ
It was stated earlier that this particular form is not well suited to modeling
cost for multiproduct markets. However, by restricting the sample to those

firms that distributed electricity to both types of user (Y1 and Y2), the esti

mation results were used to calculate the degree of scope economies.3

Evaluating each of these at the sample means of the variables, the results

indicate that separate production is less costly, since all but one firm in the

restricted sample exhibit positive economies of scope.

Quadratic cost functions
Another functional form employed in cost estimation for electric utilities is

the quadratic cost specification, which, like the translog functional form,

imposes no a priori restrictions on elasticities of substitution between

inputs. In general, the quadratic cost function is given by

C ¼ a0 þ ayY þ 1⁄2 ayyY 2 þ bkpk þ bLpL þ bPpP ð6:53Þ
3 Computation of equation (6.52) entails running three separate regressions: C f(Y1, P, O),

C f(Y2, P, O) and C f(Y1, Y2, P, O) with the last being equation (6.52).
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While this is the form often employed in the electric utility cost literature,

this equation is not homogeneous of degree 1 in input prices (you may

recall that linear homogeneity in input prices is necessary for a properly

defined cost function). Linear homogeneity implies that the total cost dou

bles when input prices double, which is not the case for this cost function.

One way to ensure that a function is linearly homogeneous is to

impose the restriction that X
bi ¼ 1 ð6:54Þ

However, this restriction alone is not sufficient for this model. A proof of
this is included in the appendix to this chapter.

Mayo (1984) imposes linear homogeneity by appending to the cost

function the product of the input prices times their estimated coefficients.

That is,

C ¼ ða0 þ
X

i
aiYi þ 1⁄2

X
i

X
j
aijYiYjÞ �Pbipie

e ð6:55Þ
In this form, all outputs enter the equation as both quadratic and interac
tion variables.

One concern may be that this model also imposes strict input output

separability, which means that the marginal rate of substitution between

any two inputs is independent of the quantities of outputs and the marginal

rate of transformation between any two outputs is independent of the

quantities of inputs. However, studies by both Karlson (1986) and Hen

derson (1985) reject the separability of inputs from outputs in the distribu

tion of electricity.

A properly specified quadratic cost function
Greer (2003) introduced a properly specified quadratic cost model in

which the input price parameters enter exponentially rather than multipli

catively. Not only does this allow for individual input price parameter esti

mates to be obtained, it also preserves the requisite properties to which a

proper cost function must conform. This equation is given by

C ¼ a0 þ
X
i

aiYi þ 1⁄2
X
i

X
j

aijYiYj

 !
p
bk
K p

bl
L p

bp
P ee ð6:56Þ

This cost function is concave, nondecreasing, and homogeneous of degree
1 in input prices as well as monotonic in output and, as such, preserves the

fundamental properties of a proper cost function. A proof of each is given

in the appendix to this chapter.
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Estimation of this particular cost function can be somewhat problem

atic due to the nonlinearity of the specification.4 One solution is to trans

form the model so that the parameters enter linearly and the stochastic

error term is additive. A logarithmic transformation, which will yield such

an error term, is made possible by the creation of a variable, Z, where

Z ¼ ða0 þ
X

i
aiYi þ 1⁄2

X
i

X
j
aijYiYjÞ ð6:57Þ

so that the equation becomes
ln C ¼ z ln Z þ bK ln pK þ bL ln pL þ bP ln pP þ e ð6:58Þ
or
ln C ¼ z ln ða0 þ
X

i
aiYi þ 1⁄2

X
i

X
j
aijYiYjÞ þ bK ln pK

þ bL ln pL þ bP ln pP þ e
ð6:59Þ

where z has been restricted to unity.5
Due to the inherent complexity of the nonlinear estimation procedure,

it would be informative to expound on the underlying econometric theory

and technique. For this purpose, I reference Greene (1993) for assistance in

this rather complex matter.

Aside: Nonlinear least squares estimation
For the reasons stated already, this model must be estimated using a non

linear estimation procedure, namely, nonlinear least squares. In this case,

the values of the parameters that minimize the sum of squared deviations

are maximum likelihood estimators (as well as the nonlinear least squares

estimators). Because the first order conditions yield a set of nonlinear

equations to which there will not be explicit solutions, an iterative proce

dure is required,6 such as the Gauss Newton method, which is the pre

ferred method.
4 This equation is nonlinear in parameters, which obviates the use of the ordinary least squares

estimation technique.
5 This is the true value of z; equation (6.56) can be written

C a0 þ
X
i

aiYi þ 1

2

X
i

X
j

aijYiYj

 !z
� p

bk
K p

bl
L p

bp
p ee

6 Iterative methods include Gauss-Newton, which is the preferred method. Other methods include

the Goldfeld, Quandt, and Trotter quadratic hill climbing (1966). Most other methods employ

algorithms and grid searches.
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Probably the greatest concern here is that the estimators produced by

this nonlinear least squares procedure are not necessarily the most efficient

(except in the case of normally distributed errors). An excerpt from

Greene (1993) illustrates this point nicely:
In the classical regression model, in order to obtain the requisite asymptotic
results, it is assumed that the sample moment matrix, (1/n) X0X, converges to
a positive definite matrix, Q. By analogy, the same condition is imposed on
the regressors in the linearized model when they are computed at the true
parameter values. That is, if:

plim1=nX0X ¼ Q, ð6:60Þ
a positive definite matrix, then the coefficient estimates are consistent estimators.
In addition, if:

ð1= n
p ÞX0« ! N½0,s2Q� ð6:61Þ

then the estimators are asymptotically normal as well. Under nonlinear estima-

tion, this is analogous to:

plimð1=nÞ X0 X ¼ plimð1=nÞSi½@hðxi , b0Þ=@b0�½@hðxi ,b0Þ=@b00� ¼ Q ð6:62Þ

where Q is a positive definite matrix. In addition, in this case the derivatives in X

play the role of the regressors.
The nonlinear least squares criterion function is given by:

SðbÞ ¼
X
i

½yi � h xi , bð Þ�2 ¼
X
i

e2i ð6:63Þ

where b, which will be the solution value, has been inserted. First-order condi-

tions for a minimum are

gðbÞ ¼ �2
X

i
½yi � hðxi ,bÞ�½@hðxi ,bÞ=@b� ¼ 0 ð6:64Þ

or
gðbÞ ¼ �2X0 e ð6:65Þ

This is a standard problem in nonlinear estimation, which can be solved by a

number of methods. One of the most often used is that of Gauss-Newton, which,
at its last iteration, the estimate of Q�1 will provide the correct estimate of the
asymptotic covariance matrix for the parameter estimates. A consistent estima-
tor of s2 can be computed using the residuals:

s2 ¼ ð1=nÞ
X

i
½yi � hðxi ,bÞ�2 ð6:66Þ

In addition, it has been shown that (Amemiya, 1985):
b ! N½b,s2=nQ 1� ð6:67Þ
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where:

Q ¼ plimðX0 X Þ 1 ð6:68Þ

The sample estimate of the asymptotic covariance matrix is:
Est: Asy: Var½b� ¼ s2 ðX0 X Þ 1 ð6:69Þ

From these, inference and hypothesis tests can proceed accordingly.
Reasons that the quadratic form is the “best” suited for modeling
industry structure
It has been stated that the quadratic is superior to the translog cost spe

cification in estimating cost functions in multiple output industries.

In addition to its allowing for the “unconstrained emergence of econo

mies of scope and subadditivity” (Kwoka, 1996), the Hessian matrix that

results from the translogarithmic cost specification varies over input and

output levels while the Hessian matrix for the quadratic form does not.7

In this sense, the restrictions on concavity for the quadratic cost function

are global—they do not change with respect to output and input prices.

However, the concavity restrictions on the translog are local—fixed at a

specific point, because they depend on prices and output levels. As such,

in the case of the latter, the various efficiency measures described pre

viously must be checked at every level of output and input price

combination.

Given its superiority, the quadratic functional form given in equation

(6.59) is the subject of the case studies presented in Chapters 7 and 8.

But, first, a basic single output model is explored as an example.

Example 6.4. Basic single output quadratic cost model
(equation (6.53))
Using the data contained in the data set Coops97, estimate the parameters

of equation (6.53).

Table 6.7 displays the estimated equation (6.53).

Estimation results
As expected, the estimated coefficients of the output variables indicate that

cost is increasing at a decreasing rate. (As an exercise you will calculate the
excerpt from ricardo.ifas.ufl.edu/aeb6184.production/Lecturepercent2020-2005.ppt (Lecture on

badditivity).

http://ricardo.ifas.ufl.edu/aeb6184.production/Lecturepercent2020-2005.ppt


Table 6.7 Basic Quadratic Cost Model Results
Variable Coefficient Estimate t-statistic

Constant a0 �17.081 �7.07

Y ay 0.073 55.95

Y2 ayy �0.0001 �17.72

Capital price bk �0.092 �0.28

Purchased power bp 0.332 11.49

Labor price bl 0.344 3.67

Adjusted R2 0.917
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degree of scale economies.) Despite a rather high adjusted R2 (0.917), note

that the results are not as expected; for example, the coefficient on the cap

ital price variable is negative (but not statistically different from 0), which

violates the nondecreasing in input price criteria for a proper cost model.

In addition, it is clearly the case that this cost specification is not homoge

neous of degree 1 in prices, since the coefficients of the input price vari

ables do not sum to unity as required. Furthermore, one could take issue

with the negatively signed constant since its t statistic indicates that it is a

significant explanatory variable in modeling the cost of distributing elec

tricity. However, it is likely the case that these unexpected results emanate

from some other problem, such as an incorrect functional form or omitted

variable bias, both of which were discussed in Chapter 4. (As an exercise

you will impose linear homogeneity.)
Example 6.5. Examining Mayo's specification
Next, let’s examine Mayo’s specification, which is the single output

version of equation (6.55). Note: To obtain convergence and unbiased

estimates from Mayo’s cost model it may be necessary to do the following:

1. Give starting values for the parameter estimates.

2. Impose linear homogeneity on the input price parameters.

3. Use the generalized method of moments (or similar) estimation pro

cedure to estimate this equation.8
8 The Generalized Method of Moments (GMM) estimation procedure is often used in the presence of

heteroscedasticity to yield consistent parameter estimates. In the case of Mayo’s model, it is likely that

the multiplicative functional form yields difficulty in estimating the parameters on the input price

variables. (It is straightforward to estimate equation (6.55) in the absence of input prices.)



Table 6.8 Mayo Single-Output Quadratic Cost Model
Variable Coefficient Estimate t-statistic

Constant a0 0.0210 5.21

Y ay 0.0006 19.64

Y 2 ayy �0.0000001 �4.41

Capital price bk 0.357 3.71

Purchased power bp 0.332 4.57

Labor price bl 0.312 7.08

Adjusted R2 0.915
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Table 6.8 displays the results of estimating equation (6.55). (As an exer

cise you will calculate the degree of scale economies.)

Discussion of Table 6.8 results
These results are certainly an improvement over the basic quadratic cost

model, which is given by equation (6.53). The adjusted R2 of 0.915 indi

cates that the model fits the data well, explaining over 90% of the variation

in the cost of distributing electricity. However, in terms of the magnitudes

of the coefficients, these results do not make sense; for a distribution

entity, the cost of purchased power is by far the largest component of total

cost in terms of input prices. As such, the magnitude of the coefficient

should reflect this, which is not the case here. This is rectified next using

the logarithmic transformation of the quadratic cost function given in

equation (6.59).

Example 6.6. Estimating a properly specified quadratic cost model
Table 6.9 displays estimation results for equation (6.59). (Note: To offer a

fair comparison to Mayo’s estimation results, the generalized method of

moments procedure was used to estimate the parameters of the cost

model.)

Discussion of Table 6.9 results
The estimation results that are displayed in Table 6.9 are much improved

over the previous two models. The signs of the estimates accord with a

priori expectations, in that cost increases at a decreasing rate. Furthermore,

the input price coefficients are of an appropriate magnitude given the type

of firms in the data set. This is confirmed by the adjusted R2, which indi

cates that 96% of the variation in cost is explained by the variables in the

equation.



Table 6.9 Estimation Results, Equation (6.59)
Variable Coefficient Estimate t-statistic

Constant a0 0.031229 6.66

Y ay 0.002602 12.63

Y 2 ayy �0.000001 �6.17

Capital price bk 0.070645 1.57

Purchased power bp 0.698658 17.50

Labor price bl 0.230697 6.09

Adjusted R2 0.959
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End of section exercises
The data set Coops97 contains data on 711 distribution coops that were

RUS borrowers in 1997.

1. Obtain summary statistics for the variables in the data set.

2. Estimate the equations used in Examples 6.4–6.6. Confirm the results

that are displayed in Tables 6.7–6.9.
a. Do you find that any of the models fail to converge?

b. Concerning Mayo’s model, estimate the unrestricted model (the

model prior to imposing the three steps delineated previously).

What do you find?

c. Next, estimate the model using the generalized method of

moments procedure. Is convergence achieved? Why or why not?

d. Despite nonconvergence, the previous step should have yielded

estimates for the parameters in the model. Using those as starting

values, reestimate the equation. Is convergence attained? Why or

why not?

e. Finally, impose linear homogeneity by restricting the estimates of

the input prices sum to unity. Does this achieve convergence?

Note: If not, you will likely need to reset the convergence crite

rion or increase the number of iterations that the estimation pro

cedure requires.
3. Assuming convergence was attained, calculate the degree of scale

economies (SCE) using equation (6.22) and the estimation results

from
a. The basic cost model, equation (6.53).

b. Mayo’s cost model, equation (6.55).

c. Greer’s cost model, equation (6.59).

What are your findings? Are they similar?
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4. Add the cost shift variables, miles of transmission lines and density,

then reestimate equations (6.55) and (6.59).
a. Do the parameter estimates accord with a priori expectations in

terms of sign and statistical significance?

b. Calculate the degree of scale economies using the results

obtained. Are they different than what was obtained in Exercise

6.3? If so, how are they different?
6.4 MEASURES OF EFFICIENCY FOR MULTIPLE-OUTPUT
MODELS

You may recall the discussion from Chapter 2 concerning economies of

scale. For a multiple output model, it is no longer the case that scale

economies may be obtained by dividing average cost by marginal cost.

Now, not one but several concepts are relevant for the analysis. A brief

review of the concepts is in order.
Ray cost output elasticity
The first measure to be computed is that of the ray cost output elasticity.

Ray average costs describe the behavior of the cost function as output is

expanded proportionally along a ray emanating from the origin. Ray aver

age cost is defined as

RACðyÞ ¼ CðyÞ=
X

yi ð6:70Þ
Ray cost output elasticity describes how responsive cost is to a change in
output along a ray emanating from the origin. In general, ray cost output

elasticities depend on not only the level of output but also on the output

mix between Y1 and Y2.

Product-specific economies of scale
Because output is not always expanded proportionally for a multiproduct

firm, the concept of incremental cost must be examined. This is defined as

AICiðYÞ � ICiðYÞ=Y ð6:48Þ
This allows for the identification of returns to scale that are specific to a
particular output, known as product-specific returns to scale, which are

expressed as

SiðYÞ ¼ ICiðYÞ=YiCi ð6:49Þ
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which is equivalent to

SiðYÞ ¼ AICðYiÞ=ð@C=@YiÞ ð6:50Þ
According to Baumol et al. (1982), Si(Y) has a natural interpretation in
that the revenues collected from the sale of a product i (YiCi) when its

price equals marginal cost exceed, equal, or fall short of the incremental

cost (ICi) incurred by offering that product, as Si(Y) is less than, equal

to, or greater than unity, respectively. Thus, returns to the scale of product

i are said to be increasing, decreasing, or constant as Si(Y) is greater than,

less than, or equal to unity. Since Si(Y) is the increment in the firm’s total

cost that results from the addition of an entire product to the firm’s set of

products, and if the marginal cost is less than the average incremental cost,

the latter has a negative derivative and will decline as Yi increases (Baumol

et al., 1982).

Furthermore, the degree of product specific returns to scale, which

measures the economies or diseconomies uniquely associated with the pro

duction of a single output given that the firm may produce positive

amounts of other products for the former, is given by

Si ¼ aiYi þ 1⁄2 aiiY 2
i þ 1⁄2

X
i6 j

aijYiYj

 !
= aiYi þ aiiY 2

i þ
X
i6 j

aijYiYj

 !

ð6:71Þ
In general, for the quadratic functional form, the economies or diseco
nomies associated with the production of a single product (given that the

firm produces positive amounts of other products) is determined by the

sign of the estimated coefficient of the squared term in output. That is,

Si > 0 for aiiðestimated coefficient of squared output variableÞ < 0

Si < 0 for aiiðestimated coefficient of output squared variableÞ > 0

The concepts of ray average cost, average incremental cost, and product
specific economies of scale can all be characterized with the behavior of a

cost hypersurface in a cross section of cost and output space.

In addition, there exists a crucial cost concept that cannot be character

ized in this fashion, since it involves the simultaneous production of several

outputs in a single enterprise. Such economies result from the scope of a

firm’s operations, rather than from the scale of its operations. This is the

topic of the next section.
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Economies of scope
Economies of scope (or economies of joint production) are said to exist if a

given quantity of each of two or more goods can be produced by one firm

at a lower cost than if each good were produced separately by two differ

ent firms or even two different production processes. That is, for a two

product case, weak economies of scope are given by

CðY1,Y2Þ � CðY1, 0Þ þ Cð0,Y2Þ ð6:51Þ
for all Y1, Y2 > 0. If not, then there are diseconomies of scope, and sepa
rate production of outputs is more efficient.

Useful here is a measure of the degree of economies of scope that

would allow for, in the presence of economies of scope, the capturing of

the relative increase in cost that would result from separate production

of the two (or more) outputs. Therefore, the degree of economies of scope

is given by

Sc ¼ ½CðY1, 0Þ þ Cð0,Y2Þ CðY1,Y2Þ�=CðY1,Y2Þ ð6:52Þ
It is important to keep in mind that, due to the regulated nature of this
industry, there exists a divergence between the actual economies experi

enced and those that could potentially result if the industry were not regu

lated. It is well documented in the literature that regulation reduces the

competitiveness or efficiency of firms. First, due to the lack of entry and

second via the average cost pricing mechanism imposed on firms in the

industry. Mayo mentions this in his 1984 paper, which, among others,

attempts to identify the existence of scope economies in this industry.

Using a sample of 200 firms (privately owned electric and natural gas uti

lities), he employs a modified (short run, since incorporates fixed costs)

multiproduct quadratic cost function to estimate the cost of producing

both electricity and gas and confirms the presence of economies of scope

for small firms using 1979 data. However, as output increases, he asserts

that the absence of competitive pressure leads to cost inefficiencies and

eventual diseconomies of scope.

For the multiproduct quadratic cost model given in equation (6.56),

the degree of economies of scope, Sc, is given by

Sc ¼ a0 ð1⁄2Þa12Y1Y2½ �=�a0 þ a1Y1 þ a2Y2 þ ð1⁄2Þ
� a11Y 2

1 þ a22Y 2
2 þ a12Y1Y2

� �� ð6:72Þ
for Sc > 0, there are economies of scope in the production of both goods.
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Cost complementarity
You may also recall from Chapter 2 that cost complementarity, which

requires that the marginal or incremental costs of any output decline when

that output or any other output is increased, is a sufficient condition for

economies of scope. For a twice differential multiproduct cost function,

cost complementarity exists if

@2CðYÞ=@Yi@Yj < 0, for i 6¼ j ð6:73Þ
The sign of the estimated coefficient of the interaction term in output
determines whether there are cost complementarities (interproduct com

plementarities) in the distribution of output.

Example 6.4
Using the data set Coops97, estimate the parameters of a two output,

three input price cost function (given in equation (6.59)). The outputs

are electricity distributed to small users (Y1) and electricity distributed to

large users (Y2) with the prices of labor, capital, and purchased power as

inputs. Estimation results are displayed in Table 6.10.

Discussion of Table 6.10
The estimation results accord with a priori expectations in terms of the

signs of the estimated coefficients and indicate that cost increases with out

put at a decreasing rate. The adjusted R2 indicates that the model explains

over 96% of the variation in the cost of distributing electricity in 1997.
Table 6.10 Estimation Results, Equation (6.59)
Coefficient Variable Estimate t-statistic

a0 Constant 0.0188620 7.30

a1 Y1 0.0028870 17.05

a2 Y2 0.0018150 12.72

a11 Y 2
1 �0.0000007 �3.62

a22 Y 2
2 �0.0000003 �2.22

a21 Y1Y2 �0.0000005 �1.17

bk lnpk 0.027516 0.80

bp lnpp 0.650672 23.2

bl lnpl 0.321813 11.68

Adjusted R2 0.96
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6.5 CHAPTER CONCLUSION

This chapter provides a rather extensive overview of several cost models

used to estimate efficiency in the distribution of electricity to end users.

The exercises at the end of each section provide hands on experience with

data analysis, model estimation, and the interpretation of the results.

The next chapter (Chapter 7) provides a case study, which is an update

on a paper that was published in Energy Economics in 2003. In this study,

data from 1996 were used to examine how efficient rural electric coopera

tives were in the distribution of electricity. Using some of the measures

discussed in this chapter, the findings are that most coops were too small

(in terms of the amount of electricity distributed to end users) and that cost

savings could emerge via horizontal mergers among member systems,

especially those that serve contiguous service territories.
6.6 END OF CHAPTER EXERCISES: MULTIPLE-OUTPUT
COST MODELS

Again using the data set Coops97, perform the following exercises for the

multiproduct cost models described in this chapter.

1. Estimate a multiple output version of equation (6.59), in which the

outputs are electricity distributed to small users (residential and small

commercial customers, Y1) and that distributed to large users (large

commercial and industrial users, Y2). Do your results accord with

those in Table 6.10? If not, how are they different?
a. Was convergence attained? Why or why not? (If not, try steps

1–3 detailed previously).

b. Assuming that convergence was attained, calculate the degree of

product specific scale economies using equation (6.71) and the

estimation results displayed in Table 6.10 at the sample means

of the variables.

c. Do you find that there are product specific economies of scale in

the distribution of electricity to small customers (Y1)?

d. What about to larger customers (Y2)?

e. What do you conclude about the firms in the sample data set?
2. Again assuming that convergence was obtained, calculate the degree

of economies of scope using equation (6.72) and the estimation results

that are displayed in Table 6.10. What do you conclude about the

firms in the sample data set?
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3. Add the cost shift variables, miles of transmission line and density,

then reestimate equation (6.59).
a. Does the addition of these variables improve your results?

b. Do the signs of the coefficient estimates accord with theory?

Why or why not?
6.7 APPENDIX: PROOFS

Quadratic cost equation not linearly homogeneous
The quadratic cost equation of the following form is not linearly homoge

neous in input prices:

C ¼ a0 þ ayY þ 1⁄2 ayyY 2 þ bkpk þ bLpL þ bPpP ð6A:1Þ
Proof
As an example, let Y ¼ 1, pK ¼ $5, pL ¼ $10, and pP ¼ $5. Furthermore,

assume that the following estimates are obtained for the input price coeffi

cients: bK ¼ bL ¼ bP ¼ 0.333. Therefore, the predicted cost is given by

C ¼ Z þ 0:33ð$5Þ þ 0:33ð$10Þ þ 0:33ð$5Þ ð6:A2Þ
or
C ¼ Z þ $6:60

where
Z ¼ a0 þ ay þ 1⁄2ayy ð6A:3Þ
Now, let prices double. It follows that
C ¼ Z þ 0:33ð$10Þ þ 0:33ð$20Þ þ 0:33ð$10Þ
or,
C ¼ Z þ $12:12

Clearly, the total cost has not doubled (it has increased by only $5.52).
QED

Proper cost function
The following equation is a proper cost function, as defined in Chapter 4

and in this chapter.

C ¼ a0 þ aYY þ 1⁄2 � aYYY 2
� �

p
bk
K p

bl
L p

bp
P ee ð6A:4Þ
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Proof: Increasing in factor prices
Let xi (p, Y ) be the firm’s conditional factor demand for input i at price pi.

By Shephard’s lemma,

@Cðp,YÞ=@pi ¼ xiðp, yÞ 	 0 ð6A:5Þ
In this case, the conditional factor demands for capital, labor, and pur
chased power are given by

@Cðp,YÞ=@pk ¼ xkðp,YÞ ¼ ðbkÞpðbk 1Þ
K a0 þ aYY þ 1⁄2aYYY 2

� �
p
bl
L p

bp
P 	 0

ð6A:6Þ
@Cðp,YÞ=@pL ¼xLðp,YÞ¼ðbLÞpðbL 1Þ

L a0þaYYþ1⁄2aYYY 2
� �

p
bK
K p

bP
P 	0

ð6A:7Þ
@Cðp,YÞ=@pP ¼xPðp,YÞ¼ðbPÞpðbP 1Þ

P a0þaYYþ 1⁄2aYYY 2
� �

p
bL
L p

bK
K 	0

ð6A:8Þ
Since nonnegative amounts of inputs (xi) at nonnegative prices (pi) are
required to produce nonnegative quantities of output (Y) at nonnegative

marginal costs (which implies that the quadratic term in parentheses is

nonnegative) and, by linear homogeneity in input prices, that is,

bK þ bL þ bP ¼ 1 ð6A:9Þ
where bK, bL, bP 	 0, then this cost function is increasing in factor prices.
QED
Proof: Concavity in input prices
This requires that the matrix of second derivatives of the cost function

with respect to input prices must be a symmetric, negative semi definite

matrix. This has several implications:

1. The cross price effects are symmetric (by Young’s theorem).

2. The own price effects are negative. That is,

@2Cðp,YÞ=@p2i � 0 ð6A:10Þ
In the case of the modified quadratic equation, the own price effects
are, for capital,
@2Cðp,YÞ=@p2K ¼ ðbk 1ÞðbkÞpðbk 2Þ
K a0 þ aYY þ 1⁄2aYYY 2

� �
p
bL
L p

bP
P

ð6A:11Þ
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for labor,
@2Cðp,YÞ=@p2L ¼ ðbL 1ÞðbLÞpðbL 2Þ
L a0 þ aYY þ 1⁄2aYYY 2

� �
p
bk
K p

bP
P

ð6A:12Þ
for purchased power,
@2Cðp,YÞ=@p2P ¼ ðbP 1ÞðbPÞpðbP 2Þ
P a0 þ aYY þ 1⁄2aYYY 2

� �
p
bk
K p

bL
L

ð6A:13Þ
Again, sinceC(p, Y) is linear homogeneous in input prices, the first term
on the right hand side is negative. The remaining terms are positive:

a. bK, bL, bP 	 0.

b. By Shephard’s lemma,
@Cðp,YÞ=@pi ¼ xiðp, yÞ 	 0 ð6A:14Þ
Positive amounts of inputs (pi) are required to produce positive
quantities of output, so pi 	 0.
c. Monotonicity in output (as well as positive marginal cost) ensures

that the quadratic term in the parentheses is positive.

Thus, own price effects are negative as required. QED
3. For monotonicity in output (Y), an increase (decrease) in output

always increases (decreases) total cost. That is, marginal cost must be

nonnegative for the range of outputs in the sample. In this case, the

marginal cost is given by

@Cðp,YÞ=@Y ¼ aY þ aYYYð ÞpbkK p
bL
L p

bP
P 	 0 ð6A:15Þ

which holds as long as Y 	 –aY/aYY. (This must be checked for every
level of output.)
4. For linear homogeneous in input prices, let

Z ¼ ½a0 þ ayY þ ð1⁄2ÞayyY 2� ð6A:16Þ
And impose that
 X

bi ¼ 1 ð6A:17Þ
In addition, let Y ¼ 1, pK ¼ $5, pL ¼ $10, and pP ¼ $5. Furthermore,
suppose that the following estimates are obtained for the input price

coefficients: bK ¼ bL ¼ bP ¼ 0.333. Therefore, the predicted cost

is given by
C ¼ ðZÞð50:33100:3350:33Þ
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or
C ¼ Z � ð6:288Þ
Next, let input prices double, which implies that predicted cost is
given by
C ¼ Z � ð100:33200:33100:33Þ
or
C ¼ Z � 12:567

Clearly, total cost has doubled as a result of input prices that
have doubled and linear homogeneity is preserved by this modifica

tion. QED
Aside
While it is true that taking logs preserves all of the properties of the original

function, I offer a proof of linear homogeneity of the log linearized version

of (1) simply as a check. However, in this case, I let the estimated coeffi

cients vary in magnitude so that bK ¼ 0.15, bL ¼ 0.25, and bP ¼ 0.60.

Proof
In logs, the equation to be estimated is given by

ln C ¼ ln Z þ bK ln pK þ bL ln pL þ bP ln pP þ e ð6A:18Þ
Evaluating at sample means (lnZ is constant), the predicted cost is given by
ln C ¼ Constantþ 0:15 ð1:6055Þ þ 0:25 ð2:895Þ þ 0:60 ð1:38Þ
or
ln C ¼ Constantþ 0:2408þ 0:72375þ 0:828 ¼ 1:79

Next, doubling each input price (and taking logs), then evaluating at sam
ple means yields

ln C ¼ Constantþ 0:15 ð2:2986Þ þ 0:25 ð3:583Þ þ 0:60 ð2:073Þ
or
ln C ¼ Constantþ 0:3448þ 0:896þ 1:244 ¼ 2:4846

Doubling input prices increases lnC by 0.6946, the exponential of which is
equal to 2.003, indicating that total cost has doubled from a doubling of

input prices. Thus, linear homogeneity in input prices is preserved. QED
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Case Study: Can Rural Electric
Cooperatives Survive in a
Restructured U.S. Electric Market?
An Empirical Analysis
7.1 ABSTRACT

This paper examines the ability of rural electric distribution cooperatives to

continue operating in their present form in a restructured electricity mar

ket. More specifically, I develop and estimate a quadratic cost model,

which, unlike many of the cost functions employed in studies of this

nature, conforms to all of the properties of a proper cost function. Using

1996 data, I find that these firms are not operating in a cost–minimizing

fashion. This finding seems to occur because each is too small in terms

of the quantity of electricity distributed. As a result, mergers between these

firms could yield substantial savings and help ensure their survival in their

present form in a deregulated market.

7.2 INTRODUCTION

In 1996, the Federal Energy Regulatory Commission issued Orders 888

and 889, which were designed to promote competition in wholesale

markets for electricity in the United States. These orders were meant to apply

predominantly to vertically integrated investor owned utilities (IOUs);

however, when competition did not emerge as was hoped, the FERC issued

Order 2000, which indicated the FERC’s intent to make all transmission

owning entities, including those of cooperatively owned utilities and the

federal power administrations, subject to FERC jurisdiction.

Reasons that cooperatively owned utilities are different
In the United States, electric cooperatives (coops) are organized as either

generation and transmission (G&Ts) or distribution only (member coops),

with long term contracts in place to render them quasi vertically integrated.

However, unlike investor owned utilities, not all states regulate electric
221
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cooperatives. In fact, fewer than 20 states have jurisdiction over coops, and

the degree of regulation is not consistent among these states. For example,

in Florida, Indiana, Maine, and Mississippi, the public regulatory commis

sions do not regulate the rates charged by coops. This inconsistency creates

a special challenge for federal policy makers in the United States. Other

differences between investor owned utilities and coops include

• Urban vs. rural differences.

• Institutional differences.

• Regulatory differences.

• Philosophical differences.

Each of these will be discussed in turn.

Urban versus rural differences
Electric cooperatives were created in 1936 by the Rural Electrification Act

to serve those areas that the profit driven investor owned utilities were

unwilling to serve. Prior to the creation of this act, fewer than 12% of rural

farm homes were electrified. By 1941, over 35% of these homes had been

electrified (U.S. Bureau of the Census, 1975).

Rural areas are quite different from the urban areas that tend to be

served by investor owned utilities. As a result, the effects of electric

restructuring on those customers who are served by rural electric coopera

tives are different than those served in urban areas by investor owned uti

lities. Given the special properties that characterize electricity (e.g., that it

is essentially nonstorable and follows the path of least resistance), coupled

with the yet to be discussed differences between rural and urban areas, a

standard, federally mandated cookie cutter approach to deregulation of this

industry will not work. These urban rural disparities are discussed later.

First, rural areas tend to be far less densely populated with a terrain that

is more rugged compared to urban areas, which renders them more costly

to serve. In addition, coops in rural areas serve mostly residential loads,

which tend to be much smaller and more volatile in nature, often demand

ing power during peak times. Thus, on a per customer basis, distribution

coops face far higher costs than their investor owned counterparts.1
1 In 1996, the average rural distribution coop served fewer than 6 customers per mile of distribution

line and received about $7000 per mile, while their investor-owned counterparts in urban areas

served almost 40 customers per mile and received over $60,000 per mile of line. Furthermore,

according to the National Rural Electric Cooperative Association (NRECA), the average investment

in distribution plant per consumer was $1975, which implies that coops invested $11,850 per mile

versus $1535 for IOUs.
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In addition, rural incomes tend to be lower than those in urban areas.

According to the Economic Research Service, U.S. nonmetropolitan

incomes were 26% below those in metropolitan areas in 1996. Not

surprising, rural adults tend to have less education than their urban coun

terparts and often face local labor markets that offer few opportunities to

advance beyond low paying entry level jobs (Economic Research Service,

Briefing Room, Rural Labor and Education).

Institutional differences
There are institutional differences between coops and IOUs in the United

States. The first is the 85% rule, which applies to both G&T and distribu

tion cooperatives. In the United States, both G&Ts and the distribution

cooperatives must obtain 85% of their revenues from their members or

they lose their tax exempt status. This limitation has two significant

effects. First, it effectively limits (and possibly even precludes, depending

on capacity and native load sales) the G&Ts from participating in the

wholesale power market, even though their generation costs tend to be

lower than those of investor owned firms (due, in part, to their access to

less expensive federally produced power). Second, it severely limits the

extent of retail competition that can take place, since distribution coopera

tives are subject to the same restriction for tax exempt status; that is, 85%

of revenues must come from their member end use customers. As such,

there is a high cost penalty to rural areas for coops to participate in retail

choice. Moreover, since the increase in cost due to the tax would be

passed directly through to members, on a per member basis, this could

result in significant increases in rates given the low densities that tend to

prevail in rural areas.

In addition to the tax implications of restructuring, a potential stranded

cost issue must be examined. For G&Ts to obtain low interest financing

from the Rural Utilities Service, they are required to have long term

(30 year), full requirements contracts with their member distribution

cooperatives. Because of deregulation, these contracts could become

stranded as retail choice is made available to rural customers. These con

tracts will not be forgiven; they are a debt that must be repaid. As owners

of the G&T, member cooperatives are responsible for any debt incurred by

the G&T on their behalf; in other words, residential customers could end

up bearing most of this burden, especially if larger users choose to leave the

cooperative system and purchase power elsewhere. As they leave the

cooperative system, the G&T’s member load is reduced as are its revenues,
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and the possibility of not being able to repay this debt becomes a reality

(unless the rates of the remaining customers rise enough to offset the lost

revenues).

Furthermore, it is well documented that industrial users subsidize resi

dential ones; despite contributing to the peak demand, demand charges are

typically not assessed to residential customers but are imposed upon large

commercial and industrial users. As retail choice is made available, these

larger users may choose an alternative supplier, thus imposing the full cost

of service onto those small users who may or may not have a choice of

suppliers.2 As a result, rural residential users are doubly harmed; because

of the lack of density, these higher costs would be spread across even fewer

customers, resulting in rather substantial increases in rural residential rates.

Regulatory differences
As previously stated, not all of the states in the United States regulate coop

eratives. In some of the states that do, the state’s restructuring legislation

included opt out clauses or other special protections for cooperatively

owned firms specifically included (the state of Texas, for example). For states

that do not regulate the coops, opt in clauses were included in for those

coops that wanted to participate in retail choice (e.g., the state of Iowa). In

other cases, the cooperatives were required to participate but were on a

delayed schedule (in the state of Delaware, for example, where the coops

were on a six month delay from the investor owned utilities in the offering

of retail access). The state of Maine provided an interesting twist: All consu

mers had the right to choose their electric supplier but the coops are prohib

ited from selling generation service outside their service territory. Finally,

several states regulate coops but offer neither opt out clauses nor is special

language written into any restructuring legislation that had been passed (for

example, in the state of Michigan, the coops were required to implement

retail access on the same schedule as the investor owned utilities).

Philosophical differences
Cooperative ownership implies different incentives than those of either

investor or even municipal ownership. Due to the coincidence of buyers

and sellers, presumably cooperatives follow a welfare maximizing strategy,
2 According to Nancy Brockway (1997, p. 14): “in a competitive market, low volume, low income

customers likely will be the last served. . . . In fact, in a deregulated environment, firms uniformly

may refuse to serve all customers with low incomes.” Furthermore, recent experience from the

telecommunications industry tends to confirm this.
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entailing both producer and consumer surplus maximization. As a result,

certain principal agent problems tend to arise that cannot be mitigated as

easily as those in investor owned firms. For example, in the case of the lat

ter, in the United States, there is often incentive pay (i.e., bonuses) or

profit sharing, and the ownership of stock. On the other hand, nonperfor

mance of the firm may lead to the transfer of property rights (i.e., the sell

ing of one’s stock), a depressed stock price, and the loss of one’s job. These

motivating schemes are typically not offered to the managers of coops (the

agents), which are nonprofit entities operating on a one vote per member

system. Hence, the “stock” of the firm confers no real property rights on

the principals (the consumer owners), and while there is the possibility of

accruing capital credits, these credits cannot be received on demand.
7.3 LITERATURE REVIEW

Few studies of the electric utility industry include cooperatively owned

firms in their data sets. A group of authors, however, tend to focus on

the coops and cooperatively owned distribution systems in the continental

United States. Claggett (1987) used a constant elasticity of substitution

(CES) production function to estimate economies of scale for 50 coopera

tive distributors of the Tennessee Valley Authority and found increasing

economies of scale in distribution, concluding that the individual coopera

tives in this group should be increased in size.3

Studies on property rights include Hollas, Stansell, and Claggett (1988)

and Claggett, Hollas, and Stansell (1995), who employ a profit function to

test for absolute and relative price efficiency for proprietary, cooperative,

and municipal electric distributors in the United States. Not surprising,

they find little evidence to support profit maximizing behavior on the part

of either cooperatives or municipals. Hollas and Stansell (1991) employed a

similar methodology but limited the study group to rural electric distribu

tion cooperatives. They included a regulatory variable to differentiate

between those states that regulate coops and those that do not. As in their

previous study, they found that coops are not absolutely price efficient

(i.e., do not maximize profits). The effect of property rights is further

examined in Claggett (1994), who estimated a translogarithmic cost func

tion and found that TVA cooperatives distribute power at a lower cost
3 His results confirm those of Gallop and Roberts (1981) and Neuberg (1977), who found that

significant economies exist in both transmission and distribution.
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than the municipal distributors of TVA power. Hollas, Stansell, and

Claggett (1994) also limit their study to municipal and cooperative distri

butors of TVA power. Assuming welfare maximization, the authors reject

the null hypothesis that there is no difference between the rates charged

by municipals and cooperatives, finding that municipally owned firms

charge lower rates to residential and commercial users but higher rates to

industrial ones.

Berry’s 1994 paper is a product of his dissertation, the purpose of

which is to show that cooperatively owned electric utilities are far less effi

cient than their privately owned counterparts. However, his results are

suspect since, to compare the results at various levels of output, Berry

essentially adds the G&Ts’ total cost to that of the distribution coopera

tives, in an attempt to provide a common structure to that of the inves

tor owned firms in the sample. The problem herein is that the G&Ts

and the distribution cooperatives in the sample are not necessarily related

(in the sense that the distribution cooperatives in the sample are not

necessarily member coops of the G&Ts in the sample), thus rendering this

type of aggregation invalid.
7.4 COST MODELS

Modeling the cost of distributing electricity as a multiple output process is

well documented in the economic literature.4 The motivation for this is

several fold: First, large industrial customers tend to have more stable

demand patterns than their residential or small commercial counterparts,

the latter of whom tend to increase demand during peak times when the

more expensive generating units are likely to be online. Another reason

is that public utility commissions tend to set rates with such a distinction;

typically the large industrial customers pay demand charges, not the resi

dential or small commercial ones. Finally, often, large users can accept

electricity at higher voltages than their smaller counterparts; as such, they

tend to be less costly to serve and experience lower line losses. Given this,

a two output approach is taken here.

In specifying a proper cost function, several properties must be

ensured. First, it must be nonnegative, nondecreasing, concave, and linear

homogeneous in input prices. Second, it should be capable of estimation
4 For example, studies by Kwoka (1996), Hollas et al. (1994), Berry (1994), Karlson (1986), and

Roberts (1986).
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with zero values of some outputs, which means that it should allow for

economies of scale and scope and subadditivity. While no single form satis

fies all these conditions, the two most commonly employed in cost estima

tion are the translogarithmic and the quadratic, both of which are flexible

enough to avoid a priori restrictions on the elasticities of substitution

among the input variables.

Flexible cost models
Translogarithmic cost models
In modeling the cost function for the distribution of electricity, the trans

logarithmic functional form dominates the literature and is quite suitable to

single output cost specifications. Although often employed to estimate

multiple output cost specifications, “its inability to contend with zero out

put values effectively precludes a finding of economies of scope” (Kwoka,

1996). When employed in this analysis, the estimation results were not as

expected, namely, the incorrectly signed second partial derivatives of two

of the input prices cause this specification to fail to test for a proper cost

function. As such, this form is discarded for the purposes of this analysis.

Quadratic cost models
Another functional form that can be used is the quadratic, which is

superior to the translogarithmic for multiple output specifications. Again

quoting John Kwoka (1996), in contrast to the translog, “it allows for

the unconstrained emergence of economies of scale and scope as well as

subadditivity.” In general, the multiple output quadratic cost function is

given by

C ¼ a0 þ
X

i
aiYi þ 1

2

X
i

X
j
aijYiYj þ

X
bkpk ð7:1Þ

where Yj, Yi are the outputs and pk are input prices.
While this is the form often employed in the electric utility cost litera

ture, this equation is not homogeneous of degree 1 in input prices, which

ensures that doubling input prices doubles total cost.

To get around this, Mayo (1984) imposed linear homogeneity by

appending to a multiple output cost function the product of the input

prices times their estimated coefficients. That is, he estimated the follow

ing equation:

C ¼ a0 þ
X

i
aiYi þ 1

2

X
i

X
j
aijYiYj

� �
�Pbkpk ð7:2Þ



228 Electricity Cost Modeling Calculations
where i, j ¼ 1, 2. In this form, output (Yi, which is the quantity of elec

tricity distributed in megawatt hours) enters as a quadratic.

When a multiproduct model is estimated, all outputs enter the equa

tion both as squared and as interaction variables. Furthermore, Mayo’s

model imposes strict input output separability, which means that the mar

ginal rate of substitution between any two inputs is independent of the

quantities of outputs, and the marginal rate of transformation between

any two outputs is independent of the quantities of inputs. However, studies

by both Karlson (1986) and Henderson (1985) reject the separability of

inputs from outputs in the distribution of electricity.

Therefore, it is necessary to modify this equation so that individual

input price estimates may be obtained while preserving the cost equations’

underlying properties. I derived such a modification, which is detailed in

the next section and referred to as the modified quadratic cost model.

Modified quadratic cost function
The modification I made is to allow the input price parameters to enter

exponentially rather than multiplicatively, which preserves the requisite

properties to which a proper cost function must conform. The modified

equation to be estimated here is given by

C ¼ a0 þ
X
i

aiYi þ 1⁄2
X
i

X
j

aijYiYj

 !
Pp

bk
k ee ð7:3Þ

This cost function is concave, nondecreasing, and homogeneous of degree 1
in input prices as well as monotonic in output, and as such, preserves the

fundamental properties of a proper cost function. (A proof that this model

conforms to each of these properties is given in the Appendix to Chapter 6.)

Estimation of this particular equation is somewhat problematic.

Because it is highly nonlinear, the stochastic error term does not enter

additively as required. Hence, the model must be transformed to allow it

to be additive. A logarithmic transformation, which yields such an error

term, is made possible by the creation of a variable, Z, where

Z ¼ a0 þ
X

i
aiYi þ 1⁄2

X
i

X
j

aijYiYj

 !
ð7:4Þ

so that the modified quadratic cost equation
C ¼ a0 þ
X
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aiYi þ 1⁄2
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becomes

In C ¼ z In Z þ bK In pK þ bL In pL þ bp In pP þ e ð7:5Þ
where z has been restricted to unity.5
Data and variables
The National Rural Electric Cooperative Association provided the data

used in this study. Contained herein is all pertinent information on the dis

tribution cooperatives that distributed electricity in the United States over

the 1997–2001 period. Given the nature of the data, cost models (rather

than production functions) are appropriate here.

The distribution of electricity requires a large infrastructure investment in

poles and conductors, voltage transformers, and in the transmission and distribu

tion lines themselves. Because of the low customer density in the territory served

by distribution cooperatives, the average cost of providing such service is quite

high. To estimate the cost of distributing electricity, numerous variables are

included and estimated, with the final specification including the following:
5 Th

wh
6 Da

lnt

for
C ¼ Total cost: operating deductions þ interest on long term debt.

Y1 ¼ Electricity distributed to residential and small commercial users

in MWh.

Y2 ¼ Electricity distributed to large commercial and industrial users in

MWh.

Pi ¼ Input prices: capital (k), labor (l), and purchased power (p).

Oi ¼ Other (cost shift) variables: miles of transmission line6 and density,

which is the number of customers per mile of distribution line.
A properly specified multiple-output quadratic cost equation
Including the cost shift variables yields the final cost function to be esti

mated, which is given by:

C ¼ a0 þ
X
i

aiYi þ 1

2
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p
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is is the true value of z, since equation (7.3) is equivalent to

C ða0 þ
X
i

aiYi þ
X
i

X
j

aijYiYjÞzpbkk p
bL
L p

bP
P ee

en z 1.

ta for estimation purposes are true; however, calculating predicted values for cost concepts use

r 0, so missing the variable miles of transmission lines is equal to unity. This way predicted values

cost and measures can be calculated.
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Taking the natural logarithm yields the actual equation to be estimated,

which is given by

In C ¼ z InZ þ bK In pK þ bL In pL þ bP In pp þ ytm In Otm

þ yd In Od þ e ð7:7Þ

Estimation results
Table 7.1 contains the results from estimating equation (7.7). These results

accord with a priori expectations in terms of the signs and statistical signifi

cance of the estimates. First and foremost, total cost increases with output

at a decreasing rate. Furthermore, both of the squared output terms are

negative in sign (as expected); as such, this cost model is concave in output

and generates ray economies and product specific economies of scale.

Finally, the negatively signed (and statistically significant) coefficient on

the interaction term between outputs indicates cost complementarity

(defined in Chapter 2), which is a sufficient condition for economies of

scope.
Table 7.1 Estimation Results, Quadratic Cost Model
Variable Coefficient Estimate t-statistic

Constant a0 0.0248 16.51

Outputs (MWh)

Y1 ¼ electricity distributed to small users a1 0.0044 35.62

Y2 ¼ electricity distributed to large users a2 0.0024 27.45

Y 2
1 ¼ squared output (small users) a11 –0.0000005 –4.11

Y 2
2 ¼ squared output (large users) a22 –0.00000003 –0.48

Y1 Y2 (Y2 Y1) ¼ output cross product a12 –0.0000006 –2.66

Input prices

Labor, pL bL 0.2161 17.13

Capital price, pK bK 0.2211 14.15

Purchased power, pP bP 0.5629 50.35

Cost shifters

Transmission lines (miles) yTM 0.0326 22.67

Density yD –0.1136 –20.07
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Cost concepts applicable to multiproduct cases
Ray average costs
In Chapter 2, it was explained that ray average costs (RAC) describe the

behavior of the cost function as output is expanded proportionally along a

ray emanating from the origin. In the two product case, the behavior of

costs along a cross section of the total cost surface is considered. Defining

a composite good, this measure allows a calculation of the average cost of

this particular bundle and is given by

RAC ¼ C tY 0
� �

=t ð7:8Þ
where Y 0 is the unit bundle for a particular mix of outputs and t is the num
ber of units in the bundle such that Y ¼ tY 0 (Baumol, Panzar, and Willig,

1982, p. 49). (This is also equation (2.23) and displayed in Figure 2.5.)
Degree of scale economies
You may recall from Chapter 2 that the degree of scale economies, SN, is

equal to the ratio of average cost to marginal cost in the single output case.

In the multiple output case, we have

SN Yð Þ ¼ C Yð Þ=YiCi Yð Þ, for i ¼ 1, . . . , n ð7:9Þ
where Ci(Y) is the marginal cost with respect to Yi.
Given a two output quadratic cost specification of the following form,
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average cost is given by
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and marginal cost by
@C Yð Þ=@Yi ¼ ai þ aiiYi þ 1⁄2 aijYj

� �
Pp
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k p

bL
L p
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P OytmOyd ð7:12Þ

Substituting the estimation results displayed in Table 7.1 along with equa
tions (7.11) and (7.12), the degree of scale economies for the firms in the
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sample can be calculated. In doing so, I find that the degree of scale econo

mies for every coop in the data set is greater than unity.

Interpretation of results, economies of scale
It was stated in Chapter 2 that SN (the degree of scale economies) may be

interpreted as a measure of the percentage rate of decline or increase in ray

average cost with respect to output and that returns to scale at the output

point Yi are increasing as SN is greater than unity. Using the results dis

played in Table 7.1 and evaluating equations (7.11) and (7.12) at the vari

ables’ sample means, it is readily apparent that all firms in the data set were

operating in the increasing returns to scale portion of the cost curve in each

year that comprised the data set (1997–2001). However, it appears that

a majority of the firms were approaching the minimum efficient scale

(which is attained when average cost equals marginal cost, or SN ¼ 1.0)

since 90% of the observations yield a degree of scale economies that is less

than 1.10. This is displayed in Figure 7.1.

Product-specific economies of scale
The degree of product specific returns to scale measures the economies or

diseconomies uniquely associated with the production of a single product

(e.g., electricity distributed to smaller users), given that the firm may
Histogram - degree of scale economies
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produce positive amounts of other products (that distributed to larger

users). Since output is not always expanded proportionally for a multi

product firm, incremental costs become relevant, the average of which is

given by

AICi Yð Þ � ICi Yð Þ=Yi ð7:13Þ
This allows for the identification of returns to scale that are specific to a par
ticular output; in other words, the product specific returns to scale, given by

Si Yð Þ ¼ AIC Yið Þ= @C=@Yið Þ ð7:14Þ
where the returns to the scale of product i are said to be increasing,
decreasing, or constant as Si(Y ) is greater than, less than, or equal to unity.

Since Si(Y ) is the increment in the firm’s total cost that results from the

addition of an entire product to the firm’s set of products, and if the mar

ginal cost is less than the average incremental cost, the latter has a negative

derivative and declines as Yi increases.

Again using the estimation results in Table 7.1 and appealing to

Baumol et al. (1982), we calculate the degree of product specific returns

to scale, which is given by

SiðyÞ ¼ aiYi þ 1

2
aiiY 2

i þ
X
j 6 i

aijYiYj

 !,
aiYi þ aiiY 2

i þ
X
j 6 i

aijYiYj

 !

ð7:15Þ
(Note: You must multiply equation (7.15) by the price and cost shift vari
ables raised to their respective estimated coefficients.)

You may also recall from Chapter 4, “The Economics (and Economet

rics) of Cost Models,” that the implication of equation (7.15) is that

Si > 1 as 0 > aii ð7:16Þ
Given the estimation results in Table 7.1, it is indeed the case that the
squared output coefficients (a11 and a22) are negative in sign, which indi

cates that there are global economies in the distribution of electricity to

each type of user, given that positive amounts of electricity are distributed

to the other type of user. The results indicate that there are increasing

returns to scale in distribution for the cooperatives in this sample, espe

cially at higher levels of output. Thus, for 25% of the firms in the

sample that distribute electricity only to smaller users (residential þ
commercial), gains in efficiency would result from also serving large
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commercial and industrial users.7 In addition, the fact that the degree of

product specific returns is increasing (and at an increasing rate in output

to large users, Y2) indicates that those coops that serve large industrial loads

quickly approach optimality from a cost efficiency perspective.

An interesting example of this is provided by Kenergy, which was

formed in 1999 by the merger between the Henderson Union and Green

River, two western Kentucky distribution coops. Individually, each was

among the largest distributors in the United States and collectively they

formed the largest system, distributing almost three times as much electric

ity as the next largest distribution system (and more than 100 times the

average system) in the years after they merged.

What is interesting is that they are the only entity in which the degree

of product specific returns for Y1 (S1 (y)) is less than unity while for Y2, S2
(y) is greater than unity!

Economies of scope
The final measure to be explored here is that of economies of scope.

Economies of scope (or economies of joint production) are said to exist

if a given quantity of each of two or more goods can be produced by

one firm at a lower cost than if each good were produced separately by

two different firms or even two different production processes. In other

words, economies result from the scope of a firm’s operations rather than

from the scale of its operations. For a two product case, weak economies

of scope are given by

C Y1,Y2

� � � C Y1, 0
� �þ C 0,Y2ð Þ ð7:17Þ

for all Y1, Y2 > 0 (Baumol et al., 1982). Otherwise, separate production of
outputs is more efficient.
7 Unfortunately, this may prove to be a daunting task, since these large users are likely to be pursued

by competitive suppliers, offering them very good deals to switch. Moreover, should these industrial

users choose to leave the cooperative system, the effect on the remaining members could be

devastating; it is no secret that industrial users subsidize both residential and commercial users.

Because of the low density in rural areas, residential customers are especially costly to serve and pay

nowhere near the true cost that they impose on the system (especially those in very remote areas who

may require several miles of distribution line, a dedicated transformer, etc.). For example, residential

customers typically do not pay demand charges; in addition, according to Comnes et al., “it is not

uncommon for customer access charges to be priced below marginal cost” (1995, n. 49). Thus,

should an industrial customer leave the system, both residential and commercial rates would have to

increase substantially to cover the demand (or capacity) charges previously paid by the industrial

customer. And, since rural incomes tend to be lower than those in urban areas (Economic Research

Service, 1997 data), rural users could suffer an even further reduction in welfare.
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Again, what is useful here is a measure of the degree of economies of

scope, which would allow for, in the presence of economies of scope,

the capturing of the relative increase in cost that would result from separate

production of the two (or more) outputs. Thus, the degree of economies

of scope is given by

Sc ¼ ½C Y1, 0
� �þ C 0,Y2ð Þ C Y1,Y2

� ��=C Y1,Y2

� � ð7:18Þ
(Baumol et al., 1982). This measure also is calculated for a two output
quadratic cost function.

It is important to keep in mind that, due to the regulated nature of this

industry, there exists a divergence between the actual economies experi

enced and those that could potentially result if the industry were not regu

lated. It is well documented in the literature that regulation reduces the

competitiveness or efficiency of firms. First via lack of entry and second

via the average cost pricing mechanism imposed on firms in the industry.

Mayo mentions this in his 1984 paper, which, among others, attempts to

identify the existence of scope economies in this industry. Using a sample

of 200 firms (privately owned electric and natural gas utilities), he employs

a modified (short run, since he incorporates fixed costs) multiproduct qua

dratic cost function to estimate the cost of producing both electricity and

gas and confirms the presence of economies of scope for small firms using

1979 data. However, as output increases, he asserts that the absence of

competitive pressure leads to cost inefficiencies and eventual diseconomies

of scope.

Interpretation of results, economies of scope
Referring to equation (7.16), a positive value for the degree of economies

of scope indicates that there are economies of scope in the production of

both goods. Using the results displayed in Table 7.1, it is straightforward

to calculate the degree of economies of scope, the frequency distribution

of which is displayed in Figure 7.2. As these results indicate, every firm

that distributed electricity to both types of end user enjoyed economies

of scope.

Figure 7.2 displays the degree of economies of scope for small users (Y1).

As is seen in the figure, at low levels of output (Y1), higher levels of Y2

yield lower cost savings from joint production (notice v ¼ 0.2 (light line)

is below v ¼ 0.1 (dark line) in the leftmost portion of the figure, which is

at lower levels of output). However, at higher levels of output, higher

cost savings emerge as more output is distributed to large users (Y2).
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Since this measure is positive for all output combinations, the cost of

producing each output separately is higher than joint production. In other

words, cost savings are lower at lower levels of output and higher at higher

levels. Since the degree of scope economies is positive for all output com

binations, it makes sense for the firms in the sample to continue distribut

ing electricity to both classes of users. The fact that it is increasing faster in

Y2 indicates that increasing the amount of electricity distributed to large

commercial and industrial users enhances cost savings.

General implications of estimation results
The previous analyses indicate that the average sized coop in the United

States distributes too little output relative to the optimal (i.e., cost

minimizing) quantity. Taking this one step further, these results seem to

indicate that, on average, distribution territories are not large enough to

capture all the economies inherent to network systems. As such, horizontal

mergers between distribution systems could yield substantial cost savings

and help ensure the coops’ survival (in their present form) in a restructured

market. Some of the sources of these potential cost savings are discussed in

the next section.

In addition, the confirmation of economies of scope indicates that

rather substantial cost savings would occur if these firms could increase

the quantity of electricity distributed to industrial loads.

image of Figure 7.2
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Sources of cost savings
For a distribution only utility, the bulk of the cost savings come from the

significant administrative economies that can be attained. Examples

include centralized call centers, employee retirements (via special early

retirement programs), outsourcing and elimination of duplicate functions,

and the consolidation of the boards of directors. In addition, the Rural

Utilities Service offers certain incentives for the merging and consolidation

of systems. For example, it will defer interest and principal payments for a

period of up to five years. Finally, there are potential purchased power

economies and savings in capacity costs, especially if the annual load shape

is different–that is, if one coop’s load is summer peaking and the other’s is

winter peaking. As these costs savings are passed on to ratepayers, con

sumer surplus is increased and society as a whole is better off. These results

confirm that, under certain conditions, horizontal mergers between distri

bution coops could yield rather substantial benefits, thus allowing signifi

cant welfare gains along with helping ensure the survival of coops in a

deregulated environment.
7.5 IMPLICATIONS FOR PUBLIC POLICY

Finally, concerning the public policy implications, some states seem to rec

ognize the differences between coops and investor owned utilities. In

those states, such as Texas, there were specific opt out clauses for the

coops. In addition, at the time that restructuring legislation was being for

mulated, the Clinton administration attempted to offer a rural safety net,

offering assistance grants to those who reside in rural areas. Fortunately,

the Clinton plan left to each state’s discretion how retail choice would

be implemented.

Despite the fact that many states offered opt out clauses and other pro

tections for cooperatively owned entities, it was often the case that the

opt out process is costly and time consuming. Subsequently, the survival

of the coops may not be a function of how efficiently they operate but

of the restructuring legislation adopted by the individual state and whether

the state even has jurisdiction over coops. For those states that do not have

jurisdiction, some offered opt in clauses for coops, leaving it up to the

members to decide whether or not to participate in the competitive

market. Thus, given the differences between investor and cooperative

ownership, it is imperative that the states be allowed to decide what is best

for the utilities that they regulate. And for those that do regulate coops,
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simple opt out clauses and other protections must be put in place to ensure

that no ratepayer is adversely affected.

One of the goals of electric restructuring is the creation of a level play

ing field. However, given the inconsistent treatment of coops within and

among the states,8 the question then becomes: How will this be accom

plished? And how does this bode for a “level playing field” between and

among the states, when some states

1. Do not regulate coops but offer an opt in clause for coops and munic

ipally owned utilities.

2. Regulate them but offer an opt out clause (or other special language).

3. Regulate some coops but not others (since distribution entities that

purchase power from federally owned suppliers are not subject to state

jurisdiction).

4. Regulate coops but not municipally owned distribution systems.

These are just a few of the questions that need to be answered before a

successful retail access program can be implemented. (Note: The original

paper was written in 1999, prior to all of the issues that transpired that ren

dered deregulation of the industry an abject failure. Some of the text and

analysis has been updated—for example, including data from 1997–

2001—but for the most part the conclusions and policy implications have

been left intact.)
7.6 CONCLUSION

This chapter sought to determine whether rural electric coops in the

United States are efficient distributors of electricity. Employing a multi

ple output quadratic cost model, I find that, during the 1997–2001 time

period, they were not; the estimation results indicate that these firms were

operating in the increasing returns to scale portion of the average cost

curve. According to the results of the various efficiency measures

employed, none of these firms is distributing anywhere near the cost mini

mizing number of megawatt hours. The closest any one of them comes is
8 Especially when, in states like Kentucky, for example, the distribution coops served by the Tennessee

Valley Authority (a federally owned power supplier) are not regulated by the Kentucky Public

Service Commission but those member coops supplied by generation and transmission coops are.

Given this, the question then becomes: How is a level playing field ensured under such conditions?

This is difficult, given that there is no universally accepted definition. To the investor-owned

utilities, it may mean the ending of certain subsidies, whereas to the rural distribution coops, which

average fewer than six people per mile of line, it could mean something entirely different.
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Kenergy, which was formed in 1999 by a merger between the Henderson

Union and Green River systems in the state of Kentucky. Between them,

they served over 50,000 customers and distributed 927 and 9200 GWh of

electricity to small users and large users, respectively, in 2001. Over the 10

year study period, the savings from this merger were expected to be $23.6

million dollars and, within 1 year, Kenergy filed for a $2.5 million dollar

rate reduction. Thus, horizontal mergers between coops could yield signif

icant cost savings and help ensure the survival of coops in their present

form in a deregulated environment.
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8.1 ABSTRACT

This paper seeks to evaluate the lost economies of vertical integration for

rural electric cooperatives in 1997. Given the well established network

economies that are inherent in the generation, transmission, and distribu

tion of electricity, the coops’ long standing choice of market structure is

questionable (especially given their chosen strategy of welfare maximiza

tion). Organized as either generation and transmission or distribution

only, the traditional measures of vertical economies will not work. Thus,

I have devised an alternative method by which to measure such economies

and find that, on average, cost savings in excess of 39% could have been

realized had the coops adopted a vertically integrated structure.
8.2 INTRODUCTION

This paper is a follow up to my previous study on cooperatively owned

firms. In that study, I examined the economies of scope and product

specific economies of scale in an attempt to determine whether they were

operating at the optimal scale to ensure their viability in a deregulated

environment. I found that the average distribution coop was too small

(in terms of the amount of electricity distributed) to enjoy the economies

of scale and scope, thus ensuring its survival, in a deregulated environment.

In this study, I employ 1997 data (one year later than my previous study)

to determine whether the choice of organizational structure is optimal

given the objective of welfare maximization.
ished in Energy Economics in May 2008. Do not reprint without permission.
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8.3 BACKGROUND: RURAL ELECTRIC COOPERATIVES

In the United States, rural electric cooperatives (RECs) are organized as

either generation and transmission (G&Ts) or distribution only (mem

ber coops), the majority of which having long term, full requirements

contracts in place; as such, they can be considered quasi–vertically

integrated. Born from the Rural Electrification Act of 1936, rural elec

tric distribution cooperatives were charged with providing electric ser

vice to areas in which there was no electric service due to the simple

fact that these areas were rural in nature and hence costly to serve.

Because of their profit incentive, investor owned utilities had no inter

est in serving these areas, and as a result the act was signed into

legislation.

Until the mid 1950s, distribution cooperatives purchased power from

both privately and federally owned power suppliers. However, as their

supply needs increased, they decided that they needed reliable, inexpensive

sources of power—hence, the birth of generation and transmission coop

eratives (G&T). While not truly vertically integrated, the member distri

bution cooperatives are typically contractually bound to a G&T via

long term full requirement purchased power agreements. In addition to

ensuring adequate supply these contracts also intrinsically obligate the

member coops to the obligations of the G&T itself; as owners of the

G&T, they are not only responsible for debts undertaken to serve end

users but also are responsible for the debt obligations of the G&T (hence

the phrase quasi-vertically integrated). This is the foundation of the term

cooperatively owned.
8.4 REASONS THAT COOPERATIVELY OWNED UTILITIES
ARE DIFFERENT

Unlike investor owned utilities (IOUs), not all states regulate electric

cooperatives. In fact, fewer than 20 states have jurisdiction over coops,

and the degree of regulation is not consistent among these states. For exam

ple, in some states, the Public Regulatory Commissions do not regulate

the rates charged by coops, but rather the terms of their service obligations.

This inconsistency creates a special challenge for federal policy makers in the

United States, whose intention is to require that all transmission owning

entities join a region transmission organization (RTO) to facilitate competi

tion in the industry.
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There are other differences as well:

• Urban versus rural differences. Unlike the urban areas that IOUs

serve, the rural areas served by coops tend to be far less populated

(7 vs. 35 customers per mile of distribution line) with terrain that is

rugged in nature and difficult to serve; as such, they are more costly

to serve.

• Institutional differences. Coops are subject to the 85% rule, which

means that they must receive 85% of their revenues from their mem

bers or lose their tax exempt status, which effectively precludes the

coops participation in both wholesale and retail markets.

• Customer differences. The loads served by cooperatives tend to be

mostly residential (83%), which tend to be smaller, more volatile, and

demand power during peak times. As such, they are more costly to serve.

• Philosophical differences: Welfare vs. profit maximization. While

both objective functions suggest some level of cost minimization, the

coops’ emphasis is on the maximization of consumer (as opposed to

producer) surplus. As a result, the focus is on reliability, rather than

return, which implies a higher cost of service. Furthermore, the

choice of welfare rather than profit maximization can lead to certain

inefficiencies that are not as easily mitigated as they would be in a

profit maximizing firm, for example, certain principal agent problems.

Unlike for profit firms, coops do not tend to offer bonuses, profit

sharing, or stock options. Furthermore, nonperformance is likely more

tolerated (it would be difficult to fire someone who is an owner of

the firm).

• Organizational differences. Coops are considered to be vertically

integrated only to the extent that there are long term full requirements

contracts in place with a G&T cooperative. However, it is often the

case that contracts do not fully mitigate all of the transactions costs

and other inefficiencies that tend to arise with long term agreements

(see Williamson, 1971; Landon, 1983).

A more detailed description of each of the above is detailed in Greer

(2003).
8.5 LITERATURE REVIEW

Economies of vertical integration have been well established in the gener

ation, transmission, and distribution of electricity. Studies include, but are

not limited to, the work of Landon (1983), Henderson (1985), Roberts
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(1986), and Hayashi, Yeoung Jia Goo, and Chamberlain (1997), which

have tested for and determined that, indeed, the downstream costs of

transmission and distribution are dependent upon input usage at the gen

eration stage. Multiproduct cost functions are employed by Kaserman

and Mayo (1991) and Gilsdorf (1994, 1995), who test for cost comple

mentarities between the stages of production. What is interesting is that,

while Kaserman and Mayo found that such economies prevailed through

out the relevant range of outputs, Gilsdorf’s results were inconsistent with

the cost complementarity hypothesis. However, it is entirely possible that

the latter’s results had something to do with his choice of the translogarith

mic cost specification: As Kwoka (1996) aptly states about the quadratic

cost specification, “in contrast to the translog, it (the quadratic) allows

for the unconstrained emergence of economies of scope or scale as well

as subadditivity.”

This study takes a different approach entirely. Operating on the prem

ise that, if the G&T and distribution cooperative were truly vertically

integrated, the distribution coops’ purchased power cost would be exactly

that: what it costs the G&T to procure the power that it in turn sells to its

member distribution cooperatives.2
8.6 DATA

In order to assess the potential lost cost savings due to the lack of vertical

integration, it was first necessary to truncate the data set to only those dis

tribution coops that purchase power from a G&T; otherwise, I had no

information on the supplier’s cost of power, which is necessary to com

plete this analysis. Using 1997 data on RUS borrowers, an attempt can

be made to quantify (at least) two sources of inefficiency. First, the fact that

the power supplied to the distribution cooperative is not necessarily at cost

but rather is set in long term purchased power agreements that reflect the

cost of power at the time of the contract, may in and of itself give rise to

other inefficiencies. As Landon (1983) states: “The existence of technolog

ical interdependence and idiosyncratic capital, the requirement for long

term contracting, the informational and transactions requirements, and

the difficulties of appropriate pricing between vertical levels all would tend
2 In actuality, many generation and transmission coops do not generate any power at all; often, it is

purchased from other suppliers, typically federally owned or investor-owned. In fact, only 25 of the

45 G&Ts that operated in the 1997 data owned any generating capacity.
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to increase the costs of contracting versus ownership. Transactions and

information costs would increase, perhaps substantially.”

This statement is exemplified by the fact that the price paid by member

coops over the G&T’s cost of electric service is in excess of 10% for 40%

of the member coops (mode ¼ 5%), which seems to be evidence of

double marginalization. (The difference from the G&T power supply cost

is even greater.) Second, it is also often the case that the distribution

coop purchases more power than it actually sells to its customers (7.7%

on average, which effectively raises the price to member coops even

further).3 Table 8.1 displays the relevant summary statistics for this group

of coops.4
3 Granted, these could be line losses. Typically, line losses account for around 6%. However, for the

coops in this sample, the average between the quantity of electricity purchased or generated and that

sold is well over 11% (G&T and distribution coop) with some experiencing differences of 20%. For

the coops in this study, over 300 exhibited a difference that is greater than 14%.
4 It is interesting to note that 17% of the coops in this study are not served by a G&T. Over half are

served by federally owned suppliers with the remainder served by IOUs (or other).

Table 8.1 Descriptive Statistics of Rural Cooperatives in 1997
Summary statistics Mean Std dev Min Max

G&T GWh (Generated þ
Purchased)

4158 3823 24.00 15,250

G&T cost of electric service

($/MWh)

38.18 6.45 27.35 48.87

G&T cost of power ($/MWh) 27.71 13.02 8.47 66.60

G&T cost of capital 6.41 2.47 1.52 19.12

G&T cost of labor 20.95 5.20 7.53 38.46

Member coops

GWh purchased from G&T 320 403 14 4606

GWh sold to end users 300 391 13 4575

Cost of purchased power

($/MWh)

40.82 8.28 24.61 82.58

Cost of power – Sold to end

users ($/MWh)

43.78 9.65 18.40 77.60

Cost of capital 4.94 0.78 1.92 7.19

Cost of labor 15.58 3.20 5.46 58.60

Miles of transmission line 82.24 76.91 0.39 319

Density 5.28 3.15 1.00 23.60
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8.7 METHODOLOGY

Several methodologies were employed in this study. Each involved the

estimation of a two output quadratic cost model, which is the same as that

employed in my previous paper and is given by:

C ¼ a0 þ
X

aiYi þ 1⁄2 �
X
i

X
j

aijYiYj

 !
�
Y

pbmm �
Y

Oyn
n ee, for i, j ¼ 1, 2

ð8:1Þ
where
C ¼ total cost: operating deductions þ interest on long term debt.

Y1 ¼ electricity distributed to residential and small commercial users in

GWh.

Y2 ¼ electricity distributed to large commercial and industrial users in

GWh.

Pm ¼ input prices: capital (k), labor (l), and purchased power (p).

On ¼ other (cost shift) variables: miles of transmission line and cus

tomer density.
Unlike previously estimated quadratic models in the literature, this cost

function is concave, nondecreasing, and homogeneous of degree 1 in

input prices as well as monotonic in output, and as such preserves the fun

damental properties of a proper cost function. (A proof that this model

conforms to each of these properties is given in Greer, 2003.)

Estimation of this particular equation is somewhat problematic.

Because it is nonlinear, the stochastic error term does not enter additively

as required. Hence, the model must be transformed so as to allow it to be

additive. A logarithmic transformation, which will yield such an error

term, is made possible by the creation of a variable, Z, where:

Z ¼ a0 þ
X

aiYi þ 1⁄2
XX

aijYiYj, for i ¼ 1, 2, i 6¼ j ð8:2Þ
so that the modified multiproduct quadratic cost equation becomes:
ln C ¼ z ln ZþbK ln pKþbL ln pLþbP ln pPþytmln Otm þ yd ln Od þ e ð8:3Þ

8.8 PRELIMINARY RESULTS—ALL COOPS

The first cost model includes all distribution coops that were RUS bor

rowers in 1997. Estimation results are displayed in Table 8.2. An adjusted

R2 of 0.9694 indicates that the model fits the data well. Estimated



Table 8.2 Estimation Results—1997 Distribution Cooperatives (Generalized Method
of Moments)
Parameter (variable) Parameter estimates t-statistics

a0 (constant) 22.28156 5.59

a1 (Y1) 2.878406 11.81

a2 (Y2) 1.82474 12.56

a11 Y 2
1

� �
–0.00036 –3.22

a22 Y 2
2

� �
–0.00013 –1.65

a12 (Y1 Y2) –0.00045 –2.68

b1 (price of capital) 0.113364 3.12

b2 (price of purchase power) 0.716718 17.62

b3 (price of labor) 0.169918 5.12

s1 (miles transmission lines) 0.018082 4.26

s2 (density) –0.06803 –4.46

Adjusted R2 0.9694
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coefficients are of the expected sign and statistical significance, indicating

both product specific economies of scale as well as economies of scope

in the distribution of electricity. These are similar to the results obtained

in my previous study (Greer, 2003), which used data from 1996.
8.9 ECONOMIES OF VERTICAL INTEGRATION

The contribution of this paper is a test for vertical integration for firms that

are not vertically integrated in the truest sense of the term. While the

results in Table 8.2 confirm the findings in my previous study, what is

important here is the development and confirmation of the claim that

cooperatively owned firms have not necessarily adopted the most efficient

(i.e., welfare maximizing) organizational structure to help ensure their

success in the type of market that the FERC envisions (which seemingly

ignores the well established presence of economies of vertical integration

in this industry). Unlike the telecommunications industry, whereby data

are storable and information can be transmitted wirelessly, electricity must

be consumed when it is produced and requires physical infrastructure to

generate, transmit, and distribute it to end users.

Appealing to Kaserman and Mayo (1991), weak vertical economies

between successive stages of production, i and j, are said to exist if:

SijðyÞ ¼ ½CðYi, 0Þ þ Cð0,Yj, piÞ piYiðYj pÞ CðYi,YjÞ�=CðYi,YjÞ � 0

ð8:4Þ
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This equation is modified so that it is possible to estimate the lost savings

due to the coops’ choice of organizational structure. That is, to quantify

the “wedge of inefficiency” due to the separation of the generation and

distribution functions, requires the estimation of three separate cost models

[(C(Yi, 0), C(0, Yj, pi), and C(Yi,, Yj)].

Let:

1. C(Yi, 0) ¼ lnC GT ¼ estimated G&T cost.

2. C(0, Yj, pi) ¼ lnC PP ¼ member coop’s cost of electric service.

3. C(Yi, Yj) ¼ lnC PPs ¼ cost if vertically integrated.

Note: piYi(Yj, p), the cost of power purchased from the G&T and sold by

the member coop, must also be computed.

Substituting into (8.4) yields:

SijðyÞ ¼ ½lnC GTþ lnC PPÞ � piY iðYj pÞ � lnC PPsÞ�=lnC PPs � 0 ð8:5Þ

8.10 ESTIMATION RESULTS

Estimation results of the three cost models are displayed in Table 8.3.

The results of the first model [C(Yi, 0)], which estimates the G&T’s cost,

are not as strong as those that estimate the costs for the member coops.

Estimated as a single output model (with input prices), no scale economies

emerge and the adjusted R2 is 0.6431, which is not a surprising result given

that the deregulation of the wholesale market was predicated on the lack of
Table 8.3 Estimation Results: Economies of Vertical Integration—Comparison of
Estimates for Cost Models Employed in Vertical Economies Study

Parameter (variable)
Model:
C(Yi, 0) t-stats

Model:
C(0, Yj, pi) t-stats

Model:
C(Yi, Yj) t-stats

a0 (constant) 3007 1.83 14.0705 4.12 40.7821 5.25

a1 (Y1) 2.244 1.32 2.27687 10.50 4.1499 15.42

a2 (Y2) 1.44718 10.44 2.1656 11.04

a11 Y 2
1

� �
0.0002 0.63 –0.00063 –3.85 –0.0010 –2.49

a22 Y 2
1

� �
–0.00012 –2.60 –0.0003 –2.38

a12 (Y1 Y2) 0.00005 0.40 0.0001 0.19

b1 (price of capital) 0.4497 2.27 0.03810 0.77 0.2952 7.70

b2 (price of power) 0.2460 1.20 0.85815 19.76 0.5475 23.84

b3 (price of labor) 0.3043 2.02 0.10375 3.77 0.1572 4.46

s1 (trans lines) 0.02078 4.02 0.0249 4.41

s2 (density) 0.05797 –3.37 –0.0707 –3.16

Adjusted R2 0.6431 0.9759 0.9659
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scale economies at the generation stage. The models that estimate the dis

tribution coops’ costs [C(0, Yj, pi), C(Yi, Yj)] are more robust, although

neither indicates economies of scope in the distribution of electricity,

which seems odd given that the first model estimated (includes all coops)

indicates the presence of such economies. Both do, however, indicate

product specific economies of scale in the distribution of electricity to

both small and large end users. Both models fit the data well with each

having an adjusted R2 above 0.965.

Given that the model that included all coops yielded economies of

scope, I also estimated a model that included only those coops not served

by a G&T (n ¼ 120). As expected, this model indicated strong economies

of scope in the distribution of electricity to both types of end users. Fur

ther examination revealed that the coops in this group, although smaller

in terms of electricity distributed, tended to serve a higher percentage of

large users, which tends to drive both scale and scope economies. (This

is confirmed in Greer, 2003.)
8.11 TESTS FOR VERTICAL INTEGRATION

Using equation (8.4), the predicted values of each of the cost models were

used to construct the measure of the lost cost savings from the coop’s being

quasi vertically integrated. For all but one coop5 the degree of vertical

economies, Sij(Y) is greater than 0, with the value itself indicating the cost

savings that could emerge were these firms truly vertically integrated. For

the group of coops in the sample, the average cost savings is slightly above

40% when evaluated at the sample means of the data. Further examination

reveals that, in general, lower purchased power costs coupled with high

levels of output tended to reduce the gains from vertical integration,

which makes perfect sense. Figure 8.1 and Table 8.4 display the degree

of vertical economies for a subset of the coops in the sample (those whose

output ratio, Y2/Y1 ¼ 0.3, which is the sample average). As the table indi

cates, for a given level of generation (Yg), increasing distributed output

(Yd), tends to reduce the cost savings from vertical integration; however,

as generation is expanded, for a given level of distributed output, the cost

savings from vertical integration tend to increase, which is confirmed in

the literature. Furthermore, as the output ratio increases (i.e., more
5 Green River Electric Coop, which is served by Big Rivers G&T, distributed the highest quantity of

electricity to large users in both 1996 and 1997.
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Figure 8.1 Degree of vertical economies for 1997 rural electric coops

Table 8.4 Degree of Vertical Economies: 1997 Rural Electric Cooperatives
v ¼ 3 320 1100 2134 3200 4268 6350 8400 10,500

300 0.44 0.48 0.53 0.56 0.59 0.64 0.68 0.71

1000 0.28 0.32 0.36 0.39 0.42 0.46 0.49 0.52

2000 0.20 0.24 0.28 0.31 0.33 0.37 0.41 0.43

3000 0.17 0.20 0.24 0.27 0.29 0.33 0.36 0.39

4000 0.14 0.18 0.22 0.24 0.27 0.31 0.34 0.36

6000 0.12 0.15 0.19 0.22 0.24 0.28 0.31 0.34

8000 0.12 0.15 0.19 0.22 0.24 0.28 0.31 0.34

10,000 0.16 0.20 0.24 0.27 0.29 0.33 0.37 0.39

Note: Increasing output to large customers allows for the emergence of economies of scope, and
vertical economies begin to rise (note values on the diagonal).
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electricity distributed to large users, for example, Y2/Y1 ¼ 3.0), increasing

distributed output (again, for a given level of generation output) eventually

causes the savings from vertical integration to rise (see Table 8.4 and

Figure 8.1).6 This particular phenomenon is likely the result of the econo

mies of scope that exist in the distribution of electricity between large and

small users (see Greer, 2003).
6 It is important to keep in mind that there would be other cost savings as well: administrative, labor,

not to mention any network economies that would emerge.

image of Figure 8.1
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8.12 CONCLUSION

This paper seeks to derive a measure of the lost cost savings due to the

coop’s choice of organizational structure. Although the existence of

long term full requirements contracts with a G&T coop renders them

vertically integrated to some degree, it is these contracts themselves that

may be the problem, often resulting in unforeseen transactions costs and

other inefficiencies, including purchasing more power than they actually

need. To wit: A comparison between what the G&T pays for power, its

cost of electric service, and what the member coop effectively pays for

the power it sells is telling. In a number of cases, this return exceeded

20% over the G&T’s cost of electric service in 1997.

In order to quantify the lost cost savings, I devised a method to mea

sure the degree of vertical economies for the quasi vertically integrated

coops in the sample. In all but one instance, the coops in this sample could

benefit from vertical integration (in the strict sense of the term) with pos

sible cost savings of around 40% (on average). These results confirm the

results of previous studies involving investor owned firms; it is unique in

its focus on cooperatively owned firms and the adaptation of the measure

of the degree of vertical economies to firms whose generation and trans

mission functions are only contractually related to its distribution function.

Given this, not only would horizontal mergers help ensure their survival in

a deregulated market (Greer, 2003) but also vertically integrating would

as well. Granted, the latter may prove to be a difficult task given the

Federal Energy Regulatory Commission’s desire that all utilities join

regional transmission organizations, but given the differences between

cooperatively owned and investor owned utilities, a more cautious

approach to the deregulation of the industry is in order; More specifically,

in the crafting of the policies related to the mandated joining of RTOs and,

among other things, to the possible implications of pricing mechanisms

employed in the name of economic efficiency.
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Load Forecasting—The “Demand”
for Electricity
9.1 WHAT IS FORECASTING?

In general, econometric forecasting means using independent variables to

predict the expected value of a dependent variable, in this case the amount

of electricity that will be consumed over a given period of time (hourly,

daily, monthly, and annually) for a given number of years into the future.

All firms forecast sales for various reasons; for planning purposes, regulated

utilities are required to forecast future values of the quantity demanded of

electricity demand (or sales) and provide a long term plan to public regu

latory commissions to ensure that customers needs are satisfied as part of

satisfying the requirements attached to their having been granted a

monopoly franchise in servicing their predefined service territory.

Forecast time horizons: Short-term versus long-term forecasts
Forecasts of electricity sales are generally characterized into three time per

iods: hourly (or day ahead), short term (1–3 years), and long term (20–30

years). The focus here is on the latter two, which tend to be of more rele

vance for budgeting and planning purposes. Each will be described in detail.

Short-term load forecasts
For an electric utility, the importance of short term sales and demand fore

casts cannot be understated: They are essential in the establishment of rates

and fuel purchases (i.e., for budgeting purposes), the scheduling of outages

for maintenance and other operational purposes, and for establishing the

level sales that can be sold off system, or into the wholesale market.

Several factors affect sales in the short term, which are typically fore

casted on a monthly basis, thus giving rise to the seasonality factor (or

weather) that is a large determinant of sales for weather sensitive rate

classes, namely, residential and commercial customers. However, eco

nomic factors such as incomes and prices play an important role. Further

more, the saturation of electricity using appliances and equipment and the

efficiency levels thereof play a critical role, which has given rise to and
253
Calculations # Monica Greer, 2011.
85617-726-9.00009-1 Published by Elsevier Inc. All rights reserved.



254 Electricity Cost Modeling Calculations
increasing importance of end use modeling for forecasting monthly elec

tricity sales. Finally, there is also a random component to electricity sales

that may be due to changes in customer tastes or preferences (e.g., conser

vation) or other unanticipated events.

Long-term forecasts
As said, the importance of short term forecasting plays a critical role in the

budgeting process and the timing of rate cases. However, in terms of

capacity and expansion planning, long term forecasts are critical. In fact,

many state utility commissions require the utilities under their jurisdiction

to file an integrated resource plan (IRP) every three (or so) years to ensure

that the utility’s capacity expansion plan enables it to reliably (and at least

cost) serve its native load customers (i.e., the customers that reside in its

franchised service territory). The IRP typically includes detailed explana

tions of its load forecasting methodology and the results from various runs

of its generation simulation software (Prosym, other), which are inputs

into the expansion planning process. The IRP also contains the utilities’

expectations in terms of the timing of new generating capacity (or pur

chased power requirements) and the type of capacity (base load or peak

ing) that might be required over the next 20–30 years. (Note: Given the

amount of time it takes to site and build new generating capacity, it is nec

essary to forecast this far in advance.)

9.2 DATA SOURCES: THE ENERGY INFORMATION
ADMINISTRATION

At the national level, one of the objectives of the U.S. Energy Information

Administration (EIA), which is part of the U.S. Department of Energy

(DOE), is to perform annual projections of the consumption of various

fuels in the United States and internationally. Both in total and at the sec

tor level, the analyses performed by the EIA often incorporate legislation

that has either been passed or is being proposed by Congress. One of their

products is the Annual Energy Outlook (AEO), which projects consump

tion for various energy (or fuel) sources, including natural gas, renewables,

and electricity via 12 modules, which is the National Energy Modeling

System (NEMS) (see Appendix 9.2 for details).

In addition to forecasting on a national basis, the EIA also produces

regional forecasts by census division both in total and by end use sector.

Figures 9.1 and 9.2 provide examples of each. The former provides the

EIA’s most recent projections of electricity consumption by sector
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(residential, commercial, and industrial) on a national scale. It incorporates

the provisions of the American Recovery and Reinvestment Act of 2009

(ARRA), the intent of which is to save and create 3–4 million jobs,

(90% of which are in the private sector), provide more than $150 billion

to low income and vulnerable households, modernize health care and

the aging infrastructure, improve schools and accessibility to higher educa

tion, and invest in the clean energy technologies of the future (see www

.recovery.gov/?q¼content/act).

You may notice that, in 2012–2013, Figure 9.1 indicates that sales to

residential customers are projected to decline. This is due, at least in part,

to the legislation on lighting that was included in the Energy Independence

and Security Act of 2007 (EISA). More specifically, the forecast of electric

ity sales to the residential sector, which is based on the residential demand

module of NEMS, uses a discrete choice model and is discussed in more

detail in a later section. A model such as this is based on certain economic

and demographic variables and incorporates changing efficiency standards

and the stock of electricity using appliances to forecast the quantity

demanded of electricity through 2030. What is evident in Figure 9.1 is

the impact of legislation on incandescent light bulbs, which is phased in over

2012–2014 with more restrictive standards in 2020. One of the provisions of

EISA, the lighting standard, specifically requires that light bulbs use 29% less

wattage per bulb in the first phase in, increasing to 67% in 2020. Other pro

visions are updates to the dehumidifier standard that was specified in the

Energy Policy Act of 2005 (EPACT), which results in a 7% increase in elec

tricity savings, relative to the EPACT requirement. Standards are also set for

boilers (September 2012) and dishwashers ( January 2010).

Projected electricity consumption by residential and commercial custo

mers relative to AEO 2009 is lower due to weatherization and efficiency

improvements in both homes and buildings that yielded significant savings

in the energy used for heating and cooling. Industrial sales were relatively

flat, reflecting a slower projected growth in exports and investment.

H.R. 2454: The American Clean Energy and Security
Act of 2009
In June 2009, the U.S. House of Representatives passed an energy bill that

was aimed at reducing the amount of carbon emissions emitted into the

atmosphere. Proposed by Representatives Henry Waxman and Edward

Markey, known as the American Clean Energy and Security Act of 2009

(ACESA), this legislation would establish a cap and trade system to reduce

http://www.recovery.gov/?q=content/act
http://www.recovery.gov/?q=content/act
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greenhouse gases, an approach favored by most economists over conven

tional regulatory approaches because it provides a great deal of flexibility

in how emissions targets are met.

Figure 9.2 shows the EIA’s outlook for total electricity consumption in

the United States compared to that which might occur under the Wax

man Markey Cap and Trade Program (H.R. 2454), which is an attempt

to reduce greenhouse gas emissions into the atmosphere. (This is discussed

in far more detail in the chapter on regulation.)

Title III of H.R. 2454 focuses on reducing greenhouse gas emissions by

establishing a cap on emissions beginning in 2012 that covers electricity gen

erators, liquid fuel refiners and importers, and fluorinated gas manufacturers.

In 2014, the cap is expanded to include industrial sources that emit greater

than 25,000 tons of carbon dioxide (CO2) equivalent emissions, and in

2016, it is further expanded to include retail natural gas distribution compa

nies. Relative to their emissions in 2005, covered sources must reduce their

emissions 3% by 2012, 17% by 2020, 58% by 2030, and 83% by 2050.

It provides for unlimited banking of allowances, while borrowing future

allowances to meet current compliance obligations is allowed with some

restrictions (www.eia.doe.gov/oiaf/servicerpt/hr2454/background.html).

Needless to say, H.R. 2454 is expected to lead to higher prices and

lower electricity demand, especially in states that rely on coal for much

of their generation. As displayed in Figure 9.3, most of the price impacts
Percent Change in Real Electricity Prices under ACESA (2007 $)
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are expected to occur after 2025, when the emissions allowances that have

been allocated to retail electricity providers have been phased out. And

there is clearly an impact: From 2025 to 2030, real electricity prices are

expected to increase by 25%, substantially higher than the price increases

over the years leading up to 2025.

In the EIA base case, emission allowances are free and given to regu

lated electric and natural gas distribution companies. Such allowances,

which represent the right to emit some amount of carbon dioxide

annually, can be used to offset fossil fuel fired production.1 The alloca

tion of free allowances ceases after 2025, resulting in significant price

increases.

EIA historical projections
Also of interest is that since 2002, the EIA has successively lowered its

outlook for energy consumption. As is displayed in Figure 9.4, the

Annual Energy Outlook of U.S. energy consumption has been lowered

every year.

Beginning with the 2003 AEO, the impact of the recession in 2002–

2003 resulted in that year’s projected energy consumption to be notably

below that of 2002. After this, the lowering of subsequent forecasts was

influenced not only by increasing efficiency standards and increasing fuel

prices but also by the globalization of the economy, in which numerous
1 According to the Executive Summary to the EIA Service Report “Energy Market and Economic

Impacts of H.R. 2454, the American Clean Energy and Security Act of 2009”:

The role of offsets is a large area of uncertainty in any analysis of ACESA. The 2-BMT annual

limit on total offsets in ACESA is equivalent to one-third of total energy-related GHG emissions in

2008 and represents nearly six times the projected growth in energy-related emissions through

2030 in the Reference Case used in this analysis.

While the ceiling on offset use is clear, their actual use is an open question. Beyond the usual

uncertainties related to the technical, economic, and market supply of offsets, the future use of offsets

for ACESA compliance also depends both on regulatory decisions that are yet to be made by the

EPA, on the timing and scope of negotiations on international agreements or arrangements between

the United States and countries where offset opportunities may exist, and on emissions reduction

commitments made by other countries. Also, limits on offset use in ACESA apply individually to

each covered entity, so that offset “capacity” that goes unused by one or more covered entities

cannot be used by other covered entities. For some major entities covered by the cap-and-trade

program, decisions regarding the use of offsets could potentially be affected by regulation at the State

level. Given the many technical factors and implementation decisions involved, it is hardly surprising

that analysts’ estimates of international offset use span an extremely wide range. One recent analysis

doubts that even 150 MMT of international offsets will be used by 2020, while another posits that 1

BMT of international offsets will be used almost immediately from the start of the program in 2012,

followed by a quick rise towards an expanded 1.5-BMT ceiling shortly thereafter.

(See www.eia.doe.gov/oiaf/servicerpt/hr2454/execsummary.html for more detail.)

http://www.eia.doe.gov/oiaf/servicerpt/hr2454/execsummary.html


EIA AEO Projections 2002–2008 (billion kilowatt hours)

3,300

3,400

3,500

3,600

3,700

3,800

3,900

4,000

2001 2002 2003 2004 2005 2006 2007

2002

2003

2004

2005

2006

2007

2008

Actual

Figure 9.4 The successive lowering of projected energy consumption in the United
States

259Load Forecasting The “Demand” for Electricity
manufacturing industries (and jobs) were exported to other countries.

Figure 9.4 displays actual sales against the forecasts that were generated

by the EIA in years 2002–2008. (It is important to keep in mind that these

data are not weather normalized, so that seeming increases may be the

result of weather alone; for example, the summer of 2007 was much

warmer than normal in various parts of the United States, which led to sig

nificantly higher electricity demand for cooling in those parts of the coun

try. This is clearly seen in Figure 9.4, where the slope of the Actual line

increases precipitously from 2006 to 2007 (after having been relatively flat

from 2005 to 2006). A similar situation existed in 2005, which is also

clearly indicated in Figure 9.4. In both 2005 and 2007, the number of

cooling degree days (CDDs) was 12% and 13% above normal for the entire

United States, respectively. Note: In this case, normal, or average number

of, cooling degree days are based on data from 1971 to 2000 (see www.eia.

doe.gov/emeu/aer/txt/ptb0110.html).

The successive lowering of the EIA Annual Energy Outlook reflects

the fact that expected sales have not materialized (see the Actual line).

Were one to draw a line from 2001 to 2007, sales would have increased

by far less than forecasted. And, in the years that sales seemingly increased,

http://www.eia.doe.gov/emeu/aer/txt/ptb0110.html
http://www.eia.doe.gov/emeu/aer/txt/ptb0110.html
image of Figure 9.4
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it was more than likely due to abnormally warm weather, since the sales

figures produced by the EIA are not weather normalized, which could

easily lead one to erroneous conclusions. Again, this exemplifies the diffi

culties, and complexities, of load forecasting when, in the period of a few

years, the picture changes so dramatically.

A historical perspective
Historically, the growth in sales of electricity to end users has slowed sig

nificantly. Figure 9.5 shows the year over year change in electricity usage

by customer class from 1951 to 2008. With the exception of the industrial

sector, year over year growth to residential and commercial customers has

been robust, averaging between 7% and 10% per year. During the remain

ing years the effects of high inflation (the 1970s and early 1980s) and reces

sionary periods are evident. Despite increased population, there has been a

downward trend in the growth of electricity sales throughout this period

that is due to a myriad of factors, such as increasing fuel prices and energy

efficiency.

Note: In preparing the Annual Energy Outlook, the Energy Informa

tion Administration evaluates a wide range of trends and issues that could

have major implications for U.S. energy markets. This overview focuses

primarily on one case, the AEO reference case, which takes a macroeco

nomic view of the economy.
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On a more regional or service territory level, microeconomic variables

tend to also come into play, which will be explored in the next sections

and the remainder of this chapter.
9.3 AN OVERVIEW OF ELECTRICITY FORECASTING MODELS

Now, let us turn to a general overview of load forecasting models used by

individual utilities that incorporate a more microeconomic view, predom

inantly the service territory served.

In general, a forecast of electricity demand is comprised of two

components:

1. Usage. The amount (or quantity) of electricity (in kWh or MWh)

that will be demanded by customers in various customer classes over

a specific period (typically monthly). Since rates are allocated in this

fashion, this allows the utility to forecast its future revenues for

budgeting purposes;

2. Peak demand. The maximum demand (or quantity demanded) in a

particular hour of the month, which is used for capacity planning

purposes.

The focus here is monthly forecasts (which, of course, can be translated

into annual forecasts) of the amount of electricity demanded by customer

class of ratepayer. Various methodologies are discussed and econometric

issues associated with them (some of which were discussed in Chapter 4)

are detailed, along with the requisite independent variables (or regressors)

that are typically employed to forecast the quantity demanded of electricity

(which of course determines the maximum (i.e., peak) demand in any

given month (and year), also required for capacity planning purposes

(i.e., timing and type of additions to be made to the utilities’ generating

assets).

Figure 9.6 contains another perspective on historical sales of electricity

by class of end user. In this case, it is the actual sales, which have in general

been increasing for residential and commercial end users but relatively flat

or declining for industrial customers.

In the case of the former, since commercial establishments tend to

locate where residential customers are present and population increases

imply more residential customers, this tends to bode well for commercial

customers and sales. In addition, increased usage by residential customers

due to larger homes, the increased use (and penetration) of air condi

tioning, and electricity using appliances as well as the proliferation of
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Figure 9.6 Historical electricity sales to end users in the United States
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computers, large screen televisions, cell phones, and other gadgets have all

contributed to the increased usage by residential customers.

In stark contrast to the increased electricity usage in the residential and

commercial sectors is the pronounced decline in electricity usage in the

industrial sector, which clearly never recovered from the economic down

turn in 2000, when the trend toward moving operations to other

countries, especially overseas, began to take hold. This has proven to be

a challenge for forecasting usage and in how much history should be

included in forecasting models.

Despite some bumps along the way, electricity sales to residential and

commercial customers have been increasing since 1992, experiencing

compound average growth rates (CAGR)2 of 2.5% and 2.9%, respectively.

Industrial sales, however, have remained virtually flat (CAGR ¼ 0.1%).

Given all of this, forecasting residential and commercial sector models

requires more sophisticated methodologies and forecasting electricity sales

on an end use basis requires forecasts of the requisite independent variables

to estimate such models. This is discussed in more detail in a subsequent

section.
2 The compound average growth rate is calculated as

CAGR ðEnding value=Beginning valueÞð1=number of yearsÞ
1

image of Figure 9.6
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9.4 LOAD FORECASTING METHODOLOGIES

Prior to 1970, the forecasting of electricity demand was rather simple:

Since the annual growth in sales of electricity had been averaging about

6% since the Second World War, many utilities simply forecasted sales

to grow at this level indefinitely. However, with the sharp rise in energy

prices in the 1970s along with a slowdown in economic activity, newer,

more sophisticated techniques were sought.

It was in this period that econometric forecasting gained much popular

ity. The ability to use relevant variables (economics, weather, etc.) to deter

mine expected sales volumes was a major breakthrough and forecasting

models became more sophisticated and seemingly more accurate. End use

models, which according to the theory that the quantity demanded of elec

tricity is a function of the stock of electricity using appliances and equip

ment as well as other economic and demographic variables, became very

popular in the early 1990s. This is discussed in more detail later.
Electricity as a derived demand
The demand for electricity is a derived demand; that is, it is a function of

the types of electricity using appliances that exist in a particular type of

dwelling (or building). For example, residential customers have numerous

appliances that require electricity to operate, in terms of heating, ventila

tion, and air conditioning systems (HVAC systems); in addition, homes

have refrigerators, stoves, microwaves, and other miscellaneous kitchen

appliances as well as water heaters for dishwashing, bathing, and washing

clothes. Clothes dryers and lighting constitute yet another derived demand

along with multiple computers (and equipment), large screen televisions,

cell phones, and other peripheral equipment, which have created “phan

tom usage” in recent years. Larger homes with “great rooms” expanded

the amount of space to be heated (and cooled) and created the need for

an increased demand of electricity.

Another consideration is that the equipment stock in a particular dwelling

is durable, so that only a change in its utilization has an impact on the

amount of electricity required for its operation in the shorter run. For

example, many HVAC systems are designed to last for 15–20 years, while

refrigerators and other appliances tend to vary in terms of usable life.

Given this, the demand for electricity in the short run will likely differ

from that in the longer run, as the equipment stock is retired and replaced

with newer, more efficient models. But an increase in population and
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dwelling size also has an impact, as has the increased proliferation of gad

gets that use electricity (large screen televisions, computers, and cell

phones, to name a few).

Prices
The price of electricity (and the appropriate modeling thereof) is an

important and complex component in the forecasting process. As

described in the chapter on pricing, utility price schedules (or tariffs) often

comprise both fixed (or customer) charges and variable (energy) charges.

(For larger customers, demand charges also apply.) Often, the energy

charges are in block rates (either increasing or decreasing) with seasonal

variations. As such, there is a divergence between the average and marginal

price of electricity.

As stated throughout this text, economic theory dictates that the mar

ginal price should be used in the determination of the quantity of electric

ity demanded by end users. With such multipart tariffs, there could exist

different marginal prices, depending upon the level of consumption. As

such, the modeling of electricity demand is typically based on the average

usage (in kilowatt hours) per customer. With multipart tariffs, this intro

duces a bias due to simultaneity, which may be exacerbated when the

average price is used as a regressor in ordinary least squares estimation

(Berndt, 1991, p. 309). That is, not only is price a function of the quantity

demanded but the quantity demanded also is a function of price.

According to Berndt (1991), two other comments should be made.

First, since it typically costs more to provide electricity to meet peak

demands (discussed in Chapter 10) utilities often charge premium rates

during such times (months or time of day), which clearly affects the mar

ginal price and adds an additional complication in modeling (forecasting)

the quantity demanded of electricity. Second, it is often more cost effec

tive to meter the consumption of larger users (industrial and large com

mercial) on a continuous basis and bill them not only on the basis of

usage but also on their peak kilowatt demand over a short time interval,

often a 15 minute or one hour time span (known as a demand charge),

which further complicates the measure of the marginal price. This has

been largely ignored, which again raises the simultaneity issue and results

in biased parameter estimates when ordinary least squares is used as an

estimation technique.

Given the importance of electricity demand forecasts and their implica

tions, forecast models have become end use in nature; that is, they are
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approached in a bottoms up fashion, incorporating the demands of the

various components (or end uses) of the appliances and electricity using

equipment in the dwelling (or building).
9.5 END-USE MODELS

As stated, the demand for electricity is a derived demand. Given this and

the importance of accuracy in forecasting the demand for electricity (Note:

Demand and quantity demanded are used interchangeably), not only is it

imperative to include an appropriate measure of price in forecast models

but also to include the stocks of equipment (i.e., electricity using appli

ances and equipment) in such models.

Houthakker (1951) was among the first to recognize the importance of

distinguishing between short and long run responses to not only price but

also from the stock of equipment. This differs radically from what is typical

of industry practitioners, who for many years merely used extrapolation

techniques. As stated, such techniques worked well until the 1970s, when

energy prices increased dramatically and actual sales fell far short of those

forecasted in this fashion. The implications of this were grave: New gen

erating assets (i.e., power plants) built based on forecasted demand that

never materialized were (at least some portion) disallowed in the rate base,

so that regulated utilities were not able to recover all of the costs of

these investments in rates; as such, the utilities themselves or shareholders

(in the case of investor owned firms) bore the financial consequences of

these inaccurate forecasts. Subsequently, it was determined that more

sophisticated techniques were required to accurately forecast electricity

sales. In the case of residential and commercial sales, the realization that

a bottoms up approach that explicitly included appliance and equipment

stocks, weather, and other economic variables was needed spurred econo

metricians to pursue the development of such models, which is discussed

here in some detail.
Residential end-use models
One of the first models that explicitly included the equipment stock is that

of Franklin Fisher and Carl Kaysen (1962). Their model of the short run

demand for electricity of residential customers used engineering informa

tion on kilowatts used per hour of normal consumption by each appliance

in a typical household, which was then aggregated to form a composite
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variable, Wit, for the ith household in time t. That is, the model they spe

cified was given by

Qit ¼ Pa
it Y

b
it Wit ð9:1Þ

where
P ¼ price.

Y ¼ income.

a, b ¼ parameters to be estimated.
Nonlinear in parameters, a logarithmic transformation yields

lnQit ¼ a lnPit þ b lnYit þWit ð9:2Þ
Attempting to estimate Wit by states and years with “any kind of reliability
is simply out of the question” (Berndt, 1991).

Rather, they assumed that the stock of appliances in a given household

in the ith state grew at a constant rate of g percent per year:

Wit=Wit 1 ¼ expðgiÞ ð9:3Þ
or
lnWit lnWit 1 ¼ gi ð9:4Þ
Lagging equation (9.2) by one time period and subtracting it from equa
tion (9.2) yields (substituting in equation (9.4))

lnQit lnQit 1 ¼ gi þ aiðlnPit lnPit 1Þ þ biðlnYit lnYit 1Þ ð9:5Þ
A random disturbance term (assumed to be independently and iden
tically normally distributed (i.i.d.)) was then added to reflect the effects

of stochastic elements and omitted variables, which were assumed to be

uncorrelated with the regressors. Using data from 1946 to 1957, Fisher

and Kaysen estimated the parameters ai, bi, and gi for each state in the

United States using ordinary least squares.

Given the logarithmic specification of their model, the estimates of ai
and bi are the estimated short run price and income elasticities of demand

for electricity, conditional on the stock of equipment in the household. In

most cases, they found that these elasticities were close to 0 except in states

whose economies were less developed; in these cases, the elasticities were

much larger but less than unity.

At this juncture, it is important to reiterate how important the under

lying data are in obtaining results. As is often the case and as was conceded

by Fisher and Kaysen in the estimation of a long run model, the poor

quality of the data yielded positive estimates of the coefficient of the price
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variable and often those of the income variable were not statistically differ

ent from zero in many instances.

This issue (the data) was also emphasized by Taylor, Blattenberger, and

Rennhack (1984) who concluded that: “The results . . . are better than

might have been realistically expected, but they are clearly much poorer

than might have been hoped for. In general, the utilization equations are

very good, whereas the capital stock equations leave much to be desired.”

This notwithstanding, Taylor, Blattenberger, and Verleger (TBV, 1977)

developed a model for the Electric Power Research Institute (EPRI) under

a contract with Data Resources, Inc. (Electric Power Research Institute,

1984). More specifically, this model estimated the average use per customer

as a function of electricity prices, per capita income, the availability of natural

gas, and the ratio of actual to normal heating and cooling degree days

weighted by the saturations of electric space heating and air conditioning,

respectively. This allowed for the response to weather on appliances that were

affected byweather. The original model used panel data comprising 15 annual

observations (1960–1975) for each state. Some of the attributes include

1. The separation of the electric price into fixed versus marginal

components.

2. The availability of natural gas, which allows for the possibility of fuel

substitution and price elasticities.

A similar model was developed for the U.S. Department of Energy by

Carney and Hirst at Oak Ridge National Laboratory (ORNL) for Residen

tial and Commercial customers. The ORNL Residential Energy Demand

Model (REDM) calculates annual energy use for four fuels (electricity, nat

ural gas, oil, and other) by eight end uses (space heating, air conditioning,

water heating, refrigeration, freezing, cooking, lighting, and other) in each

of three types of dwelling (single family, multifamily, and mobile homes) for

each year from 1970 to 2000. The REDM was composed of four major

modules, each of which is a complex model on its own (EPRI, 1984):

1. Housing module. Calculates the housing stock by type of dwelling

and keeps track of the vintage of the housing stock.

2. Economics module. Calculates fuel market shares and appliance

utilization rates based on price and income elasticities for the owner

ship and use of appliances.

3. Technologies module. Analyzes equipment efficiency versus capital

and operating costs to determine optimal efficiency levels for appli

ances and buildings.

4. Energy-use simulation module. Uses modules 1–3 to determine

energy use by housing type, end use, and fuel.
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This model had the capability to distinguish explicit fuel substitution

and the ability to separate price elasticities into three components: owner

ship (i.e., market share), efficiency, and usage. Like the TBV model, this

model allows for explicit fuel substitution and the separation of price elas

ticities into three components: market share, efficiency, and usage.
The EPRI Residential Sector End-Use Electricity Planning
Model (REEPS)
A paper produced by Koomey, Brown, Richey, Johnson, Sanstad and

Shown (1995) entitled, “Residential Sector End Use Forecasting with

EPRIREEPS 2.1. Summary Input Assumptions and Results” provides a

nice synopsis of this model, which is discussed in some detail since it is still

used by many utilities in the United States:
1. Introduction
Energy end-use forecasting models characterize the long-term structure of
energy consumption in homes under differing assumptions, scenarios, and poli-
cies. At the national level, end-use forecasting models facilitate the analysis of
energy conservation programs and policy initiatives that are broad in scope,
such as residential standards and national energy policy initiatives. In addition,
utilities rely on end-use forecasting models to do long-term forecasting, assess
market trends for new technologies, and to develop demand-side management
(DSM) programs.
The Residential End-Use Energy Planning System (REEPS 2.1)1, developed by

the Electric. Power Research Institute (EPRI), is a forecasting model that allows
users to define customized models for various energy end-uses in the residential
sector, including appliances and heating, ventilation, and air conditioning
(HVAC) equipment. The model for each end-use can be configured with its
own structure, data, and functional relationships. Using the modeling framework
provided by the Appliance and HVAC modules in REEPS, researchers at the Ernest
Orlando Lawrence Berkeley National Laboratory (LBNL) have developed individ-
ual forecasting models for refrigerators, freezers, clothes dryers, water heaters,
clothes washers, dishwashers, lighting, cooking, and HVAC equipment.
2. Overview of the REEPS Model
The REEPS model incorporates the basic features of residential end-use forecast-
ing into a generalized modeling framework in which the user has considerable
control over the algorithms and model structure. All users of the REEPS forecast-
ing system use a common software framework that allows them to focus on the
substantive aspects of analysis and avoid potential programming errors intro-
duced by changes in the software source code. The REEPS framework allows
for greater flexibility than traditional forecasting models, which are “hardwired”
for particular formulations of residential-sector energy use. Rather than relying
on a fixed set of equations and/or parameters, the user can customize the
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equations used to forecast future appliance, HVAC equipment, and housing char-
acteristics. Both the functional form and the parameters included in these equa-
tions can be modified by the user. This allows the user to model a wide range of
scenarios and policies, at varying levels of disaggregation, without ever changing
the computer program's source code (McMenamin et al., 1992).
REEPS uses a state-based approach to forecasting in which consumer pur-

chase decisions are modeled based on the “state” of the decision maker (e.g.,
household characteristics and household ownership of appliances and HVAC
equipment). Base-year (1990) data are used to characterize the existing stock
of appliances and HVAC equipment and the homes in which they are used.
Empirical values of unit energy consumption (UEC), ownership, efficiency,

and size/capacity in the control year (1991) are used to calibrate decision
models within the end-use models. Based on this control-year data, the model
creates a set of calibration factors that remain in place for the duration of the
forecast.
As described in the REEPS manual (McMenamin et al., 1992), the three primary

steps of forecast execution for each forecasted year are:
1. Accounting for changes in stock, based on equipment decay;
2. Execution of equipment purchase models; and
3. Updating of equipment stock and computation of energy sales.
In the first step, equipment decay is used to account for changes in the aver-

age stock efficiency due to retirements and replacements of equipment. In the
second step, ownership, efficiency, and equipment size/capacity are calculated
for replacement purchases, equipment conversion purchases, and purchases for
installation in newly constructed houses. In the third step, the characteristics of
the equipment stock are updated based on the results of the purchase decisions
identified in the second step.
Special issues for the HVAC equipment module
As mentioned above, HVAC equipment is treated differently from appliances in

REEPS because of the complex physical and economic interactions that charac-
terize HVAC systems. HVAC equipment is therefore modeled as a combination of
heating, cooling, and distribution system components, so that an HVAC system
is chosen by the model. In addition, the energy use of an HVAC system is largely
dependent on the thermal shell of the house in which it is installed.
Consequently, engineering data on building thermal shells are incorporated

into the HVAC equipment module.
In the HVAC module, there are ten primary heating technologies and two

primary cooling technologies. Secondary sources (such as Room AC and
wood stoves) are considered to be supplements to primary sources and are
modeled in less detail in the REEPS modeling framework. The three distribution
systems in the model are hydronic, forced-air, and “none”. The combination
of a heating technology, cooling technology, and distribution system defines a
discrete HVAC system in REEPS. Sixteen unique systems of heating and cooling
equipment are modeled; these systems are tracked independently throughout
the model.
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Estimating the shares of the various options for HVAC equipment

is accomplished via a discrete choice modeling (see later, “Digression:

Discrete choice models for determining HVAC appliance shares”) meth

odology, which specifically accounts for multiple factors such as

• The influence of space cooling preferences on heating equipment

choice.

• The impact of capital and operating costs on HVAC system choice.

• The impact of changing efficiency standards.

The REEPS model contains discrete choice equations for each end

use that incorporate numerous factors, including those mentioned previ

ously. Choice equations are maintained for 18 HVAC systems and eight

household appliances. The choice equations are used to construct a

“multinomial” share system for all end uses. Each equation relates the

market share of an end use to its economic attractiveness relative to that

of alternative technologies. This reflects the notion that customer choice

is dependent on the available alternatives. These equations incorporate

projected changes in energy prices, efficiency standards, equipment capital

costs, structure characteristics, household income, natural gas availability,

household decay rates, and other household demographics to derive the

relative attractiveness of the competing end use technologies. The equa

tions are calibrated to known market shares for a base year and the first

forecast year, which typically come from customer surveys that utilities

perform on a regular basis. A calibration term is estimated in the calibra

tion process and represents an estimate of all the noneconomic factors

affecting market share of an appliance. The market share of each end use

for different dwelling types (single family, multifamily, and mobile home)

may then be calculated by the discrete choice equations.

In the first iteration, the REEPS model predicts the percentage of resi

dential customers that would select electric space heating. HVAC system

conversions are part of this electric space heating saturation forecast. Then

the forecasted percentage of electric space heating customers would be

multiplied by the customer forecast for each housing type. The resulting

customer forecast is used as an input to a second REEPS model. This

model incorporates a database of households with electric space heating

and could be used to predict the percentage of customers with electric

space heating that will also select electric water heating. The forecasted

electric water heating saturations from the second model are multiplied

by the electric space heating customer forecast.
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Digression: Discrete choice models for determining HVAC appliance
shares
End use models begin with the simple assumption that consumers seek to

maximize utility (or comfort) by choosing that combination of heating and

cooling technology that provides the most comfort for a given cost, which

typically involves a trade off between purchase price and operating cost.

More specifically, the consumer’s objective function is given by

Max Uij ¼ b1PPij þ b2OCij þ eij; for all i; j 2 n and for all n 2 N ð9:6Þ
where
PP ¼ the purchase price of the appliance (including installation).

OC ¼ the operating cost of the appliance, which is a function of fuel

price, efficiency, capacity, and dwelling size; In addition, weather and

personal preferences come into play.
One relevant feature that must be considered in choosing a specifica

tion is the interrelationships among various appliances. For example, if a

dwelling is heated with natural gas, then it is likely that it also has a gas

water heater, dryer, and uses natural gas for cooking. In this case, the likely

choice of cooling is either central air or room air conditioners, since a heat

pump would be redundant in terms of heating. Given this, one of the most

commonly used specifications is the sequential logit model, which was

developed by Daniel McFadden, who has done extensive work in the area

of travel demand. Since the cost of the cooling system chosen (i) depends

highly on the type of heating system installed (j), the two choices are mod

eled jointly via a sequential logit model (also known as a nested-logit specifi-

cation), in which there are two levels: the lower level heating choice and

the upper level cooling choice. More specifically, the utility function spe

cified in (9.6) is of the general form

Uij ¼ Vi þWij þ eij; for all i; j 2 n and for all n 2 N ð9:7Þ
where
i ¼ index of cooling alternatives.

j ¼ index of space heating alternatives.

Uij ¼ total utility from a given HVAC system, n.

Vi ¼ utility from central air alternative i, which is a function of capital

and operating cost.

Wij ¼ utility from the heating choice j given the choice of cooling i

(also a function of costs).

eij ¼ random components of utility; assumed to be GEV distributed

(see Appendix 9.1 for details).
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n ¼ one of the choices.

N ¼ all of the choices.
Collecting the appropriate data enables estimation of this model, which

then becomes an input to another equation that enables the utility to fore

cast the share (or probability) of a household’s choice of HVAC system.

Such an equation is given by

sharen ¼ exp ðUnÞ=
X

N
exp ðUN Þ; for all n 2 N ð9:8Þ

(These are discussed in more detail in the section “Nested logit models.”)
To estimate these equations, it is necessary to collect cost data on

HVAC systems, which is the next step. Because of the interdependency

among heating and cooling systems, the nested logit specification is appro

priate to calculate the shares. The next section provides a description of

this methodology.

Nested-logit models
Due to the high correlation between the choice of space heating fuel and

the presence of central air conditioning, the decision regarding the pur

chase of each is most appropriately made jointly. As such, a multinomial

logit model to represent the joint choice requires two levels, each requir

ing the specification of a utility function: one for the “upper level” cool

ing choice and the other for the “lower level” heating choice. This is

known as a nested-logit model. Such a structure is displayed by the decision

tree in Figure 9.7 for a very simple model that has two level cooling

choices:

1. Central air for cooling and a forced air furnace with two fuel choices

for heating.

2. A heat pump (air or ground source) for cooling and for heating.

(Actual steps and mathematics are detailed in Appendix 9.1 of this

chapter.)

Kenneth Train’s Web site3 contains data on 250 new homes in Califor

nia, which can be used to calculate the expected shares of heating and

cooling appliances. An example in which these are calculated is included

in Appendix 9.1 and the results are displayed in Table 9.1.
e http://elsa.berkeley.edu/�train/ps.html.

http://elsa.berkeley.edu/~train/ps.html
http://elsa.berkeley.edu/~train/ps.html
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Figure 9.7 Nested structure of heating and cooling choice

Table 9.1 Estimated Shares of HVAC Systems, California Data on 250 New Homes
Alternative Description Share

1 CAC—gas furnace 0.745

2 CAC—electric furnace 0.0158

3 CAC—electric room 0.0045

4 HPMP—HPMP 0.104

5 No CAC—gas furnace 0.096

6 No CAC—electric furnace 0.0036

7 No CAC—electric room 0.0309
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Discussion of results
As Table 9.1 shows, the most likely choice is the first one: central air con

ditioning (CAC) with a gas furnace, which is present in 74.5% of house

holds. The next most likely choice is CAC with an electric furnace

(expected to be chosen by 15.8% of households) followed by a heat pump

(10.4% of households), and so forth.

Needless to say, such models are extremely data intensive; often, the data

required for these models are not only expensive (in terms of cost and time)

but also the models themselves are quite cumbersome (in terms of complex

ity). The REEPS model is characterized by both. However, when end use

models came into vogue, much work was done in the data collection and

the writing of documentation explaining how such models were con

structed, and several papers were written in explanation of the REEPS

model and each of its modules. For example, share equations were estimated

from data gathered in the late 1980s; as such, the parameters in REEPs are

exogenous rather than estimated via the model itself. (One of the selling

points of the model was that the users could change the parameters to fit

image of Figure 9.7
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the characteristics of their service territory, which would in itself take exten

sive knowledge of discrete choice models, the appropriate software that is

capable of estimating such models, and of course, the required data.)

As a simpler step, RER (now Itron) developed the Statistically Adjusted

End Use Model (SAE) which uses data provided by the Energy Information

Administration for the shares and efficiencies required to estimate end use

models and accord to a particular region in the United States. (The EIA uses

these data along with other economic and demographic variables in, at least,

two of the modules of the National Energy Modeling System, NEMS, to

produce the Annual Energy Outlook discussed previously in this chapter.)

The SAE model is discussed in the next section.

The Statistically Adjusted End-Use Model
The SAE model uses economic and demographic variables along with

weather, dwelling size, and the stock and efficiency of electricity using

appliances and equipment to forecast the per customer usage of electricity

for both residential and commercial customers. The focus here is on the

residential end use model.

Model design
More specifically, the equation to be estimated is given by

Use per customert ¼ a1 Xheatt þ a2 Xcoolt þ a3 Xothert þ et ð9:9Þ
where
Xheatt ¼ the component of usage due to heating in time t.

Xcoolt ¼ the component of usage due to cooling in time t.

Xothert ¼ the usage associated with “other” electricity using appli

ances and equipment in time t.
These are known as the X variables and are discussed in more detail later.

Often, it is the case that a first order correction for serial correlation is

included (an AR(1) term), which is defined as:

et ¼ r vt 1 þ vt ð9:10Þ
where vt � N(0, 1).
X variables
In general, the X variables in the preceding equation are functions of

weather, economic and demographic factors, and structural and techno

logical characteristics of homes and appliances. More specifically, each of
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them is a function of two components: an index, which captures the struc

tural and technological aspects of a particular appliance; and a use variable,

which encompasses the economic and demographic aspects of that vari

able. The form of the X variable is given by

X ¼ Indexy �Use ð9:11Þ
where
4 SI

Dw
X ¼ estimated energy use for the year (kWh).

Indexy ¼ annual index of equipment (a weighted average across equip

ment type of equipment saturation levels normalized by operating effi

ciency levels).

Use ¼ annual usage multiplier.
That is, the index variable is defined as

Indexy ¼
X
Type

WgtType � SI� ShareTypey =Eff Typey

� �.
Share

Type
by =Eff

Type
by

� �
ð9:12Þ

where
ShareTypey ¼ share of appliance for each year.

Share
Type
by ¼ share of appliance in the base year.

Eff Typey ¼ efficiency of appliance for each year.

Eff
Type
by ¼ efficiency of appliance in the base year.

WgtType ¼ unit energy consumption of appliance in the base year.

SI ¼ structural index (volume of space to be heated or cooled).4
As stated, economic and demographic data are captured via the use var

iable, which is defined as

Usey ¼ ðBD; DDyÞ=NormDDÞ � ðHHSizey=HHSizebyÞg
� ðIncomey=IncomebyÞZ � ðPricey=PricebyÞe

ð9:13Þ

where
BD, DDy ¼ annual billing, degree days.

NormDD ¼ normal value of annual billing, degree days.

HHSizey ¼ average household size in a year.

HHSizeby ¼ average household size in the base year.

Incomey ¼ average real income per household in a year.
y SAy � Shell efficiencyy/SAby � Shell efficiencyby where SAy Surface area 892 þ 1.44 �
elling size (square feet)
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Incomeby ¼ average real price of electricity in the base year.

Pricey ¼ average real price of electricity.

g, Z, and e ¼ elasticities of demand.
Data sources and so forth
As stated, the U.S. EIA provides much of the information required to esti

mate this model. However, some series are particular to a particular utility,

such as prices, which tend to be proprietary in nature.

Commercial end-use models
The commercial sector also has certain characteristics that are well suited

for end use modeling. One of the first models developed to estimate elec

tricity consumption in this sector was created by DRI for EPRI. Similar to

the TBV model, the EPRI Commercial Model estimated consumption by

electricity price (also broken down between fixed and marginal compo

nents), per capita income, population, and the ratio of actual to normal

cooling degree days weighted by the stock of commercial floor space. This

model was estimated using the variance components by Balestra and

Nerlove on a panel data set consisting of eleven annual observations

(1965–1975) for each of the lower 48 states (Electric Power Research

Institute, 1984).

The Oak Ridge National Laboratory also developed an end use model

for the commercial sector. The ORNL Disaggregated Commercial End

Use Model (CEUM) calculated the annual consumption of four fuels

(electricity, natural gas, oil, other) for each of five end uses (space heating,

cooling, water heating, lighting, and other) in each of 10 building types.

Like the residential model, there are several components to this model,

including

1. Building stock calculates new additions, removals (or demolitions),

and the total stock of floor space in each year.

2. Energy use indices specify the amount of energy required per square

foot of floor space served by a particular end use and fuel.

3. Utilization rates are relative to a base year and are calculated for

each fuel and use on the basis of short run, own price elasticities.

Like the residential end use model, this model had the capability to

incorporate explicit fuel substitution and separate price effects into fuel

choice, efficiency, and usage components. In addition, it also provided

the capability to separate price induced conservation from mandated con

servation and incorporate building and appliance efficiency standards.
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The Commercial Statistically Adjusted End-Use Model
Like the residential SAE model, the commercial model estimates per cus

tomer usage as a function of heating, cooling, and other end use equip

ment. That is,

Use per customert ¼ a1 Xheatt þ a2 Xcoolt þ a3 Xothert þ et ð9:14Þ
Both models are similar in structure; however, in the case of the com
mercial model, output (or real gross state product) is substituted for income

in the use variables. Also, like the residential models, regions are divided

into nine census divisions and the requisite data can be obtained from

the EIA, which is used in the Commercial Demand Module of NEMS.
Industrial models
Both EPRI and ORNL also produced industrial end use models. However,

given that many industrial customers export their products, service territory

characteristics have not proven to be the best explanatory variables and end

use models have not worked well. Given this and that some industries are

more energy intensive than others, macroeconomic variables tend to be

better in forecasting industrial sales. For example, the Industrial Production

Index (IPI) for a particular industry (steel, for example) will likely prove to

be an important regressor in the forecast of electricity sales to a steel mill or

industries that utilize steel in the production process of the ultimate output

being produced (autos, for example). However, with this said, certainly,

microeconomic variables also come into play. Clearly, the price (or rate)

paid for electricity is an important factor. In many cases, it can mean staying

in business, closing a plant, or relocating facilities (and jobs) elsewhere.

This chapter provides a brief history and overview of electricity

demand forecasting models, including data sources and some other issues

of interest. It is in no way meant to be complete nor comprehensive since

there are many fine textbooks on the subject.
APPENDIX 9.1 A NESTED-LOGIT MODEL FOR DETERMINING
HEATING AND COOLING CHOICE: EXAMPLE

An (advanced) example can be used to illustrate a nested logit model for

heating and cooling choice in new homes. At his Web site, Kenneth Train

provides an example that uses the following choices:

1. Central cooling with a gas furnace.

2. Central cooling with an electric furnace.
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3. Central cooling with electric room heating (resistance heating).

4. Heat pump (central heating and cooling).

5. No central cooling, gas furnace.

6. No central cooling, electric furnace.

7. No central cooling, electric room heating.

The state of California provides excellent data sources on installed costs as

well as operating costs for these choices so that the shares can be calculated

(via equation (9.8))

Recalling that the individual consumer’s utility function is given by

equation (9.7):

Uij ¼ Vi þWij þ eij

where
Figu
Vi ¼ utility from cooling choice i.

Wij ¼ utility from heating choice j given cooling choice i.
Specifically, Figure 9.8 displays the nested logit structure of the consu

mer’s utility maximization problem.

That is, from equation (9.7),

Wij ¼ a1Alt1þ a2Alt2þ a3Alt3þ bHICHICi

þ bHOCHOCi þ dincrIncri þ ei
ð9A:1Þ
Individual

Heating system:

Furnace (Gas or Electric)

or

Resistance (Electric)

Heating system:

Furnace (Gas or Electric)

or

Resistance (Electric)

Central Air Conditioning Room Air (or None)Heat Pump

Heat Pump:

Air or Ground

re 9.8 Nested-logit structure of consumer’s utility maximization

image of Figure 9.8
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and

Vi ¼ bCICCICi þ bCOCCOCi þ dinccIncci þ ei ð9A:2Þ
where
5

Fo
Alt1–Alt3 ¼ binary variables for alternatives 1–3 (central air, heat

pump, no air).

HIC, CIC ¼ installation costs of heating (HIC) and cooling (CIC).

HOC, COC ¼ operating costs of heating (HOC) and cooling (COC).

Incr, Incc ¼ binary variables for income � room heating and income

� central cooling options.
These equations, (9A.1) and (9A.2), are estimated via the following steps:

1. Estimate heating equipment choice parameters (conditioned on AC

choice i), bHIC and bHOC:

Wij ¼ bHICHICij þ bHOCHOCij þ eij ð9A:10Þ
The conditional probability of choosing heating option j given the
r

choice of cooling option i can be expressed as:
Pij ¼ exp ½Wij=ð1� yÞ�=
X

J
exp½WiJ=ð1� yÞ�; for all j 2 J ð9A:3Þ

where y is the parameter for the generalized extreme value (GEV) dis
tribution. It measures the correlation between the error terms of the

heating technologies and cooling equipment choices. In this case, y
¼ 0.6526.5 Estimation allows one to calculate the index of aggregate

characteristics at the lower level, which is known as the inclusive

value. This is given by
Ii ¼ ln
X

J
eWiJ

� �
ð9A:4Þ

2. Estimate the cooling equipment choice parameters, bCIC and bCOC:
Vi ¼ bCICCICi þ bCOCCOCi þ ei ð9A:20Þ
where the marginal probability of choosing cooling option i is given by
Pi ¼ expðVi þ yIV Þ=
X

I
expðVi þ yIV Þ; for all i 2 I ð9A:5Þ
Fðe11 . . . eijÞ exp
X

i

X
j
expðeij=ð1 uÞ

h ið1�uÞ� �

consistency with utility maximization, 0 < u < 1.



Table 9A.1 Nested-Logit Model Results
Parameter Estimate t-statistic

a1 2.82 5.92

a2 2.69 2.53

a3 12.04 5.01

bHIC –0.0069 –5.80

bHOC –0.0270 –5.50

bCIC –0.0035 –3.84

bCOC –0.0231 –2.85

dIncr –0.3590 –4.05

dIncc 0.2499 4.84

y 0.6526 3.27
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Estimation results are provided in Table 9A.1.

As indicated in Table 9A.1, all estimated coefficients are statistically dif

ferent from 0.

McFadden’s likelihood ratio test is analogous to R2 in linear regression

models. In this case,

R2
M ¼ 1 ln L=ln L0 ¼ 0:8641

Given the results obtained in Table 9A1, the share (i.e., probability of
choosing) of heating when cooling is given by the conditional probability,

Pji, which is expressed as

Pji ¼ exp ð2:82� Alt1þ 2:69� Alt2þ 12:04� Alt3 0:0069�HIC

0:027�HOCi 0:3590� IncrÞ=
X

J
expð2:82� Alt1þ 2:69

� Alt2þ 12:04Alt3 0:0069�HIC 0:027�HOCi 0:3590
� IncrÞ

and the marginal probability, Pi, is given by
Pi ¼ expð 0:0035� CICi 0:023� COCiþ 0:25� Incci þ 0:6526

� IV Þ=
X

I
expð 0:0035� CICi 0:023� COCi þ 0:25� Incci

þ 0:6526� IV Þ

where IV ¼ ln
P

J exp(Wij), the natural log of the denominator of Pji.
Note: Pji and Pi are analogous to

sharen ¼ expðUnÞ=
X

N
expðUN Þ ð9A:6Þ

The results from these calculations are displayed in Table 9.1.
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APPENDIX 9.2 THE COMPONENTS OF THE EIA’S AEO 2009
MODEL

1. Macroeconomic Activity Module

2. International Energy Module

3. Residential Demand Module

4. Commercial Demand Module

5. Industrial Demand Module

6. Transportation Demand Module

7. Electricity Market Module

8. Oil and Gas Supply Module

9. Natural Gas Transmission and Distribution Module

10. Petroleum Market Module

11. Coal Market Module

12. Renewable Fuels Module

Appendix. Handling of Federal and Selected State Legislation and Regula

tion in the Annual Energy Outlook: The Energy Independence and

Security Act of 2007 (EISA07)

From the Commercial Demand Module: EISA 2007
The EISA07 legislation passed in December 2007 provides standards for the fol-

lowing explicitly modeled commercial equipment. The EISA07 requires specific
energy efficiency measures in commercial walk-in coolers and walk-in freezers
effective January 1, 2009. Incandescent and halogen lamps must meet standards
for maximum allowable wattage based on lumen output starting in 2012 and
metal halide lamp fixtures using lamps between 150 and 500 watts are required
to have a minimum ballast efficiency ranging from 88 to 94%, depending on
ballast type, effective January 1, 2009.
The EISA07 requirement for Federal buildings to use energy efficient lighting fix-

tures and bulbs to the maximum extent possible is represented by adjusting the
proportion of the commercial sector assumed to use the 10-year Treasury Bill rate
as an implicit discount or hurdle rate for lighting.
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In this chapter, we examine the various methodologies by which rates are

set under regulation and the reasons that these rarely lead to a Pareto effi

cient outcome, which occurs when no one is made better off if someone

else is made worse off. In fact, only by pricing at marginal cost, which is

both allocatively and productively efficient (and maximizes welfare), does

such an outcome result, and this is the theme of this chapter.
10.1 THE DEBATE ON THE OPTIMAL PRICING
OF ELECTRICITY: A BRIEF HISTORY

The idea of marginal cost pricing is not new; for centuries, economists

have espoused that pricing goods and services at marginal cost is both allo

catively and productively efficient. In the case of electricity, it was actually

two engineers who, in the late 19th century, argued for marginal cost pric

ing, also known as time-of-use or real-time pricing. The following excerpt

contains a nice synopsis of the history of the debate on the optimal pricing

of electricity, which requires an accurate estimation of the marginal cost of

providing service to various types of end users (residential, commercial,

industrial, etc.).

In the introduction to his treatise on demand response and efficient

pricing, “Renewed Interest in Demand Response, but ‘Whither the Eco

nomic Rationale for Efficient Pricing?’” which appeared in the USAEE

Dialogue in August 2007, John Kelly (president of the American Public

Power Association), wrote: “The time for implementing practical marginal

cost pricing programs is long overdue, and almost anything that

encourages marginal cost pricing is beneficial, whether under the guise

of demand response or otherwise. However, it is appropriate to ask

whether current analyses and discussions of demand response—which have

become a cottage industry—are producing more heat than light on the

subject because they stray from basic notions about economic costs.”

This is an excellent point and in the next two sections he provides a

brief history of the concept of marginal cost pricing applied to electricity,

which I reprint here with Mr. Kelly’s consent.
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II. Demand Response Proposal More than a Century Old
Professors John Neufeld and William Hausman tell us that in 1894 engineer
Alfred Gibbings made the case for time-of-use rates in terms that “came quite
close to holding that prices should equal marginal costs.” He criticized rates
based on demand charges on grounds that are essentially the same as those
modern economists use to criticize such charges. Neufeld and Hausman go on
to note that W. S. Barstow, an engineer like Gibbings, was another early advo-
cate of time-of-use rates and argued for the principle of marginal cost pricing.
In 1895 at a meeting of the Association of Edison Illuminating Companies (AEIC),
he argued that a utility should charge “customers a low rate during the light
load” periods. Particularly interesting is Barstow’s rationale for adopting time-
of-day rate structures: The two-rate system seems to produce two desired results:
1. The broadening of the maximum peak, and
2. An equally important result, the increasing of minimum peaks; that is it

encourages the forming of peaks during the minimum period of the load
curve.

This justification is especially important because it states a central rationale for
the principle of marginal cost pricing. It recognizes the implications of such pric-
ing for economic efficiency of electricity production and lowering costs, specifi-
cally by designing rate structures to improve the utilization of electricity plants
and to lower average costs. It seems that engineers, like Gibbings and Barstow,
were the first to recognize the important connection between time differentiated
rates, capacity utilization, and costs. Hausman and Neufeld “found no evidence
that professional economists had any input into the electric power industry’s dis-
cussion about rate structures” during the very early years of the industry. But
when economists eventually enter discussions about rate structures “they imme-
diately embraced time-of-day rates on the basis of marginal cost considerations,
even though they did not use the term ‘marginal cost.’” For example, in a 1911
paper titled “Rates for Public Utilities,” John Maurice Clark advocated prices based
on marginal cost: If consumers can make extra demands on the utility without
paying as much as the extra expense they are causing, they are likely to make
wastefully large demands on it . . . But any consumers who cannot make extra
use of the utility without paying many times more than the extra expense they
would be causing, will skimp on their use, and the tendency will be to keep
the plant in wasteful idleness.”
About ten years later, economist George Watkins wrote one of the first books,

Electric Rates, devoted solely to the pricing of electricity. Hausman and Neufeld
found that “the justification for differential rates was clear” to Watkins; it “was to
improve the efficiency of resource allocation. Differential rates existed solely to
improve the utility load factor and Watkins emphasized rates reflecting marginal
costs as the way to achieve this greater efficiency and enhance social welfare.”
The main reason customers should be charged more during peak periods than
nonpeak periods, Watkins said, was to encourage consumption during nonpeak
hours, thereby making better use of utility plants and lowering the average cost
of electricity.
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The emphasis on the importance of marginal cost as a guide to efficient pric-
ing and the efficient use of existing resources was continued in the 1930s with
Harold Hotelling’s classic paper “The General Welfare in Relation to Taxation
and of Railway and Utility Rates.” James Bonbright at the time considered Hotell-
ing’s “one of the most distinguished contributions to ratemaking theory in the
entire literature of economics.”
From the late 1940s to the end of the 20th century, Professor William Vickrey was

among the leading proponents of efficient pricing of utility services. He urged that
electric rate structures should “be developed by careful weighing of the relevant fac-
tors with a view of guiding consumers to make efficient use of facilities that are
available.” He argued that electricity should be priced based on short-run marginal
cost, and although the principle need “not in practice to be followed absolutely, it
must play a major and even dominant role in the elaboration of any scheme of
rates or prices that seriously pretends to have a major motive of the efficient utili-
zation of available resources and facilities.” More broadly, marginal cost principles
are recognized as the starting point for the proper pricing of goods and services.
Thomas Nagle and Ronald Holden tell managers in other industries that “not all

costs are relevant for every pricing decision.” Relevant costs are “costs that are
incremental (not average), avoidable (not sunk).” They go on to note that relevant
costs are “those that actually determine the profit impact of the pricing decision.”
Unfortunately, most discussions of demand response obscure the compelling

economic logic that prices should reflect the time-varying cost – the marginal
cost – of electricity service so that existing facilities are used more efficiently
and rates are lower than under existing ratemaking practices based on fully allo-
cated cost accounting practices.
III. A Renewed Interest in Demand Response, But “Whither the Economic
Rationale for Efficient Pricing?”
The last time there was such high interest in demand response as there is today
was in the late 1970s after the Public Utility Regulatory Policies Act was enacted.
A large part of the recent interest is due to the disconnect between the time-vary-
ing prices of electricity in spot markets and the essentially nonvarying prices
charged in retail markets.
In 2004, the Government Accountability Office issued a report that concluded

that increased use of demand response would improve efficiency in the electric
utility industry and recommended that state utility commissions do more to pro-
mote demand response programs. The Energy Policy Act of 2005 directed the Sec-
retary of Energy to provide “Congress with a report that identifies and quantifies
the national benefits of demand response and make a recommendation on
achieving specific levels of such benefits.” The U.S. Department of Energy (DOE)
early the following year issued a report titled “Benefits of Demand Response in Elec-
tricity Markets and Recommendations for Achieving Them.” The act also instructed
the Federal Energy Regulatory Commission to assess the use of demand response
programs and related metering technologies in the nation, and in August 2006
the FERC released the results of an industrywide survey. In addition, states have
showed renewed interest in demand response. For example, the state of California
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commissioned a study to evaluate the benefits of so-called “critical peak pricing”
that would allow sharply higher prices during critical peak times.
But what does the term “demand response” mean? The term is variously

defined, but DOE’s definition is representative: Changes in electricity usage by
end-use customers from their normal consumption patterns in response to
changes in the price of electricity over time, or to incentive payments to induce
lower electricity use at times of high wholesale market prices or when system reli-
ability is jeopardized.
The DOE report says that states should consider aggressive implementation of

price-based demand response a “high priority.” They should do this because “flat,
average-cost retail rates that do not reflect the actual cost to supply power lead
to inefficient capital investment in new generation, transmission, and distribution
infrastructure and higher electric bills for consumers.”
More specifically, it states that:

“ [The] disconnect between short-term marginal electricity production costs
and retail rates paid by consumers leads to an inefficient use of resources.
Because customers don’t see the underlying short-term cost of supplying
electricity, they have little or no incentive to adjust their demand or sup-
ply-side conditions. Thus, flat electricity prices encourage customers to
over-consume relative to an optimally efficient system in hours when elec-
tricity prices are higher than average rates, and under-consume in hours
when the cost of producing electricity is lower than average rates. As a result
electricity costs may be higher than they would otherwise be because high-
cost generators must sometimes run to meet the non-price responsive
demands of consumers.”
These are cogent words, but how do we put them into practice? That

is where the topic of rate design comes into play.
10.2 RATE DESIGN

In the introductory chapter, the utility’s revenue requirement is introduced;

that is, the amount of dollars that must be collected from ratepayers to

recover the utility’s expenses (and required return, in the case of inves

tor owned utilities) for the period during which such rates would be in

effect. However, until now, no discussion has examined how the revenue

requirement would be allocated among different customer classes nor

the various methodologies by which said revenue requirement would be

recovered. And this is the objective of this chapter: to present the various

methodologies employed in the process of rate recovery and some of the

consequences that could emerge as the result of nonoptimal rate making

mechanisms. In essence, what we are once again talking about is how to
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design rates to motivate both producers and consumers to make appropri

ate choices and behave in an optimal manner in terms of consumption,

investment, and conservation.

Formally, the rate design process is that which determines how the rev

enue requirement will be allocated among the various customer classes. At

best (and at the highest level), it is presumably determined according to

the cost that each class imposes on the system, which is also known as

cost of service regulation. However, politics often enter into the mix

and certain customer classes do not necessarily pay the full cost that servic

ing them imposes on the system (i.e., their cost of service). As such, the

issue of cross-subsidy is pervasive and an important consideration. Residen

tial customers are voters and are well represented at utility rate proceedings

(by the states’ Attorneys General office); as such they are often subsidized

by the larger classes, which is discussed later in this chapter.
More about rate design: In theory
As said, the rate design process determines the portion of the revenue

requirement to be recovered by each customer class and the methodology

by which it will be recovered; that is, fixed versus usage charges.

In most cases, the process begins with a cost of service study per

formed by the utility. It attempts to classify the costs of generation, trans

mission, and distribution among the components of such costs (i.e.,

customer, energy, and demand charges) by the various customer classes

(residential, commercial, industrial, and other). In some cases, these costs

are further delineated by season (winter or summer) and even by time of

use (peak vs. off peak, or more frequent).

More formally, the rate design process consists of the following steps:

• Determination of total costs and revenue requirements.

• Functionalization of costs.

• Classification of costs.

• Identification of rate classes.

• Design of end user rates.

Each will be discussed in turn.
An overview of the rate design process
Total revenue requirements
Total revenue requirements are the total costs incurred by the utility in the

provision of service. It is the amount to be recovered from ratepayers as
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authorized by the state’s public regulatory commission. In the determina

tion of this amount, costs are grouped into capital, operations and mainte

nance (O&M), administrative, and taxes. The revenue requirement (or

total cost of service) is the sum of the return on undepreciated capital

investment and all other expenses. The standard equations for revenue

requirements are1

RR ¼ ðRBÞ � r þ E þDþ T þO ð10:1Þ
and
RB ¼ ðPV CDÞ ð10:2Þ
where RR ¼ revenue requirements; r ¼ allowed rate of return; RB ¼ rate
base; E ¼ operating expenses; D ¼ annual depreciation; T ¼ taxes;

O ¼ other expenses; PV ¼ plant value (investment in plant); CD ¼
cumulative depreciation.
Functionalization and classification of costs
Utilities are required to keep a detailed accounting of their costs, which

can be grouped by major category, such as utility plant, operating expen

ditures, and taxes. Under each of these a number of subaccounts exist; for

example, utility plant may include land and right of way, plant equipment,

and other structures and improvements. For the purpose of rate

design, costs from the different categories are grouped by operating func

tion: generation, transmission, and distribution. This is the process of

functionalization.

Once functionalized, these costs are further broken down by their con

sumption or cost causation characteristics, which includes demand (or

capacity), energy related (the cost of fuel), customer related (metering

and billing), and revenue related (tax receipts and some overhead costs)

(Harunuzzaman and Koundinya, 2000).
Determination of rate classes
The next step is to separate customers into rate classes so that the costs of

servicing each can be determined. Rate classes are defined by certain char

acteristics that are common among the members, such as size (or usage
1 See Harunuzzaman and Koundiny. “Cost Allocation and Rate Design for Unbundled Gas Services,”

2000, for more details.
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level), load factor,2 and customer type (i.e., residential, commercial,

industrial).

Once this is done, costs are allocated to each rate class. In some cases,

the causation is clear cut: Installing a meter in a residence is a customer

related cost to the residential rate class. However, often, the delineation

is not so evident. Joint or common costs characterize public utilities; in

fact, these attributes give rise to their being natural monopolies. In the case

of electricity, the transmission lines provide service to all customer rate

classes. Clearly, the allocation of transmission and related costs is a difficult

undertaking.

Joint (or common) cost allocation
The most common method of allocating joint costs is the fully distributed

cost (FDC), which assigns costs on the basis of the relative demand of each

rate class. Based on embedded costs, this method uses various techniques

to allocate costs to each classification of service (Harunuzzaman and

Koundinya, 2000). The classifications of embedded costs are

• Demand or capacity costs. Including coincident and noncoincident

peak, and average and excess (again see Harunuzzaman and Koundinya,

2000).

• Commodity or energy costs. Typically based on the share of total

energy consumed by each customer class.

• Customer costs. Generally tied to the number of customers in a

given class.

Allocation of fixed costs
While seemingly simple, the allocation of fixed costs among customer

classes can be difficult. In the case of electricity, often, the fixed costs

(i.e., customer charges or entry fees) paid by residential customers is differ

ent from those paid by commercial and industrial consumers. In addition,
2 Load factor is an index of a customer’s consumption pattern, defined as the ratio of average

consumption to peak consumption. Low load factor customers, such as residential and small

commercial customers, tend to have a spiked consumption pattern, characterized by high peak

consumption relative to their average consumption. High load factor customers, on the other hand,

tend to have a flatter consumption pattern, with their peak consumption closer to their average

consumption. Load factor is an important determinant of cost allocation. It generally costs more to

deliver a unit of energy to a low load factor customer than to a high load factor customer since the

former imposes a relatively high capacity cost on the system, which needs to be recovered from

fewer units of energy (Harunuzzaman and Koundinya, 2000).
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the latter tend to pay demand charges based on the maximum demand

(monthly) that serving them imposes on the system.

Later, it will be demonstrated that two part tariffs can be beneficial and

increase total surplus (although not necessary to increase consumer and

producer surplus equally, which is a different matter; rates are not designed

for equality but for fairness—the distinction is important). Seemingly, it is

straightforward to calculate an appropriate entry fee (and in the Exercises

at the end of the chapter you will). In the real world, demand functions

are not necessarily known (nor are supply or cost functions) so other

methodologies must be employed.

As stated, one methodology of allocating common costs, such as the

costs of generation, transmission, and distribution, is known as fully

distributed cost pricing. Under this method, the regulator

1. Allocates the costs to serve a particular customer to that customer.

2. Divides common costs among customers.

For many years utilities have been using cost, output, and revenue data

from the most recent 12 months (the test period) to be used in the alloca

tion of costs by function and by customer class. In some cases, price elasti

cities have been used, but these are often difficult to ascertain, especially

under the conditions that prevailed in the 1980s and early 1990s; declining

(or flat) energy costs yield little in the measurement of customer response

to price changes. According to Brown and Sibley (1986, p. 49), “price

elasticities of demand have no place in setting FDC rates, except perhaps

in forecasting revenue, so FDC prices will generally be much different

from Ramsey prices.”

Although the most widely used, the FDC pricing methodology pro

vides no incentive to increase efficiency, since it is an average cost rather

than setting prices based on marginal cost. And then there is the issue of

cross subsidization, which is discussed in an upcoming section

Design of end-user rates
Rates (or tariffs) typically comprise fixed charges (customer access/entry

fee) and variable charges (those that apply on a per unit consumed basis),

which are generally called energy charges. However, often, the energy

charges include some demand related costs. This is especially true in the

residential and smaller commercial rate classes.

The energy charge can be constructed in a variety of ways:

• Block rates (uniform or linear, increasing or declining), which may

vary by season, day of the week, or time of day.
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• Marginal cost pricing.

• Average cost pricing.

As said, these often vary by class of customer. But which of these yield

prices (i.e., rates) that result in the most efficient allocation of resources and

sends the appropriate signal to end users to give them the incentive to use

electricity wisely? In other words, which represents an optimal rate design?
10.3 THE THEORY OF EFFICIENT PRICES

The introductory chapter (and the common theme of this book) purports

that pricing at marginal cost is both productively and allocatively efficient.

But what, exactly, does this mean? Let us start with a basic definition and

build on it. First, what is economic efficiency? And, how is it attained?

Simply put, economic efficiency means maximizing the level of output

while minimizing the amount of (and cost of ) inputs, the latter also are

known as the factors of production (e.g., labor and capital). But, is this all?

Is it really this simple? Or, is there some deeper, more complex underlying

issue here? Actually, the answers to these questions are yes and no.

Figure 10.1 displays a market in equilibrium, which yields price ¼ P�

and output level Y�. In this situation, both producer (PS) and consumer

surplus (CS) are maximized; as such, a Pareto efficient outcome emerges,

which means that no one can be made better off without anyone else’s

being made worse off.
Supply
(Marginal Cost)

Demand

Y* Y

P*

P

CS 

PS 

Figure 10.1 Consumer and producer surplus in a competitive market paradigm
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In Figure 10.1, marginal cost pricing (the supply curve above average

variable cost, not shown) maximizes total welfare, which is equal to the

consumer surplus (CS) plus producer surplus (PS). Thus, a Pareto efficient

outcome is attained.

But is it really this simple? In the case of regulated utility industries, the

answer is clearly no; such entities are regulated because they are “natural

monopolies,” requiring investments that are highly sunk so that duplica

tion would be wasteful and competition infeasible. As such, both fixed

and variable costs must be incurred (and recovered) to provide service to

end users, which is the reason that regulated firms often charge both fixed

and variable charges to end use customers.3 The next section provides a

review and overview of methodologies employed in pricing such services.

Efficient public utility pricing
In the adoption of efficient pricing for the regulated firm, three concepts

are worth noting:

1. Efficient prices are those that maximize total welfare.

2. Changes in prices can create “winners” and “losers.” However, it is

possible that the “winners” can compensate the “losers” in some fash

ion so as to render them better off than before the change.

3. Since the firm typicallymust break even out of its own sales revenues (i.e.,

no government subsidy or taxes), it is likely that total welfare is reduced.

Regarding the first point, the absence of competition creates the ability

for producers to gain at the expense of consumers. Figure 10.2 illustrates

this point nicely. (Note: Marginal cost is constant for simplicity.)

In the absence of regulation, the monopolist maximizes profit by pro

ducing a level of output, YM, which equates marginal revenue (MR) and

marginal cost (MC). Because the demand curve (D) slopes downward, the

price charged in the market is P M, which is well above the price that

would result in a competitive market (P�). In addition, market output is

below that which would occur were competition present (Y�).
What has occurred is a transfer of surplus from the consumer to the

producer, which is equal to the area of the rectangle above P� below the

demand curve. That is,

DPS ¼ ðPM P�Þ � YM ð10:3Þ
3 This is not the quarrel here but rather the fact that, often, the variable charges do not necessarily

reflect the true marginal cost of supplying electricity.
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In addition, the consumer (and society) has lost the surplus associated with

the area of the triangle, which is given by

DCS ¼ 1⁄2 � ðY � YMÞ � ðPM P�Þ ð10:4Þ
The latter, known as the deadweight loss, represents the lost output that
has value to society. To the point expressed in the second concept, even

if it were feasible for some type of tax or subsidy to be created to compen

sate consumers the initial loss in surplus (given by equation (10.3) or that

lost to the producer), the deadweight loss is not able to be compensated

and is truly a loss to society.

Example 10.1
A monopolist has the following cost structure:

TC ¼ 500þ 20Q ð10:5Þ
Market demand for its product is given by
P ¼ 100 Q ð10:6Þ
What profit maximizing output and price will prevail in the market?
Setting MR ¼ MC and solving for Q� and P� yield

Q� ¼ 40

and
P� ¼ 60

image of Figure 10.2
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which yields

Profit ¼ total revenue total cost, or

Profit, or producer surplus, ¼ $1100

In this case, consumer surplus has been reduced and transferred to the
producer in the form of profit (i.e., producer surplus). In addition, there

is a deadweight loss, which is entirely absorbed by the consumer.

Ramsey prices: A second-best option4

The discussion thus far illustrates the reason(s) that price regulation is nec

essary in the case of public utilities, which also motivates a discussion on

the third concept introduced previously. The first best option of marginal

cost pricing does not work; the presence of fixed costs means that a regu

latory structure that sets price equal to marginal costs implies that all costs

will not be recovered in rates. One solution (in the case of other countries)

is that the government imposes a tax (or a subsidy) so that fixed costs are

recovered. However, in the United States, the absence of taxes or govern

ment subsidies implies that utilities must at least break even from their sales

revenues. In addition, in the case of investor owned firms, they must earn

a “fair return” to shareholders (this is typically determined by the public

utility regulatory commission in each state).

And this is where reality also sets in: Marginal costs are not constant,

and over the relevant range of output, it is likely that average costs

(embedded or fixed costs) are above marginal costs so that marginal cost

pricing does not allow the firm to break even. Furthermore, neither mar

ginal nor average cost is constant (or even linear, for that matter), which

adds an additional element of complexity. This situation is illustrated in

Figure 10.3.

In Figure 10.3, average costs exceed marginal costs over the relevant

range of output, so that marginal cost pricing does not allow the firm to

break even. One option is the two part tariff, which charges a fixed charge

that approximates the differential between average and marginal cost. In

reality, this is far more complex an undertaking.

A breakeven constraint implies the presence of fixed costs that must be

recovered in some fashion. The fact that such costs are common to all
4 Formally, Ramsey pricing is a linear pricing scheme designed for the multiproduct natural

monopolist (see Frank Ramsey. “A Contribution to the Theory of Taxation,” Economic Journal,

March 1927).
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classes of customers necessitates the ability to allocate these costs among

these classes (e.g., residential, commercial, industrial). For now, let us focus

on one solution to this problem. An example from Brown and Sibley

(1986) illustrates this point nicely.

Example 10.2. A two-period electricity pricing example
Suppose there are two periods, off peak and on peak, and the quantity

demanded (Qi) in each period is given by

Q1 ¼ 720 4000 P1 ð10:7Þ
and
Q2 ¼ 180 1000 P2 ð10:8Þ
Note: That there are two equations implies that there are two different
prices (and levels of output).

Fixed costs are $2.00 and marginal costs (ci) are equal to

c1 ¼ $0:09

and
c2 ¼ $0:02

Also note that the marginal cost of electricity is much less expensive in the
off peak period, which is not surprising, (Why?)

The firm’s objective then is to earn total revenue (TR) so that total

costs (TC) are covered, which implies that

TR ¼ TC

image of Figure 10.3
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More specifically,

TR ¼ P1ð720 4000 P1Þ þ P2ð180 1000 P2Þ ð10:9Þ
and
TC ¼ $0:09� ð720 4000 P1Þ þ $0:02� ð180 1000 P2Þ þ 2:00

ð10:10Þ
In this example, several pairs of prices satisfy the firm’s breakeven con
straint and the objective then becomes to find that pair that yields the lowest

deadweight loss, which according to Brown and Sibley (1986), is that

P1 ¼ $0.09 (equivalent to marginal cost) and P2 ¼ $0.034 (above marginal cost);

in essence, the off-peak users absorb the entire fixed cost. Does this appear to be an

efficient outcome?Why or why not? (As an exercise, you will show that this

minimizes the deadweight loss and, as such, is the most efficient outcome.)

Ramsey pricing: The “second-best” option
Since the first best option (i.e., marginal cost pricing) is not necessarily

feasible in the presence of fixed costs, a “second best” option is now pre

sented. In the most basic form, the most efficient uniform5 second best

prices are those that

Maximize total surplus with respect to price ðP1, P2, . . . , PnÞ
subject to PS ¼ F, where F ¼ fixed costs of the firm.
What this entails is, in essence, finding the markup over marginal cost

in each market (or customer class) that reduces total surplus by the least

amount. This amounts to increasing the price more in markets (i.e., cus

tomer classes) that are less sensitive to changes in price, which is equivalent

to a lower price elasticity of demand.6 That is,

Markup ¼ ðPi ciÞ=Pi ¼ l=ei ð10:11Þ
where
5 Un
6 Fo

Th

e is
tha
Pi ¼ price in market i.

ci ¼ marginal cost.
iform (or linear) prices are those that do not vary with output.

rmally, price elasticity of demand is given by

e @Q=@P � P=Q

is measures the percentage change in quantity demanded that results from a change in price. When

less than unity, the quantity demanded is inelastic (insensitive) to changes in price. When greater

n unity, the quantity demanded is said to be elastic.
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l ¼ a proportionality constant.

ei ¼ price elasticity of demand in market i (or customer class i).
Also known as the inverse elasticity rule (IER), this pricing rule is a well

known result in the literature on efficient public utility pricing. Formally,

this rule states that the price that maximizes social welfare (TS) subject to a

profit constraint exceeds marginal cost by an amount that is inversely pro

portional to elasticity of demand.

Another way of expressing equation (10.10) is that (for a two output

market)

l ¼ ½ðPi ciÞ=Pi� � ei ¼ ½ðPj cjÞ=Pj� � ej, for j 6¼ i ð10:12Þ
What this implies is that for any pair of markets (or customer classes), the
percentage increase over marginal cost, weighted by the price elasticities of

demand, should be equal to l, which is known as the Ramsey number

(Brown and Sibley, 1986).
Example 10.1 (continued). Marginal cost pricing
in the presence of fixed costs
(This example is reprinted with consent from Rothwell and Gomez, 2003,

p. 94.) An electric utility has the following cost structure:

TC ¼ 500þ 20Q ð10:13Þ
Market demand for its electricity is
P ¼ 100 Q ð10:14Þ
If price is set at marginal cost, what is the electric utility’s profit?
Solution: Setting price equal to marginal cost implies that

P ¼ 20 andQ ¼ 80:

As such,
Profit ¼ Total Revenue Total Cost, or

Profit ¼ ð100 QÞ �Q 500 20Q

At Q ¼ 80,
Profit ¼ $500

(As an exercise you will verify this.)
Not surprising (due to the presence of fixed costs), the first best opti

mal pricing (i.e., price equal to marginal cost) strategy does not allow
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the firm to recover all of its costs and a loss of $500 occurs. This situation is

displayed in Figure 10.4.
Another option: Average-cost pricing
At first blush, one might think that a feasible solution is to set the price at

the average cost; after all, this seems to address the utility’s need to recover

all costs associated with providing service. And, given the situation

depicted in Figure 10.4, the price charged (and the quantity delivered)

does not seem to diverge much from the optimum, which occurs when

price equals marginal cost. But appearances can be deceiving, as we will

see in the continuation of this example. (Nonetheless, average cost pricing

is one of the most popular rate making mechanisms employed by utilities

(and accepted by regulators in the United States).
Example 10.1 (continued)
Next, if the price is set at the average cost, what are the equilibrium price

and output? Setting price equal to average cost yields

100 Q ¼ 20þ 500=Q ð10:15Þ

image of Figure 10.4
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Solving for the equilibrium output, Q�, requires the use of the quadratic

formula, which implies that

Q2 þ 80Q 500 ¼ 0 ð10:16Þ
Solving for Q� yields two solutions: Q� ¼ 6.8 and Q� ¼ 73.2, but
only the former is feasible. (Why?) This yields a price ¼ $93, which is

significantly higher than the first best solution (which sets price equal

to marginal cost).

What deadweight loss is associated with this pricing scheme? In this

case, the deadweight loss can be approximated by

DWL ¼ 1⁄2 � ð$93 $20Þ � ð80 6:8Þ ð10:17Þ
or
DWL ¼ $2672

In this example, the differential between the average cost pricing
scheme (or mechanism, which is often employed in the United States)

and that which represents the first best solution (or even marginal cost

pricing with fixed charges to recover fixed costs) is substantial; not only

does a significant deadweight loss occur, but the price paid by consumers

is significantly higher that it would have been under an optimally designed

pricing scheme.
10.4 TWO-PART TARIFFS

Example 10.1 shows that, even though average cost pricing allows the

firm to recover all of its costs, allocating fixed costs to a variable charge

results in a deadweight loss to society. Another option, and one that is used

throughout the industry, is the two-part tariff, which allows that fixed costs

be recovered via fixed charges while variable costs are recovered by mar

ginal cost pricing. Originally suggested by R.H. Coase (1946), the struc

ture of this tariff is that the usage charge is set equal to marginal cost and

the entry charge (or fixed component) is set equal to the regulated firm’s

total fixed costs, which are divided by the number of users, so that each

customer pays the firm’s average fixed cost. As such, the firm’s total costs

are covered and, since the price paid for each unit (the usage charge) is

equal to marginal cost, the deadweight loss is eliminated. Total surplus is

unaffected (there is, however, a transfer of surplus from the consumer to

the producer). This is often called an optimal two part tariff. (Note: It is
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Figure 10.5 “Optimal” two-part tariff in which perfect price discrimination allows the
producer to extract the entire consumer surplus as a fixed (or entry) fee; clearly, it is
optimal for the producer but not for the consumer
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optimal for the producer, who extracts the entire consumer surplus.) This

is displayed in Figure 10.5.

Example 10.1 (continued). A two-part tariff
The firm depicted in this example requests that the state public regulatory

commission allows it to recover its costs via a two part tariff, which, it

argues, is more efficient than average cost pricing. (Why?) Given this,

what fixed charge (or entry fee) will appear on the customer’s bill?

Recalling that the consumer surplus is the shaded area in Figure 10.5,

we have

CS ¼ 1⁄2� ð100 20Þ � 80

This yields
CS ¼ $3200

Under this pricing mechanism, the consumer is sent the appropriate price
signal, there is no deadweight loss, and the producer recovers all of its costs.

Two-part tariff with different customer classes
An interesting twist occurs when a second class of customer is distin

guished. In this case, the optimal two part tariff would dictate that the

entry fee (F ) be allocated between the two classes and that each could

image of Figure 10.5
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pay a usage fee (P ) that equals a common marginal cost (c) so that the firm

recovers its total costs. That is,

TC ¼ F þ ðQ1 þQ2Þ � c ð10:18Þ
where Q2 < Q1. In other words, the customers in the second group are
much smaller users (consuming Q2) than those in group 1 (consuming Q1).

In addition, suppose that the consumers in group 2 are not willing to pay

the same entry fee as those in the first group; after all, they are not consuming

as much output and it could be that the fixed fee more than offsets the gains

from marginal cost pricing (compared to average cost pricing), so that a neg

ative consumer surplus would be earned by the customers in group 1. That is,

they could elect to drop out of the market and consume nothing, whereby

they would earn zero consumer surplus, which is clearly better than a negative

surplus. In this case, how would a two part tariff be constructed, especially if

the customers in group 2 are clearly better off with group 1 in the market?

(Why?) They might even be willing to pay a higher entry fee, thus subsidizing

the customers in group 1, which is not an uncommon occurrence (see “Aside:

The issue of cross subsidization in utility rate making,” later in this chapter).

Alternately, one of the groups may be willing to pay a usage fee that is

above the marginal cost but below what would be charged under average

cost pricing, such as P� in Figure 10.6.
e

f

      d 

cb

D2D1

Pmc

P∗

Q1 (Pac) Q1 (P∗),
Q2 (Pac)

Q2 (P∗)
Q

Pac
a

Figure 10.6 Two-part tariff with different customer classes: Group 1 customers are
characterized by the demand curve labeled D1; as smaller users, their willingness to
pay is lower than that of the customers in group 2; whose demand curve is D2
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It has been stated that the two part tariff is better than the average cost

pricing methodology for rate making purposes. But, given a choice, not

all customers would choose the former. At Pac, Group 1 customers would

consume Q1(Pac) and gain the triangle a in surplus. Should they opt for

the two part tariff, they would pay a lower usage charge (P�) and consume

more (Q1(P
�)). However, they would also have to pay the entry fee, which

is equal to the shaded area bcd, which appears to render a negative consumer

surplus. This group is better off under the average cost pricing scheme.

The customers in group 2, however, represent a different view. Under the

two part tariff, they pay P� and consume Q2(P
�). However, unlike group 1,

the larger users maintain a positive surplus (area e) even after paying the entry

fee (area bcd). As such, this group of customers would select the two part tariff.

And what about the firm? Clearly the firm is better off with the two part

tariff, which we have seen before. In particular, the firm is able to charge P�,
which is above the marginal cost. This translates into a profit equivalent to

the area f in Figure 10.6. A seemingly Pareto optimal situation has occurred.

Note: It is often not the case that consumers have such a choice. Many

utilities file two part tariffs (or more than two parts). In the case of two

such groups, what typically occurs is that the fixed fee is equivalent to

the entire consumer surplus of the smaller users, so they experience no

gain at all while larger consumers (and the producer) gain.
Example 10.3. The case of distinct customer demands
(This example is from Rothwell and Gomez, 2003, Chapter 4, exercise

4.2.4.) The demands of two distinct sets of 10 customers are given by

the following. For group 2 (four customers),

P2 ¼ 100 80Q2 ð10:19Þ
or group 1 (six customers),
P1 ¼ 100 6:3Q1 ð10:20Þ
The utility’s cost is given by
TC ¼ 500þ 20Q ð10:21Þ
where
Q ¼ Q1 þQ2

Given these conditions, what choice would each group of customers
make?
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The largest charge that group 2 consumers would pay is equal to their

consumer surplus. In this case,

CS2 ¼ 0:5� ð100 20Þ � 1 ¼ 40

If the 10 customers equally divide the $500 fixed entry fee, each would
have to pay $50. However, each customer earns a surplus of only $40, so

the group 2 customers would not be interested in the two part tariff but

would instead pay the higher average cost of $21.5 per kilowatt hour.

The derivation of this is provided later.

What about group 1?

CS1 ¼ 0:5� ð100 20Þ � 12:7 ¼ 508

This group would be willing to pay up to $508 to connect to electric system if
the regulator would allow different access charges so that each customer pays

at or below his or her consumer surplus. However, only one solution is

optimal.

Optimal two-part tariff: The solution
As stated, the optimal two part tariff minimizes deadweight loss by charg

ing a connection fee equal to the consumer surplus of the smaller customer

(group 2) and charges all customers the same usage fee (P�). In this case,

CS2 ¼ 0:5� ð100 P�Þ � ½ð100 P�Þ=80�
but a determination of P� is required. Since total revenue is equal to 10 times
the connection charge (in this case, the consumer surplus of group 2) multi

plied by the price times output, which is equal to the quantity demanded of

group 1 plus the quantity demanded by group 2, we have

TR ¼ 10� CS2 þ P� ðQ1 þQ2Þ
or
TR ¼ 10�CS2 þ P � ½ð100 P�Þ=6:3� þ P�½ð100 P�Þ=80�
and total cost is given by
TC ¼ 500þ 20½ð100 P�Þ=6:3� þ 20½ð100 P�Þ=80�
Since profit is equal to total revenue minus total cost, the solution (P�) can be

obtained by maximizing profit with respect to price; that is, by setting the

derivative of profit with respect to P� equal to 0 and solving for P�. That is,

@p=@P� ¼ 0 ð10:22Þ
which yields P� ¼ 21.5.
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This implies that the access charge, which is equal to the consumer sur

plus of group 2, is given by

CS2 ¼ 0:5� ð100 P�Þ �Q2ðP�Þ
or
CS2 ¼ 38:5

Aside: The issue of cross-subsidization in utility rate making
An excerpt from a 2004 article in Public Utilities Fortnightly (Casten and

Meyer, 2004) makes this point well: “Indeed, the cross subsidization con

cept is found throughout utility rates: From discounted rates to low

income families to systems benefits charges, there are huge swathes of cus

tomers who pay less than their full cost of service, thus being subsidized by

other customers who pay more to make up the difference. We tolerate and

encourage such rate setting out of the belief that the social benefits created

by such subsidization outweigh the resulting economic inefficiency.”

The authors go on to cite the various forms that cross subsidization is

put in place to achieve certain economic, social, and political objectives,

including

1. Geographic diversity within the same rate class. It is well known

that urban customers subsidize those residing in rural cost areas. The

latter, which are clearly more costly to serve due to lower density

and more rugged terrain, typically pay the same rates as those in more

populated areas within each customer class.

2. No price signal. Rather than pay the actual cost of the power they

consume at any given time, prices are based on the average cost

over the year (or during the time between rate cases). (This is

obviated to some degree if the utility has some type of time varying

rates, but unless pricing is on a real time basis, cross subsidization

still occurs).

3. DSM or other energy efficiency recovery charges. These

“below the line” items are charged to all customers in a particular

class to fund a variety of energy efficiency and renewable power pro

jects. However, not all ratepayers within the class benefit from these

programs. (Note: Other below the line items include fuel adjustment

clauses and cost recovery for environmental expenditures.)

4. Interclass subsidization. Representation at rate case proceedings on

behalf of residential and industrial customers often means that the
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commercial customers are the most profitable to utilities. In the case

of the former, the state’s attorney general is the advocate on the con

sumer side, whose status as voters confers upon them certain benefits,

which take the form of minimal changes in usage rates and customer

charges. And in the case of large industrial customers, the ability to

leave the utility service territory (and even the state or country) con

fers similar benefits; in fact, often, the industrial customers are repre

sented by legal counsel who argue on their behalf at rate proceedings.

(See the article for more details.)
10.5 MULTIPART TARIFFS

What we have seen thus far is a variation of a multipart tariff, which differ

entiates customers based on the quantity of usage. (This is also known as

nonuniform pricing.) However, more often, the utility’s tariff itself distin

guishes usage levels by not only the usage charge but also the customer

(or entry) charge and, in many cases, a demand (or capacity) charge. These

are typically based on the class of customer (e.g., residential, commercial,

industrial) and quite often a cross subsidization among such classes exists.

That is, there are different customer charges, energy charges, and demand

charges, the last of which apply only to industrial users (even though both

residential and commercial users contribute to the utility’s peak demand

and hence its capacity requirements).

Nonuniform pricing: Block rates
And now we are starting to embark upon a path toward more efficient

pricing of electricity; that is, by allowing the (variable) usage charges to

reflect the true marginal cost of providing service at the time (or level) that

it is required. In the simplest case, we recall the example provided earlier

(Example 10.2, on peak vs. off peak electricity consumption), which

exemplified the fact that the price of electricity in on peak hours can differ

quite vastly from the prices that prevail in off peak hours.7

It is often the case that utilities charge a different rate for different levels

of usage, which may also vary depending on the season. For example, the

first 1000 kWh of usage may be priced at one rate while all kilowatt hours

above 1000 are charged a different rate. This is an example of a three part
7 On-peak hours are typically defined as the weekday hours between 10:00 A.M. and 6:00 P.M. (EST).
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tariff in that there is a fixed charge (or entry fee), and a breakpoint at a par

ticular level of usage, or

PðQ1Þ ¼ P1, 0 < Q � 1000

and
PðQ2Þ ¼ P2, 1000 < Q

Such a pricing mechanism results in a “kinked” supply curve, such as that
displayed in Figure 10.7.

Note: As displayed in Figure 10.7, block rates can be increasing or

decreasing but only the former is a step toward pricing at marginal cost,

since higher levels of output require more expensive generating units to

come online to supply load. Not only do declining and flat block rates fail

to yield a price signal to consumers, the former actually provides an incen

tive to over consume, which is totally anathema to the ideas of conserva

tion and efficiency that are currently being espoused.

In Mr. Kelly’s (2007) article, quoted at the beginning of this chapter,

there is a quote from the U.S. Department of Energy that specifically deni

grates flat block rate pricing, since it provides no price signal whatsoever.

However, in some states, this is the standard methodology for setting usage

charges. For example, in the state of Kentucky, the Kentucky Public

Service Commission (KPSC) allows the utilities under its jurisdiction to

offer flat rates to its customers. In fact, in a rate case filed in 2004, one

of the largest utilities in the state went from offering seasonal rates for its

weather sensitive customer classes to a flat energy rate, which does not

vary with usage. This is shown as R1 in Figure 10.7.
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Figure 10.7 Supply curves for an electric utility with block-rate pricing
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Yet another type of block rate is the declining block rate in which the

per kilowatt hour price of electricity actually declines with increased

usage. The epitome of a perverse incentive (especially today, when we

are talking about conservation and energy efficiency as a means to reduce

greenhouse gas emissions), numerous utilities in the United States use rates

fashioned in this respect. Duke Energy, Indiana, is an example of this, as

are the Indianapolis Power and Light (IPL) Company and the Northern

Indiana Public Service Company (NIPSCo). This rate structure is repre

sented by R2 in Figure 10.7.

S1(R1) represents the supply curve of a producer charging a flat block

(R1), and S2(R2) represents a supply curve that is a function of the declin

ing block rate R2. The marginal cost curve is given by S, which increases

with output, since higher cost generation must come online to serve load.

For Y < YR, the utility is overcharging (i.e., it “overearns”) for electricity,

but for Y > YR it does not charge enough to recover its costs and hence

underearns, which typically triggers the filing of a rate case. Had the utility

adopted a more reasonable approach to setting rates (i.e., an inclining

block rate schedule), it could have recovered most of its incremental

costs and not have to go through the time and the expense of a rate case.

(Note: Overearning will never cause an investor owned utility to file a

rate case.)

In Figure 10.7, generating units are dispatched according to marginal

cost, which is predominantly based on the cost of fuel. This is represented

by S, the supply function. In the region of the supply curve where

Y < YR, baseload capacity is the first generation to be dispatched, which

is typically pulverized coal, hydro (if in the northwestern part of the

United States or if one of the power administrations is the supplier), or

nuclear generation. The next units to come online may be natural gas

fired, which are typically used for peaking capacity. Given the cost,

renewable resources such as wind or solar may be the last to be dispatched

if there is no renewable portfolio standard. Again, it depends upon the marginal

cost of the fuel at the time, which can affect the stacking order of the gen

eration dispatched and whether market purchases supplement the utilities’

own generation.

Example 10. 4. Block rate pricing
An electric utility offers the tariff to its residential customers shown in

Table 10.1. The pricing scheme in Table 10.1 yields the demand (and sup

ply or marginal cost) curves in the summer season displayed in Figure 10.8.



Table 10.1 Pricing Scheme of Example 10.4
Summer Winter

Customer charge (monthly) 5.00 5.00

First 1000 kWh (cents/kWh) 0.08 0.04

Over 1000 kWh (cents/kWh) 0.05 0.01
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Figure 10.8 Seasonal two-part tariff
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Consider the firm whose tariff is displayed in Table 10.1. What is the entry

fee under an optimal tariff design?

Solution. The optimal entry fee is equal to the consumer surplus of the

smaller consumer (Group 1), which in this case is given by

CS ¼ 0:5� ð100 40Þ � 1:5

The entry fee is equal to $45 divided by the number of customers in
Group 1.
10.6 TIME-OF-USE RATES

A further extension of a multipart tariff is that of time of use rates, which

includes a critical peak price in addition to a peak and off peak price, the

objective being to shift consumption to the off peak period, when the cost

image of Figure 10.8


309Efficient Pricing of Electricity
of generating (or procuring) electricity is relatively low. In addition,

extreme weather conditions may call for a critical peak price (CPP), which

would reflect the cost of procuring power when demand is highest. For

example, an electric utility may offer a tariff that distinguishes between dif

ferent time periods throughout the weekday (which may be different on

weekends), which likely depends on the season (but this may vary depend

ing on the climate).
A brief history of time-of-use pricing
Until the 1970s, there was little interest in pricing electricity efficiently.

It was not until the twin energy crises of 1973–1974 and the late 1970s

that there was a desire to set prices according to marginal cost, thus

encouraging a more efficient use of energy and reducing the need for

new generating capacity. During this time, numerous studies were funded

by the Federal Energy Administration (the predecessor of the U.S.

Department of Energy) to assess how customers would respond to time

varying rates, and in 1978, the Public Utility Regulatory Policies Act

(PURPA) was passed by Congress. In addition to other objectives

(see Chapter 3 for more details) PURPA required state regulatory com

missions to consider rates that varied by time, by type of customer, and

by season.

A study authored by Dennis Aigner (“The Residential Electricity

Time of Use Experiments: What Have We Learned?” Aigner, 1985)

focused on a group of time of use pricing experiments for a group of

utilities over a six year period beginning in 1975. The main objective of

these experiments was to determine whether time of use pricing would

yield a change in the load shapes of residential customers and the impact

of such pricing on utility revenues and consumer welfare. Depending on

the results, important policy decisions could be made, which could influ

ence the rate making process and obviate the need for additional invest

ments in utility infrastructure. One outcome of the study was the

estimation of own and cross price elasticities, which directly affect both

the utilities revenues and the surplus of the consumer. The outcome is

summarized as: “All studies showed some reduction in usage during the

peak period under TOU [time of use] rates. However, reduction in usage

during the peak period was not accompanied by statistically significant

increases in baseperiod usage. Total usage seemed either to decline or

remain the same in all projects.. . . Peak day usage shifts and average day
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usage shifts appeared to be about the same” (Miedema and White

1980, 4).8

Given the renewed interest in efficient pricing, time of use rates are

clearly a step toward marginal cost pricing, in that end use customers are

charged the cost of power during the time in which it is being consumed.

For example, during peak usage times, more expensive peaking capacity

(typically natural gas fired combustion turbines (refer to Figure 10.7)) is

being employed to generate electricity to meet demand. From an eco

nomic efficiency perspective, it is a necessary step in providing proper

incentives to consumers to use energy wisely, and which may also save

them money by reducing their total bill. Numerous utilities in various

states have adopted such a pricing structure, which varies by the time of

day, the day of the week, and the month of the year (summer or winter,

known as seasonal pricing). An excerpt from the Hydro Ottawa Web site

makes this point nicely: “Shifting electricity use to off peak periods reduces

the need for investment in new electricity supply projects, which will help

to moderate future rate increases. It also benefits the environment by

reducing our reliance on additional power generation brought on line or

imported from other jurisdictions. Many create additional pollution and

are more expensive to operate.”

This tariff went into effect on May 1, 2008, in various Ottawa neigh

borhoods and has four distinct periods on weekdays during summer

months, five in winter months, and one on the weekend. Some compa

nies, like Arizona Power Service (APS), have a super critical peak price

from 3:00 P.M.–6 P.M. With 40% customer enrollment, APS leads the

nation in time of use customer participation.9 But the key is that there

must be enough of a differential between the peak and off peak prices.

Nevada Power’s time of use rate, which went into effect on July 1,

2008, offers a nice example here whereby the residential on peak rate,

which is from 1:00 P.M. to 7:00 P.M., is almost three times the off peak rate

(23.08 vs. 7.097 cents/kWh).10
8 It was duly noted that “A number of design considerations have an impact on the ultimate usefulness

of the experimental data that have been forthcoming, not the least of which is the amount of

variation available in peak, midpeak and off-peak prices. Many of the DOE experiments have but

one set of TOU prices, and therefore the inferences available are limited to a single statistical

comparison of control-group and experimental households” (Aigner, 1985).
9 (www.reuters.com/article/pressRelease/idUS155472þ24-Mar-2008þBW20080324).
10 (www.nevadapower.com/conservation/home/home rebates/time of use.cfm).

http://www.reuters.com/article/pressRelease/idUS155472+24-Mar-2008+BW20080324
http://www.nevadapower.com/conservation/home/home_rebates/time_of_use.cfm
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10.7 REAL-TIME PRICING

Taking this one step further still is the concept of real time pricing, which

has actually been around for some time. California was one of the first

states to offer real time prices in the mid 1980s. The price, which varied

hourly, was quoted a day in advance, for all energy consumed. As such,

participants’ entire load was exposed to the volatility that characterized

the real time prices they faced. These tariffs were designed to be revenue

neutral over average climatic conditions, for the class of customers deemed

likely to participate. However, because such a large portion of the reven

ues generated from these tariffs was related to actual hourly supply and

weather conditions, revenue recovery could not be guaranteed.

Niagara Mohawk’s Hourly Integrated Pricing Pilot (HIPP), launched

in 1988, introduced a new real time tariff design: a two part rate with a

customer specific access charge. A unique customer baseline load (CBL)

profile, comprising a kilowatt hour value for each hour of the year, was

established for each participant from his or her historical interval billing

data. The customer specific access charge was calculated by applying the

energy and billing demand rates from the customer’s otherwise applicable

tariff to his or her CBL load profile. Deviations between the customer’s

actual load and its CBL in each hour were settled at the prevailing real

time price. Because only marginal changes in usage were subject to real

time prices, participants’ had less exposure to price volatility, and the util

ity had greater revenue stability, compared to earlier real time tariff

designs.11

Not until the mid to late 1990s did real time pricing become popular

in states with retail choice. The real time tariffs introduced in these states

were generally based on a rate structure composed of hourly energy

prices for the commodity component and unbundled transmission and

distribution charges assessed on the customer’s billing demand or energy

consumption. However, in most cases, the predominantly larger commer

cial and industrial customers participated.

In recent years, participation rates declined significantly, but that is

now changing. With a renewed focus on energy efficiency and conserva

tion, programs such as this are making a comeback, even offering residen

tial customers the opportunity to participate. According to a recent article

“ComEd Pioneers Real Time Pricing Program (RRTP) for Residential
11 An excerpt from A Survey of Utility Experience with Real Time Pricing, LBNL-54238 (www.osti.gov/

energycitations/servlets/purl/836966-SZe2FO/native/836966.PDF).

http://www.osti.gov/energycitations/servlets/purl/836966-SZe2FO/native/836966.PDF
http://www.osti.gov/energycitations/servlets/purl/836966-SZe2FO/native/836966.PDF
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Customers,”12 participants for all 12 months in 2007 experienced an

annual savings of between 7% and 12% compared to the fixed rate other

residential customers received. RRTP participants are billed for the

electricity they consume based on hourly wholesale market prices. They

have access to hourly pricing information via the Internet and pricing

alerts via text messaging and email. Participants may choose to make

adjustments in their electricity usage based on the hourly prices. For

instance, if pricing alerts indicate that electricity prices could reach or

exceed 13 cents/kWh, about 2.5 cents higher than Commonwealth

Edison’s fixed rate, customers can save money by shifting their electricity

usage to lower priced hours later in the day.
10.8 CONCLUSION

But, with all of this said, the need to price electricity efficiently is still at

the forefront, especially given that emissions of greenhouse gases from

(60%) coal fired power plants are the worst offenders (emissions from a

coal fired generating plant are almost twice that from natural gas to fuel

the generation of electricity). Given this, should not the customers of uti

lities with coal fired generation pay more for their electricity (and not just

via below the line items, such as cost recovery mechanisms for environ

mental or automatic adjustments for fuel costs) than ratepayers in the ser

vice territories of lower emitting utilities? In other words, should not

consumers pay more for electricity generated from “dirty sources” than

that generated from “clean resources”? And, in the case of investor owned

utilities, should there not be a higher return to the shareholders of firms

that have made investments in renewable resources and other efficiency

improving investments?

It is often said that energy efficiency is the lowest cost option;

however, energy efficiency requires investment in more energy efficient

appliances and equipment, which tends to command a relatively higher

cost.13 My opinion is that conservation is clearly the lowest cost option;

however, for this to occur there must be a price signal to which end users

can respond. At the very least, this means that energy charges reflect
12 (www.reuters.com/article/pressRelease/idUS274507þ31-Jan-2008þPRN20080131).
13 If you perform a life-cycle cost analysis you may be surprised; you may want to review Chapter 9,

“Load Forecasting The ‘Demand’ for Electricity,” for a discussion of discrete choice models and

the theory underlying the trade-off between installation and operating costs in terms of appliance

choices.

http://www.reuters.com/article/pressRelease/idUS274507+31-Jan-2008+PRN20080131
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marginal costs in that they increase with usage, since higher usage implies

higher costs of generating (or procuring) electricity. (In other words, at

the very least, there must be an increasing block tariff; flat rates and

declining block rates have no place in the pricing of energy, especially

electricity!)

And, while time of use and real time pricing are attempts to emulate

the marginal costs of supplying electric service, they also require a signifi

cant investment in infrastructure (smart meters, etc.) on the part of utilities

(and hence, consumers), which may be prohibitive.

To date, little work has been done in the estimation of the marginal

costs of providing electricity for rate setting purposes. As described in

Chapter 4 (and elsewhere in this book), estimation of marginal costs would

require an appropriately specified cubic cost model, which is not without

its challenges.
10.9 EXERCISES

1. In Example 10.2, it was stated that the pair or prices that yield the

lowest deadweight loss is that P1 ¼ $0.09 and P2 ¼ $0.034.
a. Why is this the most efficient outcome? Prove that this pair of

prices minimizes the deadweight loss.

b. Does it make sense that the off peak price is lower than the on

peak price? Why or why not?
2. Verify that the firm depicted in Example 10.1 (continued), marginal

cost pricing in the presence of fixed costs, suffers a loss of $500.

3. An electric utility faces the following:

Total cost ¼ 50þ 20Q ð10:23Þ
Individual customer demand (inverse demand function) is
P ¼ 100 6:25Q ð10:24Þ
a. In the absence of price regulation,
i. What price and output would prevail?

ii. What profit is earned by the firm?
b. If the state regulatory commission were to impose average cost

pricing,
i. What price and output would prevail?

ii. What is the firm’s profit?

iii. Is there a deadweight loss? If so, calculate.
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c. Instead, assume the state regulatory commission requires marginal

cost pricing,
i. What price and output will prevail?

ii. What is the firm’s profit (loss)?

iii. How can this be rectified?

iv. Does a deadweight loss result?
4. The firm depicted in Exercise 2 has convinced the state regulatory

commission that a two part tariff would be better than any other pric

ing mechanism.
a. What arguments might it have used to support its contention?

b. What is the gain to the producer from adopting this pricing scheme?
5. A second type of customer is recognized by the state regulatory com

mission. This class of customer has a demand function given by

P ¼ 100 8:0Q ð10:25Þ
a. If price is equal to marginal cost, what level of output will be
consumed by this class of customer?

b. What will the firm’s profit be?

c. What entry fee will be paid by each type of customer so that the

firm covers all its costs?
6. The public regulatory commission requires all classes of customers to

be treated the same, so that the customers described in Exercises 3 and

4 must pay according to a two part tariff.
a. What usage fee will be charged (P�)?
b. What will the access (or entry) charge be?

c. Is this an optimally designed tariff? Why or why not?
7. What type of tariff is represented in Table 10.1? Is it optimal? Why or

why not?

8. (This exercise is reprinted from Rothwell and Gomez with permission.)

Assume that a cogeneration heating distribution system can be constructed

for $14,600/kWand operated at a variable cost of $0 (heat is supplied by an

industrial facility that operates 24 hours every day). Assume that, during

eight hours of the day, the on peak demand for heat is given by

P ¼ 16 0:08Q

Further assume that during the other 16 hours of the day is one half of
the on peak demand, or
P ¼ 16 0:16Q
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a. If the existing capacity (Q) were 120 units, what would be the

socially optimal prices during the on peak hours and during

the off peak hours?

b. What would be the optimal capacity?

c. What would prices be at the optimal capacity?
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11.1 INTRODUCTION

In 1996, FERC Orders 888 and 889 were passed to facilitate wholesale

competition in the bulk power supply market. More specifically, Order

888 addresses the issues of open access to the transmission network, giving

FERC jurisdiction over all transmission issues, especially pricing. Order

889 requires utilities to establish electronic systems to share information

about available transmission capacity. In addition, as of June 30, 1996,

44 states and the District of Columbia (more than 88% of the nation’s reg

ulatory commissions) had started activities related to retail competition in

one form or another.

California was the first state to pass restructuring legislation that

allowed retail choice among consumers beginning in 1998. Prior to the

passage of deregulation legislation, the electric industry in California com

prised both publicly and investor owned vertically integrated utilities

(IOUs), the latter of which supplied 75% of California’s retail load

(Rothwell and Gomez, 2003). The remainder was served by a mix of pub

licly and cooperatively owned entities, and two of the largest cities in Cali

fornia were served by the former. In Los Angeles, the Los Angeles

Department of Water and Power (LADWP) provided electricity to 9.6%

of California’s total native load customers. And in Sacramento, the Sacra

mento Municipal Utility District (SMUD) provided electric service to

4.0% of the total load in California.

At this time, the rates paid by ultimate consumers were among the high

est in the nation and, like most states, distinguished by the type of customer

(i.e., residential, commercial, industrial, or other). Figure 11.1 displays the

average rates paid by California native load customers by customer class

from 1990 to 2007. Note the rather precipitous increase after 1999, which

is due to several factors that will be discussed in this case study.

Prior to passing restructuring legislation, the utilities were regulated by

three separate and distinct entities: the California Public Utilities Commission
317
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(CPUC),which had jurisdiction over the rates and operations of the utilities; the

California Energy Commission (CEC), which oversees new plant siting and

construction activities; and the Federal Energy Regulatory Commission

(FERC), which regulates wholesale electricity trading and interstate transmis

sion for all energy suppliers in every state.

Rates paid by end users in California were among the highest in the

nation averaging 9 cents/kWh in 1998. By 2001, the confluence of events

that transpired to lead to the California debacle resulted in even higher

rates (a 24% increase over 1998 rates; by 2002, the increase was over

40%). Not surprising, the state of California has subsequently rescinded

restructuring legislation.
11.2 THE ELECTRICITY CRISIS: SUMMER 2000

Factors precipitating the crisis
A confluence of events and poor decisions ultimately led to what is known

as the California Debacle, including

image of Figure 11.1
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1. No new generation in years.

2. Utilities were forced to divest generating assets and buy power back

from a newly created power exchange at spot prices.

3. No bilateral trading.

4. Retail rates were frozen (even reduced by 10%).

5. Reliability was compromised—blackouts ensued.

6. Ability to game system (Cal ISO problems)—EnronOnline.

Each will be discussed in turn.
11.3 CHRONOLOGY OF THE CALIFORNIA ELECTRICITY
CRISIS: LESSONS LEARNED (OR WHAT NOT TO DO)

Rather than building new generating assets in the years leading up to the

restructuring of California’s electric market to keep up with double digit

population growth (13% throughout the 1990s), the state relied on

imported power from the north; the Bonneville Power Administration

had been producing ample hydroelectric generation to supply much

of the load in Washington and Oregon and had enough electricity to

export power to California to supply the load that was not being met

by California’s own utilities. Despite this, California had among the

highest rates in the country, which precipitated the passage of California

Assembly Bill 1890 (AB 1890), which introduced competition into Cali

fornia’s electricity market. Key features of AB 1890 included the estab

lishment of the California independent system operator (CAISO) to

operate the transmission facilities of California’s investor owned utilities,

which encouraged (read: mandated) the investor owned utilities to sell

off their generation assets, requiring them to buy all their power in a

newly created “spot” market run by the California Power Exchange

(PX). In addition, the investor owned utilities in the state were forbid

den from entering into long term, “bilateral” contracts, which can serve

as a hedge against future price volatility. Furthermore, AB 1890 capped

retail rates that the utilities could charge customers below the then cur

rent cost of electricity. From April 1998, when the California market

commenced, until late May of 2000, the plan worked relatively well.

But, in May 2000, spot prices began to rise notably: From 1999 to

2000, the total wholesale cost of supplying electricity to meet load in

California nearly quadrupled, rising from $7.4 billion to $28 billion.

Average wholesale electricity prices typically exceeded $100/MWh

and, in some cases, exceeded $300/MWh. Unusually warm temperatures
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in the summer of 2000 coupled with the other factors delineated already

resulted in prices reaching $500/MWh (Palo Verde, summer 2000), which

was the imposed price cap at the time. This is displayed in Figure 11.2.

The drought conditions in the northwestern United States in 2000

resulted in a lower than anticipated water runoff to fuel the hydroelectric

power generation on which California had become dependent. In addition,

disruptions in the supply of natural gas (California utilities were predomi

nantly gas fired, due to environmental standards) and transmission constraints

further exacerbated the imbalance between supply and demand. Finally, the

rules that accompanied California’s restructuring legislation led to a situation

that was ripe for market manipulation, which is exactly what transpired.

Unable to pass on the higher costs of purchasing electricity (due to the

rate freezes that accompanied AB 1890), the utilities’ financial well being

was severely jeopardized. And, in June 2000, rolling blackouts occurred

in the San Francisco area. Two months later, San Diego Gas & Electric

filed a complaint against the utilities that were selling into the California

ISO and to the PX markets, requesting that the price cap that had been

imposed at $500/MWh be lowered to $250/MWh. A formal investigation

was launched, and in November, the FERC issued its report on the bulk

power market in California:

image of Figure 11.2
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the electric market structure and market rules for wholesale sales of electric
energy in California are seriously flawed and that these structures and rules, in
conjunction with an imbalance of supply and demand in California, have
caused, and continue to have the potential to cause, unjust and unreasonable
rates for short-term energy (Day-Ahead, Day-of, Ancillary Services and real-time
energy sales) under certain conditions. While this record does not support find-
ings of specific exercises of market power, and while we are not able to reach
definite conclusions about the actions of individual sellers, there is clear evidence
that the California market structure and rules provide the opportunity for sellers
to exercise market power when supply is tight and can result in unjust and
unreasonable rates under the FPA.
(See www.ferc.gov/industries/electric/indus act/wec/chron/chronology.pdf

for more detail)

A number of remedies were proposed, and on December 15, 2000,

many were adopted.

Mistakes
The mistakes that were made in the adoption of restructuring legislation

are enumerated here.

Mistake 1
As part of the restructuring process, AB 1890 required that the IOUs divest

themselves of their generating assets, then required them to purchase the

power required to serve native load (or load, since very few retail customers

chose a different supplier) from the Power Exchange (this was to reduce the

possibility of horizontal market power). (Note: The IOUs served 75% of

California’s native load in 1998.) In addition, no buyback provisions (or

long term power contracts, also known as bilateral trades) left utilities at the

mercy of skyrocketing wholesale power prices (which reached $500/

MWh in Palo Verde in the summer of 2000, see Figure 11.2).

Mistake 2
Under the guise of protecting ratepayers, not only were rates frozen but

also a mandatory rate reduction was imposed—rates were reduced by

10% for residential and small commercial customers from 1996 levels in

1998 with the intention of reaching 20% by 2002. However, the crisis that

ensued put an end to retail access in 2001. (Again, no price signal to con

sumers!) This coupled with Mistake 1 eventually led to huge losses for the

IOUs and the almost financial ruin and subsequent bankruptcy of Pacific

Gas & Electric, one of California’s largest electric suppliers, which supplied

33.5% of the total native load in 1998.

http://www.ferc.gov/industries/electric/indus-act/wec/chron/chronology.pdf


322 Electricity Cost Modeling Calculations
Mistake 3
Reliance on imported power (20% in 1999) to serve native load left Cali

fornians even more exposed to the vagrancies of the wholesale power mar

ket and manipulation by the players in the game (see next section).

Mistake 4. The inability to game the system
Enron (and others) proved to be masterminds in figuring out ways to game

the California market. Enron was instrumental in the development of a

proprietary trading platform, EnronOnline, which became an industry

trading platform that was used by many of the players in the industry

to view bid and ask prices for electricity (and natural gas), to make trades,

and to value portfolios, which were done via the Mark to Market

accounting methodology.1 Despite the fact that Enron traders spoke

in codes (using the gaming nomenclature, described later, the FERC
According to Wikepedia: (http://en.wikipedia.org/wiki/Mark-to-market accounting), mark-

to-market or fair value accounting refers to the accounting standards of assigning a value to a

position held in a financial instrument based on the current fair market price for the instrument or

similar instruments. Fair value accounting has been a part of US Generally Accepted Accounting

Principles (GAAP) since the early 1990s, and investor demand for the use of fair value when

estimating the value of assets and liabilities has increased steadily since then as investors desire a

more realistic appraisal of an institution’s or company’s current financial situation. Mark-to-market

is a measure of the fair value of accounts that can change over time, such as assets and liabilities. It is

the act of recording the price or value of a security, portfolio or account to reflect its current

market value rather than its book value.

The practice of mark to market as an accounting device first developed among traders on futures

exchanges in the 20th century. It was not until the 1980s that the practice spread to big banks and

corporations far from the traditional exchange trading pits, and beginning in the 1990s, mark-to-

market accounting began to give rise to scandals.

To understand the original practice, consider that a futures trader, when taking a position,

deposits money with the exchange, called a “margin.” This is intended to protect the exchange

against loss. At the end of every trading day, the contract is marked to its present market value. If

the trader is on the winning side of a deal, his contract has increased in value that day, and the

exchange pays this profit into his account. On the other hand, if the market price of his contract

has declined, the exchange charges his account that holds the deposited margin. If the balance of

this account falls below the deposit required to maintain the position, the trader must immediately

pay additional margin into the account to maintain his position (a “margin call”). As an example,

the Chicago Mercantile Exchange, taking the process one step further, marks positions to market

twice a day, at 10:00 am and 2:00 pm.

As the practice of marking to market caught on in corporations and banks, some of them seem

to have discovered that this was a tempting way to commit accounting fraud, especially when the

market price could not be objectively determined (because there was no real day-to-day market

available or the asset value was derived from other traded commodities, such as crude oil futures),

so assets were being “marked to model” in a hypothetical or synthetic manner using estimated

valuations derived from financial modeling, and sometimes marked in a manipulative way to
1

achieve spurious valuations.

http://en.wikipedia.org/wiki/Mark-to-market_accounting
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eventually caught on and Enron (and several others, including El Paso

Natural Gas Trading Company, Williams Energy Marketing & Trading

Company, and AES Southland, Inc.) were eventually brought down.

Unfortunately, in the interim, the havoc wreaked on ratepayers, share

holders, and taxpayers was in the billions of dollars.

One such scheme, called Fat Boy, involved scheduling power to the

California ISO to nonexistent or exacerbated loads. (The computer sys

tems at the California ISO were apparently unable to recognize a system

atic pattern of abuse.) A number of market participants engaged in this

practice until the PX eventually caught on. In the meantime, it has

been estimated that this scheme alone cost consumers over $3.5 billion

(McCullough, 2003).

Another scheme was known as wash trades. According to the Federal

Energy Regulatory Commission’s Final Report on Price Manipulation in

Western Markets Fact-Finding Investigation of Potential Manipulation of Electric

and Natural Gas Prices (2003), the term wash trade is generally defined as a

prearranged pair of trades of the same good between the same parties,

involving no economic risk and no net change in beneficial ownership.

These trades expose the parties to no monetary risk and serve no legitimate

business purpose. Potential motives for wash trading are numerous. Wash

trades might be used to create the illusion that a market is liquid and active

or to increase reported trading revenue figures. Wash trades might be

arranged at prices that diverge from the prevailing market in an attempt

to send false signals to other market participants. Alternatively, the intent

might be to affect the average or index price reported for a market, which

in turn could benefit a derivatives position or affect the magnitude of pay

ments on a contract linked to the index price.

The subsequent FERC findings were that: “In general, wash trading is

viewed as damaging to the integrity of a market and has the potential to mis

lead a host of market stakeholders (including competitors, regulators, analysts,

and investors) through the various forms of manipulation outlined above.

Although the Commission has no regulations on wash trading, wash trades

are prohibited in markets regulated by the Commodity Futures Trading

Commission. This chapter provides statistical evidence indicating that wash

trading in energy products was more common than previously recognized.”

And, concerning EnronOnline, “Staff concludes that EnronOnline

(EOL), which gave Enron proprietary knowledge of market conditions

not available to other market participants, was a key enabler of wash trad

ing” (FERC, 2003).
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This confluence of mistakes proved to be the fatal flaws in the dereg

ulation of the industry and eventually led to the subsequent reregulation

in not only California but also seven other states, which are indicated in

Figure 11.3.
11.4 CONCLUSION

So where do we go from here? That is an excellent question. Needless to

say, there is no conclusion to be written, as the future of this industry is

still unfolding (see Chapter 3 for details). There is still much to transpire

(and to be learned and written) about in this industry.

image of Figure 11.3
http://www.eia.doe.gov/cneaf/electricity/page/restructuring/restructure_elect.html
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