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ABSTRACT

Virtualization is the foundational element of cloud computing. With the
advancement in virtualization technology, virtual machines (VMs) are increasingly used
by both; Data Centre and the end users, the data centres are increasingly dependent on the
VMs [1]. The proliferation of virtualization environment provides a completely virtualized
set of hardware to the operating system that results in increased number of illegal and
inappropriate activities in the cloud environment. Virtual Machines can be both; major
target of a cyber-attack or an attack vector, therefore they pertain an added level of risk;
particularly corruption of data in storage and transit [2]. The focus of this research is on
the acquisition as well as security and forensic analysis of the virtual machines related files
from the host operating system. Further it focuses on the effects of the incidents, secure
recovery and analysis of the data in hypervisor based virtual machines in cloud computing

environment.
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Chapter 1

Introduction

1.1 Overview

The rapid emergence of cloud computing and expanding utilization of cloud
technologies is driving the development of virtualization technology, like VMware for
many years. With the rise in cloud computing the forensic investigators must be able to
conduct forensic analysis on virtual machines or technologies exists in cloud computing
[2]. There is a lot of research being done on using of VMs and virtual technologies to
assist in forensic analysis, but research on collecting, recovering and analysing evidence
from VMs is deficient [1]. Various researchers have highlighted that there is a need to
have research in the field of cloud forensics and authenticate if conventional forensics

method and tool is sufficient to conduct cloud forensics or not. [3][4][5]

1.2 Need for Research

According to 2016 Spiceworks report as shown in figure 1.1, more than 76% of
organizations are benefiting from virtualization technology and this percentage is
expected to increase up to 85% in 2017 [6]. The data proliferation, processing constraint
on the existing resources, and the use of multiple operating systems on single hardware
have increased the requirement of virtualization technology or VMs. However,
virtualization has made the information assets vulnerable to cyber incidents. This
research will therefore provide an efficient and reliable technique to recover the data
efficiently from VMs for forensic analysis of virtual machines running in the cloud

environment in case of any security breach.
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Figure 1.1 Server Virtualization and OS Trend.

1.3 Problem Statement

Data collection and recovery for a forensic examiner in a virtualized
environment always poses challenges other than faced in physical computer forensics.
With ease of use and rapid development capabilities of virtualization technology
products also make it harder for forensic analysis. The literature available on
virtualization technology exists on performance optimization, security consideration
and disaster recovery, but there is little to no literature available on virtualization
forensics with respect to being used in a host environment. The purpose of this research
is to analysis and formulate a systematic procedure for data collection and recovery

from a mostly used VMware vSphere Hypervisor (ESXi) virtual machine (VMs).

1.4  Objectives

The objectives of this research are as under:

e Use ldentified tools for recovery and reconstruction of VMs.

e Formulate a systematic digital forensic procedure for recovering artefact

from VMware ESXi version 6.5 Virtual Machines



e Comparative analysis with existing VMware vSphere Hypervisor ESXi

version 5.5

1.5 Thesis Contribution

This thesis work will try to contribute to the research and development in the
virtualization forensics of VMware ESXi as a base product. This will support digital
forensics professional, researchers and first responders in the domain of virtualization
forensics to have detailed understanding of how the process of data collection and
analysis is carried out and how the artefacts are acquired. All work will be completed
by developing a real time scenarios and practices on a physically developed platform.
The research will also demonstrate a proper method for data acquisition and analysis
tools. Moreover, this research work will highlight the comparison between the ESXi

version 5.5 update 2 and version 6.5

1.6 Thesis Organization

The thesis is structured as follows:

e Chapter 1 starts with a brief overview of the topic, discusses details
about the need for research in domain, define problem statement and
research objectives; thesis contribution to the community and thesis

organization.

e Chapter 2, literature review contains the introduction of hypervisor and
its types, research on forensics analysis of virtualization and related

work so far available to the research community.



Chapter 3 discusses about the methodology used in this research, staring
with brief introduction to data collection, analysis, procedure
formulation and comparative phases. The chapter also discusses the
environment created for the research along with tools and operating

system used.

Chapter 4 is about the data collection phase, as what type of data
available for acquisition and in which state they are in. the chapter shows

data acquisition for all the three type of data.

Chapter 5, data analysis discusses about the analysis done on the
acquired data, as what steps are required and followed to recover deleted

virtual machine by identifying artefact required for recovery.

Chapter 6 discusses about the procedure formulation, systematic steps
required for data collection. The chapter also shows the steps required

for analysis for recovery of deleted virtual machine files.

Chapter 7, comparison and summary covers the research comparison by
showing the steps can be performed on previous version and then

discusses the limitation faced in this research and scope of future work.



Chapter 2

Literature Review

2.1 Introduction

Virtualization has revolutionised the way the data centre operates around the
world by allowing multiple virtual servers to run on single physical server by utilizing
shared hardware resources. Companies have started to optimized their businesses
operations by reducing the physical servers and infrastructure with the help of resource
pooling. Virtualization has drastically reduced Information Technology (IT) cost which
has immensely affected the cost benefit analysis (CBA) of a company. As virtualization
technology is adopted by large enterprises; medium and small enterprises are also

benefiting from it.

Virtualization concept first appeared in 1960’s and 1970’s in mainframe
computing, and wasn’t popular in modern computing till late 1990’s when it was
revived by VMware. For six years running, Gartner has ranked VMware as a “leader”
in its annual “Magic Quadrant for x86 Server Virtualization Infrastructure” shown in
figure 2.2 [15] [16] [17] [18]. With over 500,000 customers, presence in 100% of
Fortune 100 companies, and with 2016 revenue of $7.09 billion, VMware is a massive
supplier of virtualization software [2] [17]. Nowadays virtualization has matured,
becoming a popular and almost necessary technology within IT operations. Gartner also

estimates that “at least 80% of x86 server workloads are virtualized” [15] [16] [17] [18].
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Figure 2.1 Gartner Magic Quadrant for x86 Server Virtualization Infrastructure

Even though IT community has benefited from virtualization, computer security
incidents and data integrity have effected businesses and IT operations which are of
main concern for the IT community. In past, few years there have been numerous high
profile security breaches at companies such as Target, TJX, Living Social, and Sony
resulting in the disclosure of personal information and intellectual property. For
reacting to these type of incidents companies will look towards computer forensic
experts to carryout forensic analysis in order to find out how attack was executed, what

all was compromised and if they still have access or not.

There are numerous proprietary and open source tools available in the market

for conducting digital forensics which should be tested for the ability to acquire and



analyse digital forensic evidence of a virtual machine running on top on a virtualized

platform.

2.2 Overview

Nelson et. al. [9] defines that “computer forensics involves obtaining and
analysing digital information for use as evidence in civil, criminal, or administrative
cases.” Research on virtual machine (VM) forensics is very limited as compared to
forensics analysis on physical machines. The limited research available on virtual
machines analysis exists from the perspective of hypervisor as a host system. Analysis
of ESXi as a host system near to none, while virtual machine file system (VMFS)

research analysis is almost non-existent.

2.3 Related Works

In a way, the growing use of cloud computing and increasing use of cloud
technologies is driving the growth of virtualization technologies like VMware. With
cloud computing on the rise, there is still a need to be able to conduct digital forensics
investigations on virtual machines or appliances that exist in the cloud [7]. Several
researchers have drawn attention to the fact that not much research has been done in
the domain of cloud forensics and question arises that if traditional forensics tools and
methods can be used to conduct forensics on the cloud [7][8][9]. Delport et. al. [3]
focused on methods of isolating a cloud instance targeted for investigation in order to
preserve potential evidence, much like a physical crime scene. Work was done to
determine if existing digital forensics tools and acquisition methods could work to
perform cloud forensics [3] [9]. Urias et. al [5] determined that many tools are not

designed to deal with the complex and fluid structure of virtualization technologies



utilized in cloud environments such as the pooling of CPU, memory, and storage
resources that could potentially be spread across many different physical sets of
hardware. Atkison and Cruz [12] explained what tools could be used to acquire and
analyse digital forensic images from virtual machines but pointed out new tools need
to be created to fill the specific need of conducting digital forensics on virtual
infrastructure. Martini and Choo [4] developed a six-step process to collect digital
evidence from a cloud platform, utilizing VMware vCloud as a case study. In addition,
a proof-of-concept program was created that made use of vClouds REST
(Representational State Transfer) API (Application Programming Interface) to acquire

digital forensics information following their proposed process [8].

Research has also been done to evaluate the use of virtual environment for
conducting forensics analysis. After acquiring a digital forensics image from a suspect
machines hard drive, it is converted into a VM allowing an investigator to boot the

machine and perform digital forensics without affecting the original evidence [10].

Work specifically related to analysing a virtual machine has also been carried
out in past [11]. Hirwani [1] securely acquired the virtual hard disk file and
corresponding snapshots from a VMware virtual machine. After acquiring these digital
forensics images, they were analysed by a program developed by the author that
compared the snapshot files to determine what files had been created, deleted, or

modified.

2.4  Hypervisors

A hypervisor is a computer software or hardware that creates and runs virtual

machines, they are also called virtual machine monitor (VMM). The system on which



hypervisor runs is called host machine and virtual machine running on that host

machine are called guest machine. There are two types of hypervisors:

e Type-1, native or bare-metal hypervisors

e Type-2 or hosted hypervisors

2.4.1 Type-1 hypervisor

Type -1 is a bare metal or native hypervisor directly runs on the hardware to
control it and to run the host operating systems. Due to higher performance, security
and availability type -1 hypervisor become more popular than type-2 hypervisors [10].
Some type-1 hypervisors are VMware ESXIi, Oracle VM, Microsoft Hyper-V and Xen

etc.

2.4.2 Type-2 hypervisors

Type-2 or hosted hypervisors are configured to run on a host operating system.
There are number of type-2 hypervisors available in the market like VMware
Workstation, VMware Fusion, Windows Virtual PC, Oracle Virtual Box etc. They are

mostly used for personal use [10].

2.5 Hypervisors Forensic Analysis

Brett Shavers’ [8], “Virtual Forensics: A Discussion of Virtual Machines
Related to Forensic Analysis,” provides some detailed forensic analysis information on
VMware’s type-2 hypervisor products, “in the context of VMware, unless otherwise
noted, it is intended that VMware refers to the applications related to this paper to

include VMware Workstation, VMware Player, and VMware Server”. While Shavers’



paper did not focus on VMware ESXi, it only provides information on how virtual
machine can be used for forensic analysis. Shavers [8] explained the challenges faced
in recovering fragmented virtual machines as full recovery is not possible due to
fragmentation of files, he further explained that due to large size of data files and even
some of its fragmentation, full recovery becomes impossible. Table 2.1 shows the
comparative analysis done the hypervisor technology and highlight the weakness/

limitation in the existing work.

Table 2.1 Comparative analysis of hypervisor technology

2016  HuBo, Li Nan, A Proactive Forensics VM Forensics in IaaS VM as a cloud
Liu Zhiyong, Approach for Virtual (Infrastructure as a service
Li Min, Liu Machines via Dynamic Service) cloud services
Chao and Static Analysis

2016  Joshua The Forensic Disk sanitisation in type  Scope of research is
Sablatura, Effectiveness of 1 and type 2 VM disk sanitisation
Umit Virtual Disk hypervisors
Karabiyik Sanitization

2016  Sameena Naaz, Comparative Study of  Discusses Cloud Does not discusses
Faizan Ahmad  Cloud Forensics Tools  Forensic Tools Virtualization
Siddiqui Forensics

2016  Jidong Xiao, VM Introspection and  Virtual Machine Virtual Machine
Lei Lu, Memory Forensic Introspection Memory Forensics
Haining Wang, Analysis without
Xiaoyun Zhu  Kernel Source Code

2013  Meera V, Forensic Acquisition Type 2 VMware Only discusses type 2
Meera Mary and Analysis of hypervisor forensics VMware Hypervisor
Isaac, Balan C  VMware VM Artifacts

2013 M Graziano, A Hypervisor Memory Virtual Machine Only Discusses
Lanzi, D Forensics Introspection Memory Forensics of
Balzarotti hypervisor

2012 Manish Forensic Acquisition Type 2 VMware VM Forensics of
Hirwani, Yin and Analysis of hypervisor forensics type 2 VMware
Pan, Bill VMware Virtual Hard hypervisor
Stackpole and  Disks
Daryl Johnson
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2.6 Conclusion

This chapter contains that what are the type of hypervisors, what are their basic
functionality and what are they used for, it also discusses about the research available
on forensics analysis of virtualization. In this chapter it is discussed that there is lot of
research available on how the virtualization can be helpful in forensics analysis but
there is little to no material available on how hypervisor forensics analysis can be
carried. Being type-1 hypervisor propriety to the companies, the material available on

their products which can help in forensics analysis is also scarce.
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Chapter 3

Methodology

3.1 Introduction

This research methodology follows a process model described in next section.
Concluding the existing literature on ESXi, VMFS file system and other VMware
hypervisor forensic analysis, the focus of this research is to perform four tasks,
including collection of virtual machine files from a VMFS volume, recover deleted data
files from acquired virtual machine files, recover deleted virtual machine files from

collected data and recover forensic artefacts from those recovered VMs.

3.2 Process Model

A generic process was adopted already being implemented in research
community which comprises of Data Collection, Analysis, Procedure Formulation and

Comparative Analysis.
3.2.1 Data Collection Phase.

This phase defines the potential data source identification and acquisition
method of those identified data. It follows a plan which takes likelihood value of the
potential data source, the resources required for acquisition of each data, process to

validate volatility and integrity of each acquired data.
3.2.2 Analysis Phase

Assessment and extraction of relevant piece of information from acquired data

and reduction of data to be analysed are done in this phase. Also, conclusions are drawn

12



from analysis of the extracted data. The analysis phase use methods to analyse acquired

data to determine that the extracted/ acquired data can be conclusive or not.

3.2.3 Procedure Formulation

This section concludes the research and formulates a procedure for collection

and analysis phase.

3.2.4 Comparative Analysis

This section analyses the effects of research on the previous versions. As the
time passes so the updated versions emerge and technologies used within changes,

therefore the research effectiveness is to be tested on previous version also.

3.3  Environment

In order to perform the steps data acquisition, analysis, procedure formulation,
and comparison a test environment was created to simulate a small business using ESXi
server and number of tests were performed. The test environment included VMware
ESXi 6.5 running on Dell PowerEdge T620, a NAS (Network Attached Storage) on
physical machine running FreeNAS 9.3 based on BSD (Berkeley Software
Distribution), three Windows 7 Ultimate 64 bit machines, one running on physical
machine hosted on Dell OptiPlex 9020 while other two were target machines hosted on
VMware ESXi. Logically all the machines are connected to the same Ethernet network,
Table 3.1, 3.2, 3.3, 3.4 and 3.5 shows the detailed specifications of the machines.
Similarly, figure 3.1 & 3.2 shows the logical and physical topology of the test

environment.

13



3.3.1 Environment Hardware

Each physical and virtual machine hardware specifications are as following

Table 3.1 Dell PowerEdge T620

Name

ESXi

Operating System

VMware ESXi 6.5

Physical / Virtual

Physical : Dell PowerEdge T620

CPU Intel Xeon CPU E5-2643 @ 3.3GHz
RAM 16 GB
Storage 300 GB SAS

Access Controller

iIDRAC 7 (Integrated Dell Remote Access Controller)

Table 3.2 HP Proliant DL 120 G7

Name

FreeNAS

Operating System

FreeNAS 9.3

Physical / Virtual

Physical : HP ProLiant DL120 G7

CPU Intel(R) Core(TM) i3-2100 CPU @ 3.10GH
RAM 8 GB
Storage 4 TB SATA

Access Controller

HP iLO 3 (Integrated Lights-Out 3)

14




Table 3.3 Dell OptiPlex 9020

Name

VMWARE MACHINE

Operating System

Windows 7 Ultimate 64 bit

Physical / Virtual

Physical : Dell OptiPlex 9020

CPU Intel(R) Core(TM) i7-4770 CPU @ 3.40GH
RAM 4GB
Storage 500 GB & 4 TB SATA

Access Controller

Not Present

Table 3.4 Virtual Machine Win_7_Alpha

Name

Win_7_Aplha

Operating System

Windows 7 Ultimate 64 bit

Physical / Virtual

Virtual Machine

CPU Intel Xeon vCPU E5-2643 @ 3.3GHz
RAM 1GB
Storage 20 GB

Access Controller

Not Present

15




Table 3.5 Virtual Machine Win_7_Bravo

Name Win_7_ Bravo

Operating System Windows 7 Ultimate 64 bit

Physical / Virtual Virtual

CPU Intel Xeon vCPU E5-2643 @ 3.3GHz
RAM 1GB

Storage 20GB

Access Controller Not Present

ESXi
192.168.137.141

FreeNAS

192.168.137.142 !

DeII |DRAC 7
192.168. 137 131

@u‘? Eu‘?/

Win_7_Alpha Win_7_Bravo Q/
\,’\

VMWAREMACHINE
192.168.137.1

{

Figure 3.1 Logical Topology of Test Environment

16




FreeNAS
192.168.137.142

Win_7_Aplha Win_7_Bravo

Virtual Machines

HPiLOv3
192.168.137.131

ESXi
192.168.137.141

VMWAREMACHIN
192.168.137.1

192.168.137.X Dell iDRAC v7

192.168.137.132

Figure 3.2 Physical Topology of Test Environment

3.4 Data Collection and Analysis Tools

Tools used in data acquisition and analysis phase are described in this section.
All tools used in data collection, examination and analysis were open sourced and freely
available. Windows 7 ultimate 64-bit machine was used as base machine on which
multiple VMware machines were loaded and VMware software was used to handle
other VMware machines. Kali Linux version 2016.2 was primarily used for collection,

examination and analysis of data. Following are the tools used in research phase: -

e ddv11.2. dd also known as GNU dd is the oldest imaging tool. Apart
from being very useful and requires only minimal resources, it lacks
some useful features mostly used in modern imaging tools like hashing,
error correction metadata gathering and a user friendly interface. It is a
command line program that uses obscure input arguments for imaging
purpose and if confused can destroy source data that the examiner wants
to acquire. It generates raw file images which can be read by many

programs. The examination and analysis phase made use of this imaging

17



tool for acquiring target files, partition imaging, disk imaging and sector
imaging from disk images [19] [20] [21] [22] [23].

dc3dd v7.1.646. dc3dd is an open source tool patched version of GNU
dd command with added features for computer forensics. It was first
released on 1 Feb 2008 and is developed at the Cyber Crime Centre,
Department of Defense by Jesse Kornblum. Following are the features

of this tool [24] [25]:

a.  On the fly multi algorithms (MD5, SHA-1. SHA-256 and SHA-
512) piecewise variable sized hashing.

b.  Error write provision to file directly

c.  Error log conjunction/ grouping.

d.  Verification mode for data verification

e.  Progress bar that shows the operation progress while running

f.  Ability to split output files into fixed size chunks

dcfldd v1.3.4-1. An open source tool developed by Nicolas Harbour at
Department of Defense Computer Forensics Lab (DCFL). It is also an
enhanced version of GNU dd command which includes security and
forensics features. The collection phase uses dcfldd for acquiring whole
disk image.

foremost v1.5.7. foremost is an open source data recovery tool for Linux
used to recover files by using file carving method through known
headers, footers and data structures. The analysis phase used foremost

for carving of files from disk and partition images. [19] [20]
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vmfs-tools v0.2.5. vmfs-tools developed by Christophe Fillot and Mike
Hommey, is an open sourced program developed from vmfs code by
fluidOps. It handles more feature from VMFS and allows access through
standard Linux VFS using fuse framework. The analysis phase used
extensively vmfs-tools to mount vmfs drives. [26]

xxd v1.7. xxd written by Juergen Weigret is a Linux command which
creates hexadecimal dump from standard input or input file. It can also
be used to convert hex dump to back to binary form. It was used in
analysis phase for showing of possible strings on drive image which
helped in identifying different string files like .log and .vmdk in general.
hexdump. hexdump is a command line tool used to show the raw bytes
of afile in various ways including hexadecimal. Each byte is represented
as two-digit hexadecimal number. It can be used with hexadecimal
memory address at the beginning of each line. In analysis phase
hexdump was used for showing of raw data bits.

GPT fdisk (gdisk) v1.0.1. GPT gdisk or fdisk an open sourced
command line utility used to modify, create and list GUID Partition
Table (GPT) information. In analysis phase, it was used to gather
information about the partition of disk and partition of image.
wxHexEditor v0.23. wxHexEditor is an opened source cross-platform
hex editor written in C++. It is faster, can work on low level disk and
can handle huge files up to 25 bytes of data, due to nature of not copying
files to RAM. In analysis phase, it was used for examining partition and

disk images for file and data searching.
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fsck. fsck is open sourced Unix utility used to check file system
consistency in Unix and Linux operating system. It is similar to
CHKDSK used in windows platforms. This tool was used in analysis
phase to check the consistency of the disk image acquired in collection
phase.

losetup. A mechanism known as loopback device is used to read files as
real devices. Tools used on real devices can also be used on loopback
devices as an advantage to loopback device. losetup is a tool used to
associate regular files with loopback devices, to detach files from
loopback devices and to query the loop device [28].

GNU md5sum v6.4. md5sum is an open sourced program used in GNU
core utilities in Linux distributions. It calculates and verifies 128-bit
MD?5 hashes. It is used to verify file integrity, any change in the file or
any bit change will cause change in MD5 hash. Most commonly, it is
used for file integrity as a result of data transfer or disk error. During
every major step of data collection, data extraction and some data
analysis md5sum hash was used to verify file integrity

GNU shalsum v6.5. shalsum is a computer program which calculates
SHA-1 hashes. It is mostly used for file or data integrity. During every
major step of data collection, data extraction and data analysis shal hash
was used to verify file integrity. [19] [20]

debian nfs-common v1.2.6-4. Originally developed by Sun
Microsystems in 1984 Network File System (NFS) is protocol for
distributed file system, allowing system to access storage on network

like accessing it as a local storage. nfs-common is an open sourced tool
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used in Linux distributions for file sharing. NFS is Request for
Comments (RFC) open standard for anyone to use openly. NFS was
used to share data bank for collection and analysis phase. [19] [20]
CIFS. An enhanced version of Microsoft’s open cross-platform Server
Message Block (SMB) protocol. Common Internet File System (CIFS)
is used to provide access to files, serial ports and printers. In analysis
phase, CIFS was used to share data bank with windows platforms [27]
[28].

Tera Term v4.94. Tera Term is an open sourced tool used for terminal
emulation (communication). It emulates different types of computer
terminals and also supports telnet, SSH 1 &2 and serial port
communication. This research used Tera Term for terminal connection

in data collection phase.

3.5 Operating Systems Used

Operating systems used in this research are described below:

VMware ESXi (vSphere Hypervisor) v6.5. ESXi is the name for
VMware’s vSphere Hypervisor. The acronym ESX stands for Elastic
Sky and X was added to sound more technical and after release of
version 3.5 ‘i” was added to signify integrity. It is a type-1 enterprise
class hypervisor meaning it is not a software which can be loaded on an
operating system rather it is an operating system on which multiple
operating systems can be hosted.

Kali Linux v2016.2. Kali Linux is derived from Debian Linux

distribution specially designed for penetration testing and digital
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forensics, it is funded and maintained by Offensive Security Ltd. Kali
Linux has over preinstalled programs for penetration testing and
forensic analysis. It can be installed on system hard disk, can be booted
from live USB or CD and it can run from virtual machine. Kali Linux
has evolved from BackTrack which is developed from Knoppix Linux
distribution for information security testing. It is developed using secure
environment and only small number of trusted people can make changes
by digitally signing the packages themselves. Kali Linux was mostly
used in data collection and analysis phase.

SANS SIFT. The SANS (System Administration, Networking, and
Security institute) Investigative Forensic Toolkit (SIFT) created by
international team of forensics experts led by SANS faculty fellow Rob
lee. SIFT is a computer forensics VMware machine developed on
Ubuntu distribution and preconfigured with digital forensics
examination necessary tools. It is used to demonstrate that advanced
incident investigations and reporting to intrusions can be achieved
through open source tools that are widely and freely available. The
analysis phase used SIFT for initial analysis but some of the tools were
not updated therefor analysis was shifted to Kali Linux platform.
Windows 7. Windows developed by Microsoft is widely used as a
personal operating system which makes it more prone to attacks. For
this research, Windows 7 ultimate 64-bit was made a targeted platform
for analysis purposes.

CentOS 7. Community Enterprise Operating System (CentOS) is a

Linux distribution derived from Red Hat Enterprise Linux (RHEL),
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which provides an enterprise- class free computing platform. The thesis
used CentOS version 7 to confirm the usability of data acquisition
source code developed by Matthew Joseph Tentilucci [13].

e FreeNAS v9.3. FreeNAS is a Network Attached Storage (NAS)
operating system which is free and open sourced that can be installed on
any hardware platform to share resources on network. It is based on
FreeBSD distribution and OpenZFS file system. FreeNAS supports
platforms like Windows, OS X and Unix like systems and virtualization
platforms such as XenServer and VMware using protocols like NFS,
SMB, iSCSI, SSH and AFP etc. in this research, FreeNAS was base

platform for storage sharing for this research.

3.6 Hardware Tools

Apart from hardware and tools mentioned above Dell iDRAC and HP iLO were

used for remote access to simulate physical access to the system.

3.6.1 Dell iDRAC

Integrated Dell Remote Access Controller (iDRAC) is a dell out-of-band
management platform embedded in every PowerEdge server with Lifecycle Controller.
Due to its own resources and network connection, user can login through browser-based
or command-line utility, manage the server and can reboot the server even if the core
operating system has crashed. As it is installed on motherboard of the server with
Lifecycle Controller therefore it requires no operation system of hypervisor to manage,
configure and run the server. The remote access control gives control to an

administrator as if sitting in front of the system, unlike other remote consoles it can
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work even if the system is shutdown. The DRAC can remotely share disk-images as if
they were physically connected to the system, which can be used to install, manage and
run the operating system or hypervisor remotely. The collection phase used iDRAC v7
with enterprise license to demonstrate that no physical presence is required on the server

for data acquisition.

3.6.2 HPILO

Integrated Lights-Out (iLO) is a HP proprietary server management technology
embedded in HP servers. It also provides out-of-band management facilities like Dell
iDRAC. iLO has similar features of any lights out management (LOM) technology.
Remote access is possible from remote location of HP server through iLO. As it has its
own network connection to which administrator can connect to manage, configure and

run sever. Some of the features are: -

e Server power resetting (In case the server doesn’t respond or it crashed)

e Powering up server (power up can be possible though remote console
even it is in shutdown state)

e Remote access control (remote console access is possible through
separate IP to iLO)

e Virtual media connection (can mount remote media images)

iLO can also work without the presence of an operating system or hypervisor
software. The collection phase used iLO v3 with advance license to simulate physical

connection as physical presence is not required on the server for data acquisition.
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3.7 Test Scenario

Test scenario was created for this research in which three types of file

formats .jpg, .pdf and .doc were created.

JPEG Test File

This JPEG file is created to be used for Thesis Virtualization Forensics.

Syed Fawad Ali Shah

Department of Information Security

Military Collage of Signals

National University of Science and Technology

Islamabad, Pakistan

Figure 3.3 JPG Test File

Figure 3.3 shows the sample image created in jpg, the same was created in word
and as well as in pdf format. The name to jpg, word and pdf are JPEG Test File.jpg,
Word Test File.docx and PDF Test File.pdf respectively. The files were copied in Win
7 Alpha and Win_7_Bravo virtual machines the files were duplicated and then were
deleted through recycle bin and also through shift delete method. For the test scenario
the Win_7_Bravo virtual machine was deleted from VMware ESXi server. The target
was to show how a file deleted from a virtual machine can be recovered without booting
that image or by tools outside to that virtual machine and how a virtual machine

containing deleted files can be recovered.
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3.8 Conclusion

This section contains the conclusion of this chapter by defining the
methodology used in this research for data collection, analysis and comparative phases,
also this chapter contains the environment created for the research along with software
tools, operating system and hardware tools used in this research. Also the test scenario

created for this research was also discussed in this chapter
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Chapter 4

Data Collection

4.1 Introduction

The first step in any forensics is the data collection also known as data
acquisition. Bit-stream copy is used to obtain digital evidence, also known as image of
the target device [3]. Exact replica of the original data is created through bit-stream.
Hashing algorithm is used to verify image integrity, it creates unique value of the input
file. If any bit of the file deleted, altered or added, hash will be created differently by
the hashing algorithm. Image integrity of the copied data is verified through hashing as
both the target device and copied image will be of same hashing value. Message Digest
(MD5) and Secure Hash Algorithm (SHAL) are commonly used to verify the integrity

of data.

Many tools are available which can automatically acquire target system data
from any platform apart from virtualized one, so there is a need to formulate a
systematic procedure for data acquisition from virtualized platform especially from
VMware ESXi. Matthew Joseph Tentilucci [ref] carried out study by the title of “Secure
Acquisition of Digital Evidence from VMware ESXi Hypervisor”, in which he had
acquired the target data by placing it on the same hard disk drive which is the worst
practise for any evidence recovery, because by placing the acquired data will replace
with the data already present there but deleted or not allocated, therefore a method is

needed which is systematic and does not store the data on the same hard disk drive.
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4.2 Data and file acquisition types

Before data acquisition is performed a data acquirer should know what type of
data is to be expected or what files to look for. Table 4.1 shows how many files are
there and what are their types and what are they used for in VMware ESXi.

Table 4.1 Virtual Machine file descriptions

Extension  Description

log Virtual machine logs are stored in this file which helps in
troubleshooting and its located where configuration file is
stored

.nvram Virtual machine’s BIOS settings are stored in NVRAM file

vmdk VMDK file contains the information about the hard disk of a

virtual machine. Virtual machine can be made of single or
multiple virtual disks.

.vmem Paging file of virtual machine, guest main memory is backed
up on host file system. It only exists when the VM is running
/ powered on or the VM fails / crashes.

.vmsd Snapshot’s metadata and allied information is stored in a
centralized file.

.vmsn Running state of a VM is saved in this file

Vmss Stores the suspended state of a VM in suspension.

vmx Important configuration files of VM are saved in this
extension

In this chapter, three different methods are discussed for data acquisition, they

are as following: -

1. Data Acquisition from Web GUI
2. Data Acquisition through terminal using VMware kernel

3. Data Acquisition using Live OS (Kali Linux)
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In the above mentioned method number 1 and 2 it is assumed that the data

acquirer has the root privileges which are essential, as both uses the VMware kernel to

access the data and only root is allowed to access it. As for the third method is not

required for to have root privileges or any type of privileges as the acquisition is done

through live operating system and the system is powered off, most of the Live OS has

root or admin privileges so it is assumed that acquirer also has them.

Table 4.2 Data Acquisition Types & Methods

Ser Method VMware Kernel | Guest OS Status | Remarks

1. VMware GUI Yes Live

2. VMware SSH / . Yes Online

telnet (remote login)

3. Physical No Offline HDD is removed
or physical access
is required to run
live OS

4. Physical through Yes & No Online & Offline | No physical

iDRAC access is required
to run live OS

5. ESXi Imager Yes Offline

Table 4.2 describes the possibility of data acquisition through different methods.

As there are five methods mentioned but actually they are sub parts of three methods

previously mentioned. Physical and Physical through iDRAC method are one in the

same as the iDRAC simulates.
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Table 4.3 Target Data Types Vs Acquisition Methods

Target Data VMware GUI | VMware Shell | Live Remarks
oS
VMware Target Folder | Yes Yes Yes
Whole Data store No Yes* Yes *Data is being
written
Partition
Whole Disk Drive No Yes* Yes *Data is being
written

Table 4.3 shows the comparison of target data types vs data acquisition
methods, as the target data location is important for forensics examiner in a sense that
the deleted data can be of same value as undeleted data. In the first two methods, data
on the disk is being controlled by VMware kernel and the disk is in constant change
which can affect the data that will create difficulty for the examiner but in third method
the Live OS acquisition, the Host OS is dormant therefore hard disk is not being

affected.

4.3 Data Acquisition from Web GUI

VMware data storage is visible via Web GUI as shown in figure 4.1. Acquisition
can be performed by simple mouse clicks, but the disadvantage is that the whole data
bank is not shown and only available data is download as to perform bit by bit data
copy which is normally done by dd command in software or hardware. Data duplicators

are used in hardware
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&« C | A Notsecure | ba#%://198.168.15.101/ui/#/host/storage/datastores w 9

@ Datastore browser

4 Upload [k Delete [a Move [5Copy {7 Createdirectory | (@ Refresh
# datastore1 sdd.sf vmware-1log
vmkdump vmware-2.log
vmware-3 log
vmware log
3 Windows 7 Aplha-000001.vymdk
Windows 7 Aplha-Snapshot.vmsn
Windows 7 Aplha.nvram
2 Windows 7 Aplha.vmdk
Windows 7 Aplha.vmsd
51 Windows 7 Aplha.vmx

Windows 7 Aplha.vmxf

[]
B [datastore1] Windows 7 Aplha/

Figure 4.1 VMware vSphere Web Interface

4.4  Data Acquisition through terminal using VMware kernel

A platform was created to simulate the data acquisition through terminal
connection using VMware Kernel. Terminal connection was accessed using SSH
protocol from windows system using Tera Term using IP 192.168.137.141. The
connection was made to issued dd command to make partition and disk image of the
targeted drive. Before imaging the disk drive, data bank shared by FreeNAS was
mounted on VMware Machine using command “esxcli storage nfs add

192.168.137.141:/NAS NAS_Mount”
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[root@localhost:/unfs/volunes/582h6128-3697344a-hdce-081818F6fho4Hindows_7_Brave] dd if=Windous_7_Bravo-B8BBB1.undk of =/unfs/volumes/NAS _Mount/ESKi_BackupsAlindous
7_Bravol Aindows_7_Bravo-606061 .undk

B+1 records in

[root@localhost:/unfs/volunes/582h6128-3697344a-hdce-001018F6fh64Mindows 7 _Brave] dd if=Windous_7_Bravo-BBBBE1.undk of =/unfs/volumes/NAS_Mount/E8¥i_Backups/Uindow:
_?_BravolAlindows_?_Bravo-000801.vndk

B+1 records in

[root@localhost:/unfs/volunes/582h6128-3697344a-hdce-081018F6fho4Hindows_7_Brave] dd if=Windous_7_Bravo-B8BAE2.yndk of =/vnfs/volumes/NAS _Mount/ESKi_BackupsAlindous
7_Bravol Atindows_7_Bravo-B88862 .vndk

B+1 records 1

[root@localhost: /unfs/volunes/582h6128-3697344a-hdce-B81818f6fho4/Windows_?_Brave] dd if =Windows_7_Bravo-BBBAB2-delta.vndk of =/unfs/wolumes/NAS_Mount/ESKi_Backups Al
ndovs_?_Bravel Mindous_?_Bravo-BOBBB2-delta.vndk

88+0 records in

[root@localhost:/unfs/volunes/582h6128-3697344a-hdce-081018F6fho4Hindows_7_Brave] dd if=Windous_7_Bravo-Snapshoti.vmsn of =/unfs/volumes/NAS_Mount/ES¥i_Backups/lin
ovs_7_Bravol Mindows_7_Bravo-Snapshotl.vmsn

nf 5/v0lunes/582h6128-3697344a-hdce-081018F6fh64llindows_? Brave] dd if=Windows_7_Bravo-Snapshot2.vmsn of =/vnfs/volumes/NAS_Mount/ESRi_BackupsAlin
dous_7_Bravo-Snapshot2.vmsn

nfs/volunes/582h6128-3697344a-hdce-0810818f6FhbdAlindows_7_Brave] dd if=Windows_7_Bravo-flat.vndk of=/unfs/volunes/NAS_Mount/ESXi Backups/Hindous
_Bravo—flat.vndk

in
nfs/volunes/582h6128-3697344a-hdce-081818f6fhodAindows_7_Brave] dd if=Windows_? Brave.nvran  of =/unfs/volumes/NAS _Mount/ESXi_Backups/llindows_7_]
Y0 NV FAN

[root@localhost:/unfs/volunes/582h6128-3697344a-hdce-B81818f6fho4Windows_7?_Brave] dd if=Windous_7_Bravo.umdk  of =/unfs/volumes/NAS_Mount/ESHi_Backups/Hindows_7_By
lavol/Hindous_7_Bravo.vndk

B+1 records in

[root@localhost:/unfs/volumes/582h6128-3697344a-hdce-A81018f6fh64/Windows 7 _Brave] dd if=Windous_7_Bravo.vmsd of =/unfs/volumes/NAS _Mount/ESRi_Backups/Hindous_7_By
avol/Hindous_7_Bravo.vmsd

1+ pecords in

[root@localhost:/unfs/volunes/582h6128-3697344a-hdce-B81818f6fho4/Windows_?_Brave] dd if =Windows_7_Bravo.umx  of =/ynfs/volumes/NAS_Mount/ESXi_Backups/Windows_7_Br:
volAindows_?_Bravo.umx

5+ pecords in

[1-no§l3%ocal}m‘, :/ynfs/volumes/582h6128-3697344a-hdce—-B01B18f6fh64/Windows_7_Brave] dd if=vmware-1.log  of =/umfs/volumes/NAS_Mount/ESKi_BackupsMindous_7_Bravol/umy
are-1.log

1613+ records in

[mintﬁlocal}mst:/umfs/unlume3158ZhG12E-3697344a-hdce-EElBlEfﬁfh64/lJindn|-!s_'?_H1-aun] dd if=ymware.log  of =/umfs/volumes/NAS_Mount/ESH1i BackupsHindous_7_Bravol/unuay
e. 1o

355+ records in

355+ records out

Figure 4.2 iDRAC Remote Connection

“dd if="/vmfs/volumes/datastore1/Windows_7 Bravo/files’
of=/vmfs/volumes/NAS Mount/ESXi Backup/Window 7 Bravo/’files’ was to
create dd image of each file and similarly a same dd command was used to image the
disk with disk parameters. MD5 and SHA hashes were taken before and after the files
and disk images to check and keep the integrity of the images. Before images was taken
it was made sure that all the resident VMware machines are turned as to keep the data
integrity of the drive. Also, partition image was taken using dd command along with
MD5 and SHA hashes before and after partition imaging. First image was identified by

issuing “df —h” command

{-. 192.168.137.141:22 - Tera Term WT

File Edit Setup Control ‘Window Help
The time and date of this login have heen sent to the system logs.

UMuware offers supported. powerful system administration tools. Please
See wuw.umware .consgossysadmintools for details.

The ESX¥i Shell can be disabled by an administrative user. See the

vwSphere Security documentation for more information.

[rootPlocalhost:™]

[rootPlocalhost:™]

[rootBlocalhost:™]1 df —h

Filesystem Size Used Available * Mounted on

MNF3 3.5T 41.2G 3.5T » sunfs/volumes/NAS_Mount
272.8G 67.3G 282.7G % sunfssvolumesdatastorel
285.8M 285.8M 80.6M % sunfssvolunes 582h611f-2418fA7a—-170b-B01018f6fh64
249 _.7M 167.9M % sunfssvolumes -876ea?7c—9fdfdcce—8dB84—e?d@Bf 36528

4.8G 8%7.6M % sunfssvolunes 589h5093-dA?a1488-8690-B01018f6fh64

249 _.7M 143.7M x sunfssvolumes-32c43d76—fdib3c?6—bd48 cBdbealBeedd

[root@localhost:=™1 B

Figure 4.3 SSH Remote Connection
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4.5 Data Acquisition using Live OS (Kali Linux)

The previous two collections methods are prone to data change which can lead
to data integrity issue therefore in this section a third method is discussed which
eliminates the possibility of data integrity issue which can be caused through VMware
kernel. In this method, VMware ESXi server is powered off and then booted through
Kali Linux Live USB mount virtually through iDRAC to simulate remote connection.
Kali Linux was booted in forensic mode for the purpose of data integrity. After booting

drive was searched though “fdsik —I”” command results as shown in figure 4.4.

: /mnt/NFS/ESXi Drive Image# fdisk -1
Disk /dev/sdb: 7.6 GiB, 8103395328 bytes, 15826944 sectors
Units: sectors of 1 * 512 = 512 bytes
Sector size (logical/physical): 512 bytes / 512 bytes
I/0 size (minimum/optimal): 512 bytes / 512 bytes
Disklabel type: dos
Disk identifier: 0x0e72cf53

Device Boot Start End Sectors Size Id Type
/dev/sdbl * 2048 15826943 15824896 7.6G c W95 FAT32 (LBA)

Disk /dev/sda: 279.4 GiB, 300000000000 bytes, 585937500 sectors
Units: sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 512 bytes

I/0 size (minimum/optimal): 512 bytes / 512 bytes

Disklabel type: gpt

Disk identifier: FBEOF571-52AC-4961-9126-7677F11BCOGE

Device Start End Sectors Size Type

/dev/sdal 64 8191 8128 4M EFI System
/dev/sda2 7086080 15472639 8386560 4G Microsoft basic
/dev/sda3 15472640 585937466 570464827 272G unknown
/dev/sda5 8224 520191 511968 250M Microsoft basic
/dev/sdab 520224 1032191 511968 250M Microsoft basic
/dev/sda7 1032224 1257471 225248 116M unknown
/dev/sda8 1257504 1843199 585696 286M Microsoft basic

Partition table entries are not in disk order.

Disk /dev/loop@: 2.5 GiB, 2634285056 bytes, 5145088 sectors

Units: sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 512 bytes

I/0 size (minimum/optimal): 512 bytes / 512 bytes
nnt/NFS/ESX1 Drive Image#

Figure 4.4 fdisk -| Command
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After disks and partitions were discovered, NAS was mount through mount
command to /NFS and then command “dcfldd if=/dev/sda3 hash=md5,sha256
hashwindow=1G md5log=/NFS/Drive_Backup/md5.txt
sha256log=/NFS/Drive_Backup/sha256.txt hashconv=after conv=noerror,sync
of=/NFS/Drive Backup/driveimage.dd” as shown in figure 4.5 and same command

was used to take drive image.

1533184 blocks (47912Mb) written. (B5404.845995] perf: interrupt took too long (3148 » 3140}, lowering kernel.perf_event _nmax_samp
le_rate to &

3986176 blocks (12456BMb) weitten. [87219.202914] perf: interrupt took too long (3938 » 3935), lowering kernel.pert_event_max_san
ple_rate to 50730

913408 blocks (278544Mo) weitten.”[[B

] +1 records In

Current User(s): root: 192.168.137.1

Figure 4.5 dcfldd Command

4.6 Conclusion

In this chapter file types used by VMware virtual machine are discussed and
what type of data and files are available for data acquisition and what are the methods

for their acquisition along with partition and disk imaging methods.

34



Chapter 5
Analysis

5.1 Introduction

One of the objective of this thesis was to identify tool which can perform
automated analysis of acquired raw data or perform data recovery of already acquired
vmdk (virtual machine disk) file without booting it up. To perform analysis two

operating systems platforms namely windows and Linux were used for test purpose.

5.2 Analysis on Windows Environment

Forensics tools are mostly available for windows platform as it is widely used

at the client end. Following available tools available were tested for analysis purpose.
5.2.1 OSFMount

OSFMount v1.5.1015 is a tool developed by PassMark used for mounting of

disk image to be used by PassMark OSForensics for forensic analysis. OSFMount was

unable to read the acquired disk image, as shown in figure 5.1.

"| File Driveactions Help

=5 Mounted virtual disks

Drive  Image fils name Size Propertias File systam [detected) File systemn [from OS]
EDE:  %AESK_Backupstwindows_7_Deltatwindows_7_Delkta_0.. 20 GB Fead-anly M M

ss Cre
601, 1
017. 1
017. 1
017. 1
017. 1

17, 1

[27] Micrasoft Windows =
You need to format the disk in drive E: before

I

you can use it.
Do you want to format it?
bt e [oT——— r [oT—— tall b Exit | | Esit

[ Formatdisk | [ Cancel |

“Drrive-C:dir file. ext™ L _

Figure 5.1 OSFMount unable to mount image
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5.22 FTK

FTK v1.81.2 developed by Access Data was tested to check whether it can read

the acquired disk image. Figure 5.2 shows that it was not able to open the image

File Edit View Tools Help
Explore Graphics | Ewal | seaen | sookma |

Lo -0 e 2 i @ o1&

&1 NONAME-Unknown

Add Evidence
types of evidence items:
ge of alogical or physical drive

[ List all descendants

B B8 &3 0| o [unerss XAESXi_Backups\Windows_7_Charle2\Windows_7_Charlevmak s not a
£\ valid YMDK evidence file.
¥ File Name Full Path = Acc Date LSze  PSze  Childr

30aM | |

5/14/2017

. R D)

Figure 5.2 Access Data FTK

5.2.3 Autopsy for windows

Autopsy v4.3.0-64-bit software maintained by Basis Technology Corp uses
open source programs and plugins used in The Sleuth Kit which is library and collection
of Unix and Windows based utilities helping in forensics analysis. It was written by
Brain Carrier and is now maintained by Basis Technology Corp. It was used in analysis
Sleuth Kit read vmdk file only and was not able to read the raw images neither the
partition and now the disk image. It could identify and recover the deleted sample image

from the virtual machine as shown in figure 5.3.
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JPEG Test File

This JPEG file is created to be used for Thesis Virtualization Forensics.

Syed Fawad Ali Shah

Department of Information Security
Military Collage of Signals
National University of Science and Technology

Islamabad, Pakistan

-
6:08 PM
5/8/2017

~@oe

Figure 5.3 Autopsy for Windows

5.2.4 VMFS Recovery

A tool was identified by the name of VMFS Recovery has version 3.3 developed
by DisklInternals Research. An evaluation copy was tested which was able to mount the
disk image and then within disk image vmdk files were shown and recovery analysis
were carried and it was able to show deleted files for recovery. For recovery, full
version is required and standard version was available at the analysis for $699 [28], but
this software was also unable to show deleted vmdk for recovery. Figure 5.5 and 5.6

show the images of VMFS Recovery.
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(= DiskInternals VMFS Recowery {x64) 3.2 [Evaluation version] [E=R ==

Drives  View Commands  Tools  Help

- ] Folders é’w\zam &Rm R!cuvery‘ =E.
Address bar: 8 My Computer =
Disk: Size Flle System Region
> ) STSIDMONZ- 1BD142 465,76 Gh Disk 0 (S2A5M3Z0) 0976 773 168 sectors
> ) MEHIDDECWLR 3726.02 Gb Disk 1 (PAIITMKT) 0-7 514037 168 sectors
o Bt Backun) 725,906k NTFS NT 01 - 7 813 771 248 sectars
| & 3 E:\MASIESK]_Drive_ImageiD letioniESXi_Drive_lmage_AfterDeleti 279.40 Gb 0 - 585 937 500 sectors
=3 Unalocated (st start) 31.50kb Free 0 - 63 sectors
8 FATIG Volume 6 (ESH) 3.97 b FATIE GPT 64 -5 192 sectors
(3 Unallocated {in the middle) 15.00Kb Free 8 193 - 8 223 sectors
G FATIE Volume 243,38 Mb FATIS GPT & 224 - 520 192 sectors
=3 Unalocated (in the middz) 15.00 kb Free 520 193 - 520 223 sectors
G FATIE Voiume 9 249,98 Mb FATIE GPT 520224 - 10132 192 sectors
3 Unallocated (in the middls) 15,00 Kb Fres 1032 193 - 1 032 223 sactors
& Volume 6 (VMyware ES{ vmkcare (coredump partiion)) 10995 Mb GPT 1032 224 - 1 257 472 sectors
3 Unallocated in the middls) 15.00 kb Free 1 257 473 - 1 257 503 sectors
G FATIG Volume 10 285,98 Mb FATI6 GPT 1257 504 - 1 843 200 sectors
3 Unallocated (in the middli) 2506k Free 1 643 201 - 7 086 079 sactors
G FATIE Volume 7 4006k FATIE GPT 7086 D30 - 15 472 640 sectors
& Volume 5 (VMiware 54 YMFS partiion) 272,02 6b GPT 15 472 640 - 585 937 447 sectors
=] 3697 344a-bele 3 {datastore1) 272.00 Gh WMFS GPT 15 507 456 - 565 932 800 sectors
3 Unalocated (k end) 16.00 kb Free 555 937 468 - 585 937 500 ser
5] 3697344 bl 4 (datastore1, raid) 272,00 6h HMFS 0- 5701 425 344 sectors
8 E_ldm (Simple) 725,90 Gb NTFS. LDM 0 - 7 813 771 255 sectors
i_Drive Image\Drive-Imag D {_Drive Image_AfterDeleti 279.40 Gb € File MFT is damaged
| e, 1027AM |
€ I IG | < @m0 PO |

Drives View Commands Tools Help

Q@ -y rotders | (& wizara g Raia Recovery g Recover | B3I~ ( s
Address bar: | | fumfs/volumes| 58256 125-3637344a beke-00 1018f6fb64 » Recovered fies b PDF Fie (pdf)
Name Type See  Modfied  Tagsi -

PDF Test File

This PDF file is created to be used for Thesis Virtualization Forensics.
Syed Fawad Ali Shah

Department of Information Security

Military Collage of Signals

National University of Science and Technology

Islamabad, Pakistan

]

582b61. 4da-bd overed files\PDF File (pdf}\00000001.pdf (7382 Kb) € An exception wes occurred. Please save your log file and send

Figure 5.5 Sample file located by VMFS Recovery

5.3  Analysis on Linux Environment

As there is huge library for open source tools for Linux and some of them are

for forensics purpose so analysis was carried on Linux environment.
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5.3.1 Autopsy for Linux

Autopsy was also tested on Kali Linux for analysis, it was only able to mount
partition image and has error with drive image. Initial analysis was able to recover the
targeted file from raw partition created in Win 7 virtual. Analysis on autopsy for Linux
concludes that it can search partition and able to recover know deleted files but cannot

find and recover vmdk files. Results are as shown in figure 5.6.

€ localhost C wB 93 4 =
[ Most Visited v JfllOffensive Security " Kali Linux "\ Kali Docs "% Kali Tools EMExploit-DB W Aircrack-ng
Case: Thesis Machine Windows_7_Charle
Host: Windows_7_Charle After Deletion
Select a volume to analyze or add a new image file.
CASE GALLERY HOST GALLERY HOST MANAGER

mount name fs type
® raw ESXi Drive Image AfterDeletion.img-0-0 raw details

ANALYZE ADD IMAGE FILE CLosE HosT

HEeLp

FILE ACTIVITY TIME LINES IMAGE INTEGRITY HASH DATABASES

VIEW NOTES EVENT SEQUENCER

Figure 5.6 Autopsy for Linux

5.3.2 Manual Analysis

First in manual analysis commands were identify to mount the partition image.
Though vmfs-fuse partition was mounted to /tmp/NAS_Mount/Drivelmage as shown

in figure 5.7.

:/tmp/NAS_Mount# vmfs-fuse /mnt/NAS/Drive Backup/driveimage.dd DriveImage/
:/tmp/NAS_Mount# df -h
Filesystem Size Used Avail Use% Mounted on
2.0G6 0 2.06 0% /dev
394M  17M 378M 5% /run
386G 9.56 26G 27% /
2.06 424K 2.0G 1% /dev/shm

5.0M © 5.0M 0% /run/lock
2.0G 0 2.06 0% /sys/fs/cgroup
394M 16K 394M 1% /run/user/132
394M 36K 394M 1% /run/user/0
192.168.137.142:/mnt/NAS/NFS 3.6T 47G 3.5T 2% /mnt/NAS
/dev/fuse 272G 116G 262G 4% /tmp/NAS Mount/DriveImage
: /tmp/NAS_Mount#

Figure 5.7 vmfs-tool usage
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After partition, first the mount was identified then the steps were identified to
mount the disk image. The steps involved to first identify the sector size and starting

sector of the partition where the data resides as shown in figure 5.6 by issuing parted

command.

root@kali:/tmp/N
GNU Parted 3.2

Using /mnt/NAS/ESXi Drive Image/Drive-Image-After-Deletion/ESXi Drive Image AfterDeletion.img
Welcome to GNU Parted! Type 'help' to view a list of commands.

(parted) unit
Unit? [compact]? b
(parted) print
Model: (file)

Disk /mnt/NAS/ESXi Drive Image
Sector size (logical/physical)
Partition Table: gpt

Disk Flags:

Number Start End Size File system Name Flags

1 32768B 4194303B 41615368 fatlé boot, esp
5 4210688B 266338303B 2621276168 fatl6 msftdata
6 2663546888  528482303B 2621276168 fatl6 msftdata
7 528498688B 643825663B 115326976B

8 6438420488  943718399B 2998763528 fatl6 msftdata
2 3628072960B 79219916798 42939187208 fatlé msftdata
3 79219916808 299999983103B 292077991424B

Figure 5.8 parted tool usage

;%,“n;‘e# B;th&_ynnt/NAS/ESXi_Drive_Image/Drive-Image-After»Deletion/ESXi_Drive_Image_AfterDeletion.img

/Drive—Tmage-After-Deletion/ESXi Drive Image AfterDeletion.img: 3000000000008
512B/512B

Another command “fdisk —lu”” was identified and used to list the partition sizes

and starting sector. Figure 5.9 revealed that the targeted partition is of 272Gb and

starting sector is 15472620. By multiplying the sector size with the sector location

revealed that the bit address of the starting of the partition which was 7921991680.

udsii: 1uLsL:

root@kali:

culgnu oL rounu

# fdisk -lu ESXi Drive Image AfterDeletion.img

Disk ESXi_Drive_Image_ AfterDeletion.img: 279.4 GiB, 300000000000 bytes, 585937500 sectors
Units: sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 512 bytes
I/0 size (minimum/optimal): 512 bytes / 512 bytes

Disklabel type:

gpt
Disk identifier: FBE@F571-52AC-4961-9126-7677F11BCOGE

Device Start End Sectors Size Type

ESXi Drive Image AfterDeletion.imgl 64 8191 8128 4M EFI System

ESXi Drive Image AfterDeletion.img2 7086080 15472639 8386560 4G Microsoft basic data
ESXi Drive Image AfterDeletion. img358593?466 570464827 unknown

ESXi Drive Image AfterDeletion.img5 8224 520191 511968 250M Microsoft basic data
ESXi Drive Image AfterDeletion.imgé 520224 1832191 511968 256M Microsoft basic data
ESXi Drive Image AfterDeletion.img7 1032224 1257471 225248 116M unknown

ESXi Drive Image AfterDeletion.img8 1257504 1843199 585696 286M Microsoft basic data

Partiti9n table entries are not in disk order.

Figure 5.9 Results of fdisk tool
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sudo lose'tup -0 7921991680 /devllonpﬂ' ESleI]rlveilmégeJ\fterﬂelet‘lon.lmg
sudo fsck -fv /dev/loop@

root@kali:/mnt/NAS/ESXi_Drive_Image/Drive-Image-A
root@kali:/mnt/NAS/ESXi_Drive_Image/Drive-Image
fsck from util-linux 2.29.2
root@kali:/mnt/NAS/ESXi_Drive Ilw;s- /Drive-Image-After-Deletion# sudo mount /dev/loop@ /tmp/NAS_Mount/
mount: unknown filesystem type 'VMFS volume membe
root@kali:/mnt/NAS/ESXi_Drive Inmq@ /Drive-Image-Afte
mount: unknown fllesystem type 'VMFS_volume member'
root@kali:/mnt/NAS/ESXi _Drive_Image/Drive-Image-After-Deletion# sudo vmfs-fuse /dev/loop® /tmp/NAS_Mount/DriveImage/
VMFS: Warning: Lun ID mismatch on /dev/loop®

ioctl: Invalid argument

ioctl: Invalid argument

root@kali:/mnt/NAS/ESXi_Drive_Image/Dr Lve-Inmge-ﬂ‘te\ -Deletion# 1s -1 /dev/loop®

brw-rw---- 1 root disk 7, © May 14 ©5:39

root@kali:/mnt/NAS/ESXi_Drive_Image/Drive-Image- ATTe-\ Deletion# df -h

-

r-Deletion# sudo mount /dev/loop® /tmp/NAS Mount/DriveImage/

Filesystem Size Used Avail Use% Mounted on

udev 2.06 2.06 0% /dev

tmpfs 394M 17M 378M 5% /run

/dev/sdal 386 9.5G 266G 27% /

tmpfs 2.06 476K 2.0G 1% /dev/shm

tmpfs 5.0M 0 5.0M 0% /run/lock

tmpfs 2.06 0 2.06 0% /sys/fs/cgroup

tmpfs 394M 16K 394M 1% /run/user/132

tmpfs 394M 44K 394M 1% /run/user/@
192.168.137.142:/mnt/NAS/NFS 3.6T  47G 3.5T 2% /mnt/NAS

/dev/fuse 2726 11G 262G 4% /tmp/NAS Mount/DriveImage
root@kali:/mnt/NAS/ESXi_Drive_Image/Drive-Image-After-Deletion# 1s -1 /tmp/NAS_Mount/DriveImage/
total 16

d-w-r-xr-T 2 root root 420 Apr 5 15:20
drwxr-xr-x 2 root root 2180 Apr 28 81:11 Windows 7 Aplha
root@kali:/mnt/NAS/ESXi_Drive_Image/Drive-Image-After-Deletion#

Figure 5.10 Mount process of image

Then the partition was mount from the disk image to loop device which is shown
in figure 5.10. The figure shows that the disk image after mounting on the loop device
is checked for alignment with “fsck -fv”” command and the was mounted with command
“vmfs-fuse”, “Is —I” command was used to list the partition contents which in showed
one folder Windows 7 Alpha showing the files of its virtual machine. The virtual
machine Windows 7 Bravo were not found as the files were deleted before the disk

image was created.

o) O~

foremost._custom_vmwal

| Save |_‘ (-] .‘

‘ Oz < Hi‘ /mnt/NAS/ESXI_Drive_Image/foremost_extraction/formast_config_files

foremost_custom_vmware.conf x foremost_custom_vmware_text.txt x *Untitled Document 1 x 15929358.vmdk x
# VMware log files
ln 1048510 ?777777727227272272272227\x7c\x20\x76\x6d\x78\x7c\x20\x49777\x3a\x20\x4c\x6F\x67\x20\x66\ X6\ x72\x20\x56\ x4d\x

\xﬁ1\x72\x65\xZB\x45\x53\xSH\xZB\xYU\xEB\x64\x3d AX56\x4d\X58\X20\X68\ X611 x73\x20\X6C\X65\ X606\ XT4\X20\X T4\ X68\X65\X20\X62\ XTS5\ x69\X6C\ X64\X69\ x6e\X67
\x3a\x207\x2e\x0a

vmx 1048510 \x3c\x4f\x78\xﬁd\xﬁc\x20\)(76\xﬁ5\)(72\x73\xﬁ'3\xﬁf\xﬁe\x3d\x22'r‘?"\x22\x3f\x39\xﬂa\x3c\x46\xﬁf\x75\xﬁe\xﬁ4\x72\x
\x3e \x74\xﬁf\xﬁf\xﬁc\x73\xZe\x72\xﬁ5\xﬁd\xﬁ9\xﬁe\xﬁ4\x49\xﬁe\x73\x74\xﬁ1\xﬁc\xﬁc\x2[]\x3d\x

1048510 \x3c\x3T\x78\x6d\x6c\x20\x76\x65\x72\x73\x69\X6T\x6e\x3d\x2272 7\x22\x3T\x3e\x0a\x3c\x46\ X6 M\ xT5\x6e\x64\x72\x79\x3e\x0a \x3c
\x2f\)(46\3(ﬁf\)(75\xﬁe\x54\x72\x79\x35\x0a

#e-

.. . Sana LSS e A e TS LA TS al L CER S UESV TR U N w70 T AL B TN v AEY wENY v B\ BB v A

Plain Text »  Tab Width: 8 Ln 10, Col 3 ~ NS

Figure 5.11 foremost custom configuration file
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To recover the files of deleted virtual machine foremost tool was used with
custom configuration file with file foremost_custom_vmware.conf. To create custom
file available VMware logs file revealed that the file starts with specific words like “#
Disk DescriptorFile” and ends on “ddb.virtualHWVersion = “13””, which help in
creating the header and footer for the recovery of log file to be used for configuration
of foremost configuration file. Similar method was and nvram, vmx, vmxf and vmdk
files header and footers were recovered and used in foremost configuration file as

“foremost —c formost config_vmware.conf /mnt/NAS/Drive Image.img” command,

root@kali: # 15 -1 |
total 31

-mw-r--r-- 1 root root 2465 Jun 9 10:21 audit.txt
drwxr-xr-- 2 root root 8 Jun 9 09:19
drwxr-xr-- 2 root root 7 Jun 9 09:19
drwxr-xr-- 2 root root 7 Jun 9 09:08
drwxr-xr-- 2 root root 18 Jun 9 09:19

Figure 5.12 Result of foremost tool

Figure 5.12 shows the output of the foremost command run with the custom

configuration file.

root@kali: # cat vmdk/15929358. vmdk
# Disk DescriptorFile

version=1

encoding="UTF-8"

CID=408Tadd4

parentCID=Ffffffff

isNativeSnapshot="no"

createType="vmfs"

# Extent description
RW 41943040 VMFS "Windows 7 Aplha-flat.vmdk"

# The Disk Data Base
#DDB

ddb.adapterType = "lsilogic" I
ddb.geometry.cylinders = "2610"

ddb.geometry.heads = "255"

ddb.geometry.sectors = "63"

ddb.longContentID = "836e867cde7f4cccfc382fad408fadd4”

ddb.thinProvisioned = "1*

ddb.toolsInstallType = "1"

ddb. toolsVersion = "10272"

ddb.uuid = "60 00 C2 9e 52 c9 cc bd-06 f8 7c 6e 52 5f 45 bb"

ddb.virtualHWVersion = "13"

Figure 5.12 Result of carved vmdk file
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Applications v Places v [ Terminal = ! P = 7 250 2 g L) O~

root@kali: /mnt/NAS/ESXi_Drive_Image/foremost_extraction/output - o x
File Edit View Search Terminal Help
(wxHexEditor:3698): Gdk-CRITICAL **: qdk pixmap new: assertion '(width != 0) & (height != 0)' failed

root@kali: /mnt/vmfs/Windows 7 Aplha - m ix

File Edit View Search Terminal Help
root@kali: # cat Windows\ 7\ Aplha.vmdk - '
#\fEEJS.iSEnE(IeSCHptOFFlle root@kali: /mnt/NAS/ESXi_Drive_Image/foremost._extraction/output/vmdk (- IO <]
encoding="UTF-8" File Edit View Search Terminal Help
CID=408Ta4d4 root@kali: # cat 15929358.vmdk *
parentCID=fT{ff{ff # Disk DescriptorFile
isNativeSnapshot="no" version=1
createType="vmfs" encoding="UTF-8"

. CID=468fadd4
# Extent description parentCID=Ffffffff
RW 41943040 VMFS "Windows 7 Aplha-flat.vmdk" isNativeSnapshot="no"

. createType="vmfs"
# The Disk Data Base

#DDB # Extent description

RW 41943040 VMFS "Windows 7 Aplha-flat.vmdk"
ddb.adapterType = lsﬂoglc
ddb.geometry. cyllnders = "2610" # The Disk Data Base
ddb.geometry.heads = 255 #DDB
ddb.geometry.sectors = "6

ddb.longContentID = 836e867c4e7f4cccfc382fa4408fa4d4 ddb.adapterType = "lsilogic"
ddb. thinProvisioned = 1 ddb.geometry.cylinders = "2610"
ddb. toolsInstallType = "1" ddb.geometry.heads = "255"

ddb. toolsVersion = "10272" ddb.geometry.sectors = "63"

ddb.uuid = "66 00 C2 9e 52 c9 cc bd-06 8 7c 6e 52 5f 45 bb" I4gp. TongContentID = "836e867c4e7f4ccctc382ats0BTaddd”
ddb.virtualHWVersion = "13" ddb.thinProvisioned = "1

root@kali: # ddb. toolsInstallType = "1"
wxHexEditor: : - + 1A__gdx_drawable Qel_slZ€iqdb.toolsVersion = "10272"
. ddb.uuid = "60 00 C2 9e 52 ¢9 cc bd-06 f8 7c 6e 52 5T 45 bb"
(wxHexEditor:3698): Gdk-CRITICAL **: IA gdk drawable get deptlydp.virtualHWVersion = "13"
i root@kali: # 11
(wxHexEditor:3698): Gdk-CRITICAL **: TA gdk draw drawable: asSertromGUR TS DRAWADCE=TSTCTTarren -

Figure 5.13 Comparison of vmdk files

Figure 5.13 shows the comparison of the recovered vmdk file with already held
vmdk file. The vmdk file recovered shows information of the data vmdk file with name
of “Windows 7 Alpha-flat.vmdk™ and the sector size of the also shown in the file, other
file contents information of the disk layout. The information acquired from vmdk file
was to recover flat.vmdk of the virtual machine which is actual data file. But first the
data location is located through searching the start bytes of the virtual machine data file
in wxHexEditor as shown figure 5.14 which in this case are MBR of windows 7 as the

virtual machine was a windows 7 operating system.
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wxHexEditor 0.23 Beta for Linux [-JC I -]
File Edit View Tools Devices Options Help
‘aEo50 e

Datalnterpreter ]

B +

ESXi-Drive-Image-AfterDeletion.img ’/WindowsJ,Bravn—ﬂal.vmdk v
[) Unsigned [ ] Big Endiar | [ gffsat @0 01 62 03 04 85 06 07 68 00 BA OB OC 6D OF 6F 10 11 12 13 14 15 16 17 18 19 1A 0123456789ABCDEFO123456789A
ginary [00110011 | [ Ed| [033526120239(00 00 00 00 @ 00 0O 0O 60 0O 0O AG OO 00 0O 0O G0 0O 0O A0 00 6O 00 00 A0 00 0O s
——————— = " ||033526120266/00 00 00 00 0 0O GG 0O 00 6 0O 60 @O 00 6O 0O 60 A GO 60 00 6O A0 0O B0 A8 0O
8bit [51 | |e33526120293 /00 G0 60 00 GO 86 00 A 0O 0O B 0O B 0O 00 A 0O 0O B 0O 60 0O 00 6O 0O 80 6O
16 bit [ 16333 | 1833526120320 00 A 00 0O 0O 60 0O 0O A0 O/ 0O 0O GO G0 00 0O 0O A0 GO 0O 0O A8 00 00 00 60 00
933526120347 (00 00 00 60 0O 60 6@ 6O G0 0O 60 AG GO 60 OO G0 A6 OO B A6 00 B 0O 00 06 00 00
32 bit [ 795951053 | |e33526120374 06 G0 60 0B GO B 0O B B 0O B 0O B 0O 0O O 0O 6O B 0O 6O 0O 00 6O 0O 60 6O
——————|/033526120401 00 @0 00 00 0 00 6O 00 00 G 0O 60 ©9 00 6O 0O 00 60 0O 60 00 60 60 08 80 8 00
64 bit [-81796620122587954 | 933526120428 (00 00 00 60 00 00 60 0O 60 0O 00 60 0O 60 6@ 60 68 00 80 06 (3] @ BE DO BC 08 7C AL ]
R | [033526120455 8E CO 8E D& BE 06 7C BF 00 06 BO 00 82 FC F3 A4 50 68 1C 06 CB FB B9 04 00 BD BE ALAH | ] ersiiPhiagvie 1
933526120432 (07 80 7E 00 00 7C OB OF 85 OF 1 83 C5 10 E2 F1 CD 18 88 56 00 55 C6 46 11 05 C6 *C~ |dwalodfsT==1aV UFF-sf
Double| 5.7193330464545¢ 2| 933526120509 |46 10 00 B4 41 BB AA 55 CD 13 5D 72 OF 81 FB 55 AA 75 09 F7 C1 81 00 74 03 FE 46 F= {Ay-U=!llreivU-uo=Lo tvmF
933526120536 (10 66 60 80 7E 10 60 74 26 66 68 60 00 60 6@ 66 FF 76 08 68 00 00 68 00 7C 68 01 ~f'C-~ t&fh  f vBh h [ho
933526120563 (00 62 10 00 B4 42 8A 56 60 8B F4 CD 13 OF 83 C4 10 OF EB 14 BE 01 02 BB 00 7C 8A h= {BaV i[=IIfa—RO%q0ey |&
InfoPanel ] 033526120590 56 60 8A 76 @1 8A 4E 02 BA 6E ©3 CD 13 66 61 73 1C FE 4E 11 75 OC 80 7E 00 80 OF V evoeNeen SLEN=UQC~ G
T 033526120617 84 8A 00 B2 80 EB 84 55 32 E4 8A 56 00 CD 13 5D EB OE 81 3E FE 7D 55 AA 75 6E FF &2 ficoauzsev =i1]oki>m}U-un
- 933526120644 (76 00 E8 8D 00 75 17 FA BO D1 EG 64 E8 83 00 BO DF E6 60 E8 7C 80 BO FF EG 64 E8 v #i ui-i7udea ;M. ¢| i pde
ESXi_Drive_Image_AfterDe (933526120671 75 66 FB BB 86 BB CD 1A 66 23 CO 75 3B 66 81 FB 54 43 50 41 75 32 81 F9 02 081 72 [u vq y=Tf#Lu; fiVTCPAUZG-®Or
Path:  /mnt/NAS/ 033526120698 [2C 66 68 67 BB 60 00 66 68 0O 62 60 0O 66 68 63 00 00 60 66 53 66 53 66 55 66 68 ,fhey fh ® fh@ fSFSfufh Search Results ]
\_Dri jve- | [03352612072500 60 08 00 66 68 0O 7C 00 0O 66 61 63 00 00 ©7 CD 1A 5A 32 F6 EA 00 7C 00 80 CD fh | fah -=z2:0 | =
ESX|_Drive_Image/Drive- | 13325 /156752 (18 A0 87 07 EB 08 AG B6 07 EB 63 AB BS 67 32 E4 65 60 07 85 FO AC 3C 00 74 68 BB 14y «b04] -69H 258 siske tog 1. Offset 33526120448
Image-After-Deletion 033526120779 07 88 B4 OE CD 10 EB F2 F4 EB FD 2B €9 E4 64 EB 00 24 82 E@ F8 24 02 C3 49 6E 76 + {J=b6=[62+rId6 $8a°$e|Inv 9. Offset 42009100288
Size: 279.4 GB 033526120866 61 6C 69 64 20 70 61 72 74 69 74 69 6F 6E 20 74 61 62 6C 65 80 45 72 72 6F 72 20 |alid partition table Error }
933526120833 |6C 6F 61 64 69 6E 67 20 6F 78 65 72 61 74 69 6E 67 28 73 79 73 74 65 6D 86 4D 69 Lloading operating system Mi 3. Offset 54566944768
033526120868 (73 73 69 6E 67 20 6F 70 65 72 61 74 69 6E 67 20 73 79 73 74 65 6D B8 00 B8 63 JB ssing operating system _c{
933526120887 [0A D5 B6 AB 36 80 60 80 26 21 80 67 DF 13 BC B8O B8 0O B 08 20 ©3 00 B0 DF 14 6C Up|46 ¢ ! g v Sy
933526120914 (07 FE FF FF 00 28 63 00 60 DO 7C B2 0O 60 66 60 B8 BB B0 B8 0O B 08 0O B8 0O 0O +m (¥
©33526120941(00 00 00 60 0O B0 B0 B0 B0 GO B0 BO GO B0 B8 B0 BB 55 AA 68 00 B8 0O 0O B8 0O 0O U
933526120968 (00 00 00 B0 0O B0 B0 6O B0 GO B0 BO GO B0 6@ B0 B8 G B 68 0O B 0O DO B8 0O 0O
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©33526121183(00 00 00 60 0O B0 B0 B0 B0 GO B0 BO GO B0 0@ B0 B8 OO BO B8 0O B 0O 0O B 0O 0O
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Figure 5.14 Location of start of flat.vmdk file

Figure 5.14 shows that there are three MBR matching partition exists on the
disk image and that is true before taking the image there existed three images on the
drive. After locating the starting byte location and data size from the recovered file the
vmdk data file is extracted through dd command “dd ibs=1 status=progress skip
33536120488 count 21474836480 if=input_disk_image of=output vmdk file’as

shown in figure 5.15

Deletion.img of=/mnt/NAS/Recontruction/Windows 7 Alpha/Windows 7 Aplha flat.vmdk

root@kali: # dd ibs=1 status=progress skip=33526120448 count=21474836480 if=ESXi Drive Image After
167176704 bytes (167 MB, 159 MiB) copied, 53 s, 3.2 MB/sll

Figure 5.15 dd command of file carving

After extracting the data vmdk file and combining the necessary virtual machine
files in a single location the virtual machine was run in VMware Workstation. Figure

5.16 shows the successful run of the recovered virtual machine.
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Figure 5.16 Resulted recovered virtual machine

5.4 Conclusion

Forensic examiner must have the ability for to work on multiple operating
system platform for forensic analysis, this chapter discussed the possibility of
automated forensics analysis tools available for Windows as well as Linux platform,
then it also discusses the manual analysis procedure by showing the artefact required

for data analysis.
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Chapter 6

Procedure Formulation

6.1 Introduction

In this chapter, procedure is formulated on the work discussed above. The

procedure is divided into data collection and data analysis procedure for recovery.

6.2 Data Collection Procedure

For data collection, the first step is to determine the state of the data which is
either online or in offline state. The next step is to identify that what type of access to
the data is available as most the commands or collection requires root or administrator

access so it is assumed that the root access is available and can easily be used.

The data collection procedure depends on type of data to be collected as shown
in table 4.1, the result shows that the data collection form GUI isn’t sufficient as all the
files are not shown therefore alternate methods can be used for data collection. In other
two methods dd command is used which is a core Unix and Linux utility and can easily
be used. Before issuing of command the data it is important to identify either only files
need to be copied and partition image is to be taken or the image of the whole drive
needs to be acquired. For collection procedure, the target data location be given which
can either be network attached storage (NAS) as used in this research or can be locally
attached storage as in USB. Keeping above in view data collection can be defined in

some of the sequential steps: -

e Access the data with root access.

e Identify the data location/ path.
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Connect the destination location for the collecting data.

Calculate the hash of the data which is to be collected.

Acquired the data through dd command.

Calculate the hash of the acquired data

Compare both the hashes and verify the integrity of the data.

In data collection procedure data integrity has utmost importance as of data
collection. Data integrity can be performed through hashing, which not only ensures

the integrity data but also ensures error free data.

6.3 Data Analysis Procedure

Data analysis procedure can be developed from the previously done research.
First it identifies type of data to be recovered from acquired data, as the data is to be
recovered from virtual machine or the virtual machine itself is to be recovered from
vmdk files or partition or disk image. The research already done reveals that all three
are data recovery either form vmdk file or virtual machines files from partition image
or from the disk image, all are possible but the procedure is a bit different. The
procedure to recover virtual machine from partition or disk image is same but in disk
image the partition image is to be identified and then the procedure is same as of the
data recovery from the partition image. The similarity in virtual machine recovery from
disk and partition resemble in a way that the partition is first identifies from within the

disk and the data recovery is applied on the partition.
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Virtual machine data recovery from the partition occurs by first recovering the
supporting files through running of foremost tool with the custom-built configuration
file, then the vmdk file reveals the filename and the sector size of vmdk file. Then the
starting location of the data vmdk file is searched and recovered through already known
sector size that is converted into data size which is in bytes. After recovery of virtual
machine files, they are placed in the same location and then virtual machine is run to

verify that the machine run is correctly recovered.

As for the data recovery from within the virtual machine either VMFS Recovery
tool or The Sleuth Kit can be used on windows platform. As the trail version of VMFS
Recovery can only reveal the data which is to be recovered and for recovery full
subscription is to be purchased, therefore The Sleuth Kit can be used to recover data

from the virtual machine as it is an open source and freely available tool.

The procedure for virtual machine recovery from partition recovery can be laid

down:

e Check the integrity of data

e Recover essential files with foremost with custom configuration file

e Search the location of the data file of the virtual machine

e Recover the data file from already located location with file size know the

recovered vmdk file.

e Verify the recovered data

48



The above procedure was used to recover the deleted virtual machine files form
the partition or disk image. After recovering the virtual machine then there is the
recovery of the deleted files from within the virtual machine which can be perform
through VMFS Recovery tool or through The Sleuth Kit tool, both can be used but
VMFS Recovery is paid costing around $700 at the time of research and The Sleuth Kit
is open sourced freely available. The recovery of the files also verifies the virtual

machine recovery.

6.4 Conclusion

This chapter concludes the systematic procedures for data collection and
analysis phase, the step required for data collection and then steps required for analysis

on the acquired data.
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Chapter 7

Comparison and Summary

7.1 Introduction

In this chapter comparison between VMware ESXi version 5.5 and 6.5 with
their results and research conclusions are discussed. The above reported research was
carried out on the latest VMware platform available which was version 6.5 at time of
research, so to show that the research carried is independent of the version change the

same was don on previous version also.

7.2  Comparison between VMware ESXi versions

VMware tends to update its product regularly. This research was carried on
VMware ESXi version 6.5 in order to check whether the data collection identified out
previously can be applied or not. A platform was created shown in figure 7.1 and 7.2,
as the purpose was to confirm the collection method therefore minimum resources were
used by installing VMware version 5.5 on VMware Workstation 12 in a Windows 10
platform. Before carrying out the methods identified in this research it is to be kept in
consideration that only the collection method is effected by change of the version from

which the data is to be collected.
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The analysis conducted in this research is carried on another platform apart from
the collection platform, so the version change will no effect the analysis and remains
the same. The same is verified in this chapter by collecting data from a previous version
and then the analysis is carried on that data which revealed that the version change has

not effect.

7.3 Comparison Conclusion

For the data collection, it must be considered that the version change will have
little to no effect as far the core utility of VMware remains which is based on Unix like
kernel and tools used in the collection phase like dd and NFS in the Unix based kernels
are rarely changes and the same is verified that he dd command and mount of the NAS
through NFS is the same as used in the latest version. The targeted was created in same
way and also easily acquired through procedure already defined. So, the version change
concludes that there is little to no difference in data collection as far the core utilities
used remains the same also shown in table 7.1. The data analysis is done independently
from the collection platform.

Table 7.1 ESXi version comparison

ESXi version 5.5 ESXi version 6.5
VMES version 5 6
VMEFS v5 Read- Write Read- Write
VMFS v6 Not Supported Read- Write
dd command Applicable Applicable
NAS Supported Supported
Partition Acquisition Possible Possible
Disk Imaging Possible Possible
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7.4  Research Summary

This section consists of the limitation faced in the research phase along with

future recommendation.

7.4.1 Limitation of the Study

The time and scope restraints limited the carried out research. There is need to
perform forensics research in the field of VMware ESXi. Time restraints imposed
during the research were to research further into forensics ability of the VMFS file
system, disk provisioning of VMs, the VM BIOS setting file ‘.nvram’ and also testing
of methods to reduce virtual disk fragmentation. The VMFS file system still remains
undiscovered by the academia. This research looked briefly into the VMFS file system
some components. Specific research is required into VMFS file system understanding
as how the file system works how the data is contained and how forensically it can
beneficiate forensic community. Many file types are used to make a ESXi VM, this
research focused on files that didn’t contained any suspended or any snapshots
information. This research carved deleted files from file system by reviewing each file
type “.vmdk”, “.vmx”, “log”, “-flat.vmdk” and “.vmxf”, the data within the files
revealed the parent virtual machine of each file, the file name of each file and directory
structure required for virtual machine reconstruction. The scope of this research did not
included the analysis of the VM suspended state, snapshot, snapshot files and “.nvram”
BIOS setting file. This research focused on what minimum requirements are there to
require a deleted VM or deletion within VM. Expansion of this research can further
lead into recovery and analysis of the remaining file types for virtual machine offline

analysis being in suspended state, having snapshot files and swap files.
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7.4.2 Future Recommendation

There is still a lot of research needed to be done on ESXi forensics by
researchers. The scope of the research got restricted due to the virtual disk fragmented
files, non-existence of VMFS file system documentation, lack of virtual machine
supporting file documentation and lack of support of common forensics tools of VMDK
file system. A major research is required into VM suspended state and snapshot files as
they are the major functions/ features available with VMware ESXi. There is also little
to no research material available for the analysis of VFAT which is being used by ESXi
as its partitioning system. Another challenge which needs researcher’s attention is the
fragmentation of the virtual disk files which can be very helpful to forensics examiners.
One major challenge faced during the research was the absence of the proper
documentation on VMFS operations. Future research on proper documentation of the
operation of VMFS file system will greatly help referencing forensics examiner with

accurate and efficient evidence recovery from VMFS file system.

7.5 Conclusions

The research purpose was to analyse the potential of remote collection data and
then analyse it to recover the deleted VMs and data within VMs. VMware ESXi version
6.5 and VMFS version 6 which also proprietary of VMware was the main focused of
this research. In completion of the tasks, three questions are tried to answer in this
research: How data can be acquired without loss of data integrity? What are the methods
a forensic examiner can apply to recover deleted virtual machine or data within the
virtual machine? What are the greatest challenges faced by an examiner in of ESXi

virtual machine deleted file recovery and how can successful recovery probability be
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increased? The best performing tools in this research were foremost for signature based
carving of deleted files through known header and footer patterns, and dd for imaging
the files, partition and disk images and also in extracting the specified files through start
and end addresses of sector. The foremost carving method used already identified start
and end patterns or also known as the header and footer patterns of the file, it helped in
analysing the carved files of the same known types of file for comparison. The foremost
custom configuration file after running against VMFS file system with having already
identified header and footer revealed not only deleted but also active files present on
the image. The start and end sector of the carved files were identified with wxHexEditor
by searching the start and end file identifiers, the already identified start and end file
addresses were carved with dd command. The dd tool was used to carve the complete

sector which resided the identified file.
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