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ABSTRACT  

Ample research has been done on language-related applications, especially the use of machine 

learning for speech recognition. However, recent research has focused on the use of deep 

learning in voice-based applications. This new machine learning research has become a very 

interesting field of study, with far superior results compared to other research, depending on the 

variety of applications. The proposed project uses machine learning and the concept of deep neural 

networks to score spoken language from a one-second audio file. The proposed project 

also aims to calculate age and gender using various files as input to the system. A secondary 

function of the project is to execute voice activation commands from 

specific speakers. The target audience for this project overview is college students, mostly 

bachelor's degrees, and may also serve as an open source project on Github. 

Commercial advertising is more relevant and can target specific age and gender groups, thus 

increasing sales. Forensic medicine can reduce suspects if there is evidence such as a phone call. 

Age and gender classification is especially useful in a variety of real-world applications such 

as security and video monitoring, electronic customer relationship management, biometrics, 

electronic vending machines, human-computer interaction, entertainment, cosmetics, and 

forensic arts. The main features of the project and expected features are: 

 Speech-to-Text from audio file  

 Speech-to-Text from real-time audio 

 Gender, Age estimation 

 Speaker estimation  
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CHAPTER 1: INTRODUCTION 

Speech is a multifaceted object, and its creation involves many structural movements that 

affect the quality and voice characteristics of the speech. Language is an important and easy source 

of communication. In addition to language knowledge, this also includes speaker-related 

paralanguage data such as speaker identity, mood, health status, age, and gender. Automatically 

extracting a system of this information by voice is very useful in many programs, such as: B. 

Personal identification in the banking system. Customer care applications such as call centers. 

Voice bot; collaborative and intelligent voice assistant. There are already international 

and domestic companies in the industry that provide voice processing services such as 

Google, Amazon and Techmo in the polishing market. Extracting information about a speaker's age 

and gender can be used in an Interactive Voice Response (IVR) system to redirect or play the 

speaker to the appropriate coordinator for a particular gender / background music. The Voicebots 

program allows you to change the behavior of your bot using paralanguage information extraction. 

For voice assistants, you can use this information to identify relevant ads and select search results 

that are more appropriate for a particular age / gender 

group. Overall, the use of paralanguage content can lead to a better user experience, which can 

bring revenue to companies that decide to use such a system. 

Speech or speech-to-text recognition, mechanical capabilities or systems that recognize 

spoken words aloud and convert them into readable text. Rudimentary speech recognition software 

has limited speech and can only recognize words and phrases when spoken clearly. Complex 

software can handle native speeches, different voices, and different languages. 

Speech recognition uses extensive research in computer science, language, and computer 

engineering. Many modern devices and text-based programs have voice recognition capabilities 

that make the device easy or hands-free to use.Speech recognition and voice recognition are two 

different technologies and should not be confused with: 

 Speech recognition: used to identify words in spoken language. 

 Voice recognition: is a biometric technology used to identify human voices. 
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Speech recognition programs use computer algorithms to process, translate, and translate 

spoken language into text. The software program converts the voice recording into a 

computer- and human-understandable microphone. following these four steps: 

1. Analyze the audio; 

2. Divide it into parts; 

3. Digitize to a computer-readable format and 

4. Use the algorithm to match the most appropriate textual representation. 

Speech recognition software needs to adapt to the most flexible environment and the specific 

context of human speech. Software algorithms process speech into trained text using a variety 

of speech patterns, speech styles, languages, dialects, pronunciations, and sentences. This software 

distinguishes between audio and background noise. Background noise is usually accompanied by 

a signal. The speech recognition system uses two models: 

 Acoustic models. These represent the relationship between linguistic units and audio signals 

 Language models. Here, sounds are compared to word sequences to distinguish words with 

similar pronunciations. 

1.1 Overview 

An easy-to-use visual interface is the required result of a project, accurate text input, fast output, 

accurate measurement of gender and age, the project should listen and can work again on Android. 

To meet our needs, our team will work to create an interesting and easy-to-use interface using 

machine learning model and deep neural networks to get accurate and fast results. The model will 

work best on desktop systems and the Android model will be built after the project is completed in 

the desktop area. The functionality of the ASR system is shown in the figure: 
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The ML model will use a split algorithm and consideration of language models will be BERT, 

GPT2, XLNet, RoBERTa. Similarly the project will use deep neural networks. Some of the DNNs 

are Learning Vector Quantization, WordtoVec, Dynamic Time Wrapping and Artificial Neural 

Networks. The low noise area is suitable for the project and the latest hardware specifications for 

Android Studio are well suited to test and implement the project in the Android environment. 

1.2 Problem Statement 

The research focuses on using in-depth learning of speech-related applications in the last few 

years. Exploring the age of the platform using real-time speech has also become a hotbed of 

technological attraction due to increased market demand and increased security and other concerns. 

The recorded acoustic signal is an analogue signal and the analogue signal cannot transmit directly 

to ASR systems. These audio signals must be converted to digital signals before processing. These 

digital signals are sent to the primary filter to down convert the signal. This 

process improves signal strength at high frequencies. This is the first processing step. The output 

step detects a set of voice parameters with acoustic communication and speech signals and these 

parameters are calculated by processing the acoustic waveform. 
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1.3 Proposed Solution 

Acoustic modeling is a fundamental part of the ASR system. In the acoustic model, the 

relationship between acoustic and phonetic calculations is established. The Acoustic version plays 

an important role in device performance and is responsible for computer computing. Linguistic 

translation incorporates the structural boundaries found within a language to create opportunities 

for that to happen. It creates the possibility of a sentence occurring after a sequence of words. 

Pattern separation (or thunder) is a process of comparing an unknown test pattern with each sample 

of sound quality reference and computer to calculate the degree of similarity between them. After 

completing the machine training during the exit, the pattern is separated to hold the speech. 

1.4 Working Principle 

1. Development of a smart and intelligent speech, gender and age recognition system 

2. To implement Machine Learning techniques and simulate the results 

3. To increase productivity by working in a team 

4. To design a project that contributes to the welfare of society 

 1.4.1 Datasets and annotations: 

Data is acquired from many datasets available on the internet. Following are a few 

datasets: 

I. The People’s Speech 

II. LibriSpeech 

III. OpenSLR 

IV. Google Voice dataset 

V. Mozilla Corpus 

 1.4.2 Dataset training and processing: 

The prepared dataset is used as input to train object detection models using machine 

learning. 
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After the data is collected the following steps are performed on the data: 

I. Pre-processing 

II. Feature extraction 

III. Classification 

IV. Language modeling. 

The preprocessing step aims to improve the audio signal by reducing the signal-to-

noise ratio, reducing noise, and filtering the signal. 

Generally, the features used for ASR are extracted using a specific number of values or 

coefficients generated by applying different methods to the input. This step needs 

to be robust against various quality factors such as noise and echo effects. 

The majority of the ASR methods adopt the following feature extraction techniques: 

I. Mel-frequency cepstral coefficients (MFCCs) 

II. Discrete Wavelet Transform (DWT). 

The classification model aims to find the voice text contained in the input 

signal. Gets the features extracted from the preprocessing step and produces the output text. 

The Language Model (LM) is an important module for capturing language grammatical 

rules or semantic information. The language model is important for recognizing the 

output tokens from the classification model and modifying the output text. 

1.4.3 Data Dictionary 

Following are the data dictionaries: 

I. Audio data from datasets in wav format 

II. Transcripts of audio in txt format 

III. Metadata about dataset in json format 
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 1.4.4 Integration: 

The different modules is then integrated in to one stand-alone entity. This stand-alone entity 

is essential for a compact solution.   

 1.4.5 GUI presentation: 

The visual demonstration of the project is done through the aid of GUI (graphical user 

interface).  

1.5 Objectives 

 1.5.1 General Objectives: 

1. Development of a smart and intelligent speech, gender and age recognition system 

2. To implement Machine Learning techniques and simulate the results 

3. To increase productivity by working in a team 

4. To design a project that contributes to the welfare of society 

 1.5.2 Academic Objectives: 

To explore the utilization of machine learning in Speech recognition and Image 

processing, learn the innovation in machine learning concepts and a practical 

implementation of the project using programming knowledge 
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1.6 Scope 

Speech/Speaker and age recognition have many practical applications, among them are:  

1. Commercial advertising. Your ads will be more relevant and you will be able to target 

specific age and gender groups, which will increase your sales. 

2. Another application is forensics. If you have evidence such as a phone call, you can reduce 

the number of suspects. 

3. Valuable biometric technology and this procedure apply to multiple areas such as secure 

access to secure areas, machines such as voice dialing, banks, databases and computers. 

1.7 Deliverables 

Sr. Tasks  Deliverables  

1  Literature Review  Literature Survey  

2  Requirements 

Specification  

Software Requirements Specification document 

(SRS)  

3  Detailed Design  Software Design Specification document (SDS)  

4  Implementation  Project demonstration  

5  Testing  Evaluation plan and test document  

6  Training  Deployment plan  

7  Deployment  Complete application with necessary documentation  
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1.8 Relevant Sustainable Development Goals 

The Locally relevant socio-economic issue that the project addresses is SDG#9 INDUSTRY, 

INNOVATION AND INFRASTRUCTURE, which is focused on developing resilient 

infrastucture, promoting inclusive and sustainable industralization, and foster innovation. 

1.9 Structure of Thesis 

 Chapter 2 contains the literature review and the background and analysis study this thesis 

is based upon. 

 Chapter 3 contains the design and development of the project. 

 Chapter 4 introduces detailed evaluation and analysis of the code. 

 Chapter 5 contains the conclusion of the project. 

 Chapter 6 highlights the future work needed to be done for the commercialization of this 

project. 
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CHAPTER 2: LITERATURE REVIEW 

A new product is launched by modifying and enhancing the features of previously launched similar 

products. Literature review is an important step for development of an idea to a new product. 

Likewise, for the development of a product, and for its replacement, related to speech to text, gender 

and age recognition, a detailed study regarding all similar projects is compulsory. Our research is 

divided into the following points. 

 Existing applications and their drawbacks 

 Delivering an application which can be run in Desktop and possibly in Android 

systems.  

 Research Papers 

 2.1. Deep learning approaches 

In-depth learning uses multiple layers of neural systems to capture different exposures from obscure 

information. The most popular learning models include Convolutional Neural Networks (CNN) and 

Recurrent Neural Networks (RNN), especially Long Term Memory (LSTM). Generally, CNNs are 

useful for learning local examples over a database while RNNs or LSTMs read sequential examples. 

Badjatiyaetal has tried different things with the use of three in-depth neural programs, CNN, LSTM 

and fast content so each included unique and GloVE inserts. CNN has done better than LSTM 

which has done better than Fast Content. However, combining Gradient Boosted Decision Trees 

(GBDTs) with LSTM installed with unconventional embedding has produced the best results. 

Gambck and Sikdar used the convolutional neural system to organize a disgusting Twitter discourse 

on the data generated by Waseem and Hovy. They explored different approaches to the four CNN 

models; the first is fixed at random word vectors, the second is prepared with word2vec, the third 

is prepared with letters and grams and the fourth is prepared with a combination of letters and grams 

and word vectors. The modified version of word2vec provided the best execution. The use of 

derogatory language is very small in all facts. Methods of determining information in most research 

texts are biased towards certain categories of abominable discourses, for example, racism, 

nationalism, religious gatherings and so on when data collection is collected using many special 

derogatory terms. Such information does not constitute an actual transfer of offensive language. In 

addition, fully integrated learning strategies rely on hand-crafted commentary which is a costly 
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process and is therefore insufficient to provide a comprehensive combination of humorous 

proportions in different proportions. Gao et al. to understand the shortcomings of the controlled 

reading method and the manual manipulation of information, proposed a two-dimensional approach 

to bootstrapping is two-component, a missing term reader and an LSTM separator for reading both 

offensive and understandable speech. The model is also compared to LSTM who is just a term 

student and was found to have passed the last two frames. Pitsilis et al. has proposed a collection 

of LSTM dividers to view the content of passionate and disrespectful women on Twitter. They 

investigated key points associated with the client’s tendency to abusive speech by violating 

customer behavior based on tweet history. Customer-based highlighting fuse has improved the 

anticipation system and the display of dividers. Representing both local and sequential data in the 

literature, Zhang et al. introduced another in-depth neural system that used CNN integrated with 

the crushed RNN. In addition to the fact that they are testing their model only on a religious twitter 

corpus and refugees hate it, yet they have done a similar wide-ranging survey about freely 

accessible Twitter companies and won shows created by placing another benchmark on 6 out of 7 

databases. In addition to the English language, in-depth learning models are also used in important 

tests of different dialects, for example, German and Arabic. Mitrovic and Handschuh have 

developed a framework for identifying hostile language in German tweets. They made three 

different models; n-gram model, word-component integration model and CNN and RNN affiliate 

model. They examined the models in three different databases. The method of collecting Word 

vectors performs better than others in two of the three databases while the n-gram method overrides 

the other in one of the three data sets. Albadi et al. make the first collection of information for the 

recognition of religious contempt speech. Think of dictionary-based, n-gram-based strategies and 

in-depth reading-based strategies in which RNN-based duplicate units come out in different ways.  
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CHAPTER 3. INTEFACING AND DETACTION 

3.1. GUI of Modules 

 

Figure 3.1.1 – User Interface (Screenshot 1) 
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Figure 3.1.2 – User Interface (Screenshot 2) 

 

 
Figure 3.1.3 – User Interface (Screenshot 3) 

 

. 
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3.2. Process Diagram 

 
Figure 3.2. – Process Diagram 

3.3. Block Diagrams 

3.3.1 System Block Diagram 

This area includes special expressions of expression, age and gender identity. Demonstrates 

the use of application in the context of various visual purposes and further demonstrates the 

interaction between the various components. 

 

Figure 3.1.1. - System Block Diagram 
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3.3.2 Activity Diagram 

 
Figure 3.3.2 – Activity Diagram  
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3.3.3 Class Diagram 

 

Figure 3.3.3 – Class Diagram 
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3.3.4. Sequence Diagram 

 
 

 

Figure 3.3.4 – Sequence Diagram 
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3.3.5. User View (Use case diagram) 

 
Figure 3.3.5.1 - Use case diagram 

Use case 1 

 

Use case name  Input as speech  

Primary actor  user 

Secondary actor  System 
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Normal course  - Initiate process 

- Give input 

 

Alternate course  - Give input  

- initiate process 

- input failed 

- no process initiate  

 

Pre-condition  System Currently running 

Post-condition  Speech to text converter module receive input to convert 

Extend  N/A  

Include  N/A  

Assumptions  Application is running  

Table 3-3-5-1 (Use Case 1) 

Use case 2 

 

Use case name  Convert speech to text 
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Primary actor   System 

Secondary actor  N/A  

Normal course  - speech to text converter module receives input to 

convert  

- passes converted output to text pre-processor module 

 

Alternate course  - speech to text converter module receives input to 

convert  

- error occurs 

- fails to convert  

- send error msg 

 

Pre-condition  System has received input speech to convert it into text 

Post-condition  Passes converted text to text pre-processor module 

Extend  N/A  

Include  N/A  

Assumptions  App is running  

Table 3-3-5-2 (Use Case 2) 

  



20 | P a g e  

 

Use case 3 

 

Use case name  Text pre-processor 

Primary actor  System Control 

Secondary actor  N/A  

Normal course  - Takes raw text  

- pre-processes text  

- produces Word2Vector form  

 

Alternate course  - Takes raw text  

- Error occurs 

- Send error msg 

 

Pre-condition  Speech is converted into text successfully 

Post-condition  Passes pre-process text to model 

Extend  N/A  

Include  N/A  

Assumptions  App is running  

Table 3-3-5-3 (Use Case 3) 
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Use case 4 

 

Use case name  Model 

Primary actor  System Control 

Secondary actor  N/A  

Normal course  - Take pre-processed text 

- Pass it through model 

- Model makes inference 

 

Alternate course  - Take pre-processed text 

- Pass it through model 

- Error occurs 

- Send error msg 

 

Pre-condition  Text pre-processor successfully convert raw text into 

Word2Vector form 

Post-condition  Passes the inference to user interface module through 

server 

Extend  N/A  

Include  N/A  

Assumptions  App is running  

Table 3-3-5-4 (Use Case 4) 
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Use case 5 

 

Use case name  View output 

Primary actor  System Control  

Secondary actor  User 

Normal course  - Show output to user through interface 

 

Alternate course  - Take output/inference 

- Error occurs 

- Send error msg 

 

Pre-condition  Inference has been generated and now needs to be shown 

Post-condition  User views output 

Extend  N/A  

Include  N/A  

Assumptions  App is running  

Table 3-3-5-5 (Use Case 5) 
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CHAPTER 4. CODE ANALYSIS AND EVALUATION  

4.1. Introduction 

This record provides test documents to expand Automatic Speech, Age and Gender Recognition, 

Adaptation 1.0 that will promote specialized test-taking commitment that includes positive 

assessment of acquisition testing. Each test shows the ownership of the asset playing the test, the 

conditions required for each experiment, the object to be tested, the information, the expected yield 

or results, and the progress of the process where necessary. 

4.2. Code Analysis  

 
4.2.1 Main GUI 

 



24 | P a g e  

 

 
 

4.2.2 Modules 

4.2.2.1 Speech to text 
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4.2.2.2 Gender Recognition 
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4.2.2.3 Age Classification 

 
 

 

4.3. Test Items 

Based on the requirements of the automated language, age, and gender detection project, the main 

modules / features that need to be considered during the testing process are: 

 Recording audio and converting to Wav  

 Uploading Wav File  

 Conversion of Wav to English text 

 Showing of Age and Gender classification on user interface 
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4.4. Features to Be Tested 

Following features are being tested: 

 Ability to allow the user to upload a file (wav). 

 Ability to allow the user to record speech in English 

 Ability to allow the user to convert the English audio file and recorded audio file (Real-

time English audio) into English Text.  

 Ability to detect the content from English text. 

 Ability to show output on user interface. 

 Ability to clear the text box. 

4.5. Item Pass/Fail Criteria 

Details of the test cases are specified in the section Test Deliverables. Following the principles 

outlined below, a test item would be judged as pass or fail. 

• Prerequisites met 

• Input runs as specified 

• Results work as specified in output => Pass 

• System does not work or matches output specifications => Failure 

4.6. Suspension Criteria and Resumption Requirements 

Testing will be suspended when a deformity is presented/discovered that can't permit any further 

testing. Testing will be continued after imperfection expulsion. 

  



28 | P a g e  

 

4.7. Test Deliverables 

Following are the test cases: 

Test case name File Upload 

Test Case Number 1 

Description This feature let the user to upload audio in English language.  

Testing Technique 

used 

Black Box Testing 

Preconditions file must be in wav format. 

Input File must be in wav format. 

Steps  Select audio file (wav) in English. 

 Upload it by using submit button on interface 

Expected output File will be uploaded and its respected text will be written in 

Text Area. 

Alternative Path  N/A 

Actual output Confirmed 

Table 4-8-1 (Test Case 1) 

Test case name File Upload (Invalid format) 

Test Case Number 2 

Description This feature let the user to upload audio (wav) in English 

language.  

Testing Technique 

used 

Black Box Testing 

Preconditions File must not be in wav format. 

Input Invalid File format. 

Steps  Select file (any). 

 Upload it by using submit button on interface 

Expected output “Wrong format” will be written on interface. 
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Alternative Path  N/A 

Actual output Confirmed 

Table 4-8-2 (Test Case 2) 

 

Test case name File Upload (Invalid language) 

Test Case Number 3 

Description This feature let the user to upload audio in English language.  

Testing Technique 

used 

Black Box Testing 

Preconditions File must be in wav format. 

Input File must be in wav format other than English. 

Steps  Select file (audio) in other than English language. For 

Example Urdu 

 Upload it by using submit button on interface 

Expected output Unknown result 

Alternative Path  N/A 

Actual output Confirmed 

Table 4-8-3 (Test Case 3) 

 

Test case name Recording 

Test Case Number 4 

Description The user can record a real time audio (wav) in English. 

 

Testing Technique 

used 

Black Box Testing 

Preconditions Recording button must be clicked before recording. 

Input Real-time recorded Urdu audio. 
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Steps  Open User Interface page. 

 Click record button. 

 Then click the stop button to stop recording. 

Expected output Audio file will be recorded in wav format. 

Alternative Path  N/A 

Actual output  Confirmed 

Table 4-8-4 (Test Case 4) 

Test case name Audio to Text conversion 

Test Case Number 5 

Description 
This feature allow the user to convert user audio file into 

English text. 

Testing Technique 

used 

Black Box Testing 

Preconditions  For recorded audio, recording must be started. 

OR   

 Person must select a file to upload 

Input Audio file 

Steps  For recorded audio conversion, press stop button to stop 

it. 

OR 

 Click Submit button to upload file. 

Expected output English text will be displayed. 

Alternative path N/A 

Actual output As per audio speech 

Table 4-8-5 (Test Case 5) 

Test case name Gender Recognition 

Test Case Number 6 

Description This feature let users to identify Gender from Audio. 
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Testing Technique 

used 

Black Box Testing 

Preconditions User upload a file or record the real time audio file in wav. 

Input English audio 

Steps  Click detect button 

Expected output English text 

Alternative path N/A 

Actual output Confirmed 

Table 4-8-6 (Test Case 6) 

Test case name Age Recognition  

Test Case Number 7 

Description This feature let users to detect Age from Audio (wav). 

Testing Technique 

used 

Black Box Testing 

Preconditions User upload a file or record the real time audio file in wav. 

Input English audio 

Steps  Click detect button 

Expected output English text 

Alternative path N/A 

Actual output Confirmed 

Table 4-8-7 (Test Case 7) 

Test case name Speech to text 

Test Case Number 8 

Description This feature let users to convert speech to text from Audio 

(wav). 

Testing Technique 

used 

Black Box Testing 

Preconditions User upload a file or record the real time audio file in wav. 

Input English audio 
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Steps  Click detect button 

Expected output English text 

Alternative path N/A 

Actual output Confirmed 

Table 4-8-8 (Test Case 8)  
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CHAPTER 5: CONCLUSION 

Estimating the age, gender of speaker using real-time speech has also gained focus in 

technology due to the market demands and increasing security and other concerns. The requirement 

of the user of this project are a user-friendly interface, accurate speech to text, fast output, accurate 

estimation of gender and age, probably model should listen and also that the project is available for 

Android. To cope up with the requirements our team will work on Automatic Speech, Gender and 

Age Recognition using Deep Neural Networks,  creating an attractive and simple interface, machine 

learning model and deep neural networks for accurate and fast outputs. The proposed project has 

applications in commercial advertisements, forensic science, biometric recognition technology and 

suspicious call detection. The project has a simple and interactive GUI which make it easy of 

understanding for the user. Future work of the project includes recognizing speech, gender and age 

using Urdu language. Main module of the project also allows the user to load pre-trained model and 

the GUI displays results, visualize datasets and plots MFCC spectogram. The proposed project has 

been implemented in Python using Tensorflow and Keras and accuracy greater than 90% is 

achieved in each model. 
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CHAPTER 6: FUTURE WORK 

The Project can be extended further by adding following modules: 

1. Addition of Urdu language model. 

2. Addition of extracting text (English) from video. 

3. Making an Android & IOS Applications of it. 

Further improvements and accuracy of detecting model can be achieved by retraining of model 

again and again with respect to time. 
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