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ABSTRACT 

 

Tuberculosis is a very infectious respiratory disease and is currently the leading cause of 

mortality worldwide, ranking higher than both malaria and HIV/AIDS. As a result, it is 

vital to promptly diagnose TB to limit its transmission, enhance preventative measures, 

and reduce the mortality rate associated with the disease. Various procedures and tools 

have been employed to diagnose TB early, practically all of which needed a visit to the 

doctor and were not available to the public. This work presents an automated and 

accurate approach for diagnosing TB that may be used by the general population and 

does not require special imaging equipment or conditions. An application will be 

developed for the detection of TB using CXRs and deep learning techniques. The 

application will use a convolutional neural network (CNN) to classify CXRs as normal or 

indicative of TB. The CNN will be trained on dataset of annotated CXRs to learn the 

relevant features for TB detection. 

 

 

 

 



 
 

9  

 

 

 

 

 

 

 

 

Table of Contents 
CERTIFICATE OF CORRECTNESS AND APPROVAL.................................................... 4 

DECLARATION OF ORIGINALITY ......................................................................................... 5 

ACKNOWLEDGEMENTS ............................................................................................................... 6 

PLAGIARISM CERTIFICATE (Turnitin Report) .............................................................................. 7 

ABSTRACT .............................................................................................................................................. 8 

LIST OF FIGURES ............................................................................................................................... 12 

Chapter 1 ................................................................................................................................................. 13 

INTRODUCTION .................................................................................................................................. 13 

1.1  Overview ....................................................................................................................................... 13 

1.2  Novelty and Challenges ................................................................................................................ 14 

1.3  Proposed Solution ......................................................................................................................... 15 

1.4 Framework ....................................................................................................................................... 15 

1.4.7 GUI presentation: ..................................................................................................................... 16 

1.5  Scope .............................................................................................................................................. 17 

1.6  Deliverables ................................................................................................................................... 18 

Software Requirement Specification: ............................................................................................... 18 

Software Architecture Document: .................................................................................................... 18 

Software Design Document: .............................................................................................................. 19 

Implementation Code Document: ..................................................................................................... 19 

Software Testing Document: ............................................................................................................. 19 

Final Project Report ........................................................................................................................... 19 

1.7  Structure of Thesis ....................................................................................................................... 20 

Chapter 2 ................................................................................................................................................. 21 

LITERATURE REVIEW ...................................................................................................................... 21 

2.1 Background ................................................................................................................................... 21 

2.2 Tuberculosis in Pakistan ........................................................................................................... 22 

2.3 Improving TB Diagnosis with Deep Learning Interpretation Techniques: ....................... 23 

2.4 Limitations and Areas of Improvement ......................................................................................... 24 

Limitations: ............................................................................................................................................ 24 



 
 

10  

2.5 Existing solutions and their drawbacks .......................................................................................... 25 

Chapter 3 ................................................................................................................................................. 27 

PROBLEM DEFINITION .................................................................................................................... 27 

3.1 Working Elements and Techniques ................................................................................................ 28 

3.1.1 Machine Learning Model ......................................................................................................... 28 

3.1.2 Object Detection API ................................................................................................................ 28 

3.1.3 Database Engine ........................................................................................................................ 28 

3.1.4 Database Server ......................................................................................................................... 28 

3.1.5 User Interface ............................................................................................................................ 29 

3.1.6 Deep Learning ........................................................................................................................... 29 

3.1.7 Programming Languages ......................................................................................................... 29 

Chapter 4 ................................................................................................................................................. 31 

METHODOLOGY ................................................................................................................................. 31 

4.1 Project Steps ..................................................................................................................................... 31 

4.2 Working Principle ............................................................................................................................ 31 

4.2.1 Data Acquisition: ....................................................................................................................... 31 

4.2.2 Preprocessing: ........................................................................................................................... 32 

4.2.3 Feature Extraction: ................................................................................................................... 32 

4.2.4 Output Presentation: ................................................................................................................. 32 

4.2.5 Feedback and Refinement: ....................................................................................................... 33 

Chapter 5 ................................................................................................................................................. 34 

DETAILED DESIGN AND ARCHITECTURE .................................................................................. 34 

5.1 Architectural Design ........................................................................................................................ 34 

5.2 Component Design ........................................................................................................................... 35 

5.3 Decomposition Description .............................................................................................................. 36 

5.3.1 Module Decomposition – Class Diagram................................................................................. 36 

5.3.2 Process Decomposition – Use Case Diagram .......................................................................... 37 

5.4 Sequence Diagram: .......................................................................................................................... 38 

5.5 Activity Diagram: ............................................................................................................................. 39 

5.6 Interface: ........................................................................................................................................... 40 

Chapter 6 ................................................................................................................................................ 42 

Code Analysis and Evaluation .............................................................................................................. 42 

Chapter 7 ................................................................................................................................................. 48 

RESULTS AND DISCUSSION............................................................................................................. 48 

7.1 Results: .......................................................................................................................................... 48 

7.2 Discussion: .................................................................................................................................... 49 

Chapter 8 ................................................................................................................................................ 50 

CONCLUSIONS AND FUTURE WORK .................................................................................... 50 

8.1 Future Work ................................................................................................................................. 50 



 
 

11  

REFERENCES ....................................................................................................................................... 52 
 



xii | P a g e 

 
 

 

LIST OF FIGURES 

Figure 1: Work Breakdown Structure .................................................................................................. 13 

Figure 2: TB Diagnosis with Deep Learning Interpretation ................................................................. 22 

Figure 3: Convolution Neural Networks ........................................................................................... 28 

Figure 4: Architecture Diagram ........................................................................................................ 32 

Figure 5: Component Design ........................................................................................................... 33 

Figure 6: Class Diagram  ................................................................................................................. 34 

Figure 7: Use Case Diagram .............................................................................................................. 35 

Figure 8: Sequence Diagram ............................................................................................................. 36 

Figure 9: Activity Diagram ............................................................................................................... 37 

Figure 10: Login Page ....................................................................................................................... 38 

Figure 11: Main Page ........................................................................................................................ 39 

Figure 12: Result Page ...................................................................................................................... 39 



 
 

13  

 

Chapter 1 

INTRODUCTION 

 

Deep learning is a type of artificial neural network (ANN) that employs 

mathematical approaches to create a structure that resembles the human brain. On the 

other hand, technological advancements have resulted in algorithms for optimizing 

regular neural networks so that the number of neural layers may be counted. Neural 

networks have grown from multiple layers to hundreds of layers with thousands of 

neurons in each layer, which could not have been achieved until recently. A deep learning 

network is a specific form of neural network. For Tuberculosis diagnosis, several 

strategies involving various types of ANNs and other machine learning techniques have 

been introduced. Li et al., for example, proposed a new data synthesis methodology that 

combines individual’s CXRs photos with significantly processed data. The research team 

used a convolutional neural network (CNN) to outperform traditional detection and 

tracking methods. Furthermore, the system was taught using simple criteria by people. 

 

1.1 Overview 

Tuberculosis (TB) is a highly infectious disease caused by the bacterium 

Mycobacterium tuberculosis. It primarily affects the lungs, but can also infect other 

parts of the body such as the kidneys, bones, and brain. TB remains a significant 

public health challenge globally, with an estimated 10 million cases and 1.4 million 

deaths reported in 2019. Early diagnosis and treatment are critical to prevent 

transmission and reduce morbidity and mortality. 
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            Figure 1: Work Breakdown Structure 

 

 

1.2 Novelty and Challenges 

Tuberculosis (TB) remains a major public health challenge globally, with an 

estimated 10 million cases and 1.4 million deaths reported in 2019. Early 

diagnosis and treatment are critical to prevent transmission and reduce morbidity 

and mortality. However, TB diagnosis can be challenging, especially in resource-

limited settings where access to trained radiologists and laboratory facilities is 

limited. Chest X-rays (CXRs) are commonly used for TB screening and diagnosis, 

but interpreting CXRs can be subjective and time-consuming. There is a need for 

accurate and efficient TB detection methods to improve diagnosis and treatment 

outcomes. 
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1.3 Proposed Solution 

 Machine learning techniques, particularly deep learning, have shown promise in 

improving TB detection accuracy and efficiency. However, the performance of these 

methods may be affected by various factors, such as the quality of the CXRs, the size and 

diversity of the training dataset, and the presence of other comorbidities that may affect 

the CXR interpretation. Therefore, the ultimate goal is to develop an accurate and 

efficient TB detection method using CXRs and deep learning techniques that can 

overcome the limitations of current methods and improve TB diagnosis and treatment 

outcomes. 

1.4 Framework  

                      The study focuses on image processing concepts combined with deep 

learning methods. The project is organized into various modules, each of which is 

intertwined with the next. The following is a list of modules: 

 Datasets and annotations 

 Dataset training and processing  

 Output extraction 

 Decision based upon Output 

 Integration  

 GUI presentation 

 

1.4.1 Datasets and annotations: 

The preparation of datasets is an important aspect of the process. The collection 

includes photos of Normal Chest X-Rays and Affected Chest X-Rays with Tuberculosis. 

1.4.2 Dataset training and processing: 

   The prepared dataset is used as input to train object detection models using deep 

learning. 
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1.4.3 CNN algorithm: 

 The acronym CNN stands for "Convolutional Neural Network." This is a method of 

detecting and distinguishing various objects in an image (in real-time). Object detection 

in CNN is approached as a classification problem, with class probabilities for the detected 

images provided. In our project, we use the CNN (Convolutional Neural Network) 

technique to train the dataset, which is then used to develop the object detection model. 

1.4.4 Output Extraction: 

The output extraction would involve determining whether the input CXR image is 

indicative of TB or not. The deep learning model would output a binary classification, 

indicating whether the CXR is normal or abnormal. 

1.4.5 Decision based upon Outputs: 

The outputs retrieved from Chest X-Rays is employed in decision-making  

1.4.6 Integration: 

The many modules are then combined into a single standalone entity. For a 

compact solution, this stand-alone entity is required.   

1.4.7 GUI presentation: 

The visual demonstration of the project is done through the aid of GUI (graphical user 

interface).  

1.4.8 Python-Django Framework: 

 Django is a Python framework for developing online apps and graphical user interfaces, 

which is used in this project. 
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1.4.9 General Objectives: 

             "To develop cutting-edge software based on Deep Learning (DL) and Internet 

Protocol (IP) techniques that will serve as a smart administrative tool for reducing the 

Tuberculosis Cases." 

1.4.10 Academic Objectives: 

 Development of a smart and intelligent Machine System 

 To implement Deep Learning techniques and simulate the results. 

 To decrease disease by working in a team 

 To design a project that contributes to the General hospitals. 

 

1.5  Scope 

The scope for improvement in TB detection using deep learning techniques and CXRs is 

significant, and several areas of research and development can be pursued to enhance the 

accuracy and efficiency of TB detection. One area of improvement is to train the deep 

learning models using even larger datasets of CXRs, including diverse populations and a 

broad range of TB disease stages. This will enable the model to learn from a wider 

variety of CXR images and improve its ability to detect TB accurately. Another critical 

area for improvement is to have access to individuals with possible TB cases, as this will 

enable the model to learn from real-world scenarios and improve its ability to detect TB 

in a clinical setting. In addition, testing the model under various environmental 

conditions, such as low light or poor image quality, can help to assess its robustness and 

performance in challenging conditions. To make the software user-friendly and easy-to-

use for the end-user, the design of the graphical user interface (GUI) is essential. The 

GUI should be designed to be intuitive and straightforward, with clear instructions and 

visualizations to assist the user in understanding the TB detection results. Moreover, the 

GUI should have the flexibility to accommodate different users with varying levels of 

technical expertise and different language capabilities. The development of the TB 

detection software should also consider the ethical and legal implications of using deep 
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learning models for medical  

 

diagnostics. The model should comply with data privacy regulations and maintain 

confidentiality of patient data. Additionally, the model should be transparent in its 

decision-making process and provide clear explanations for its classification decisions. 

The democratization of such medical diagnostic systems is critical to improving access to 

healthcare for underserved populations. The software should be designed to be scalable, 

cost-effective, and accessible to healthcare providers globally. This can be achieved 

through the development of cloud-based solutions or open-source software, which can be 

deployed in resource-limited settings without requiring significant infrastructure or 

hardware investment. The scope for improvement in TB detection using deep learning 

techniques and CXRs is vast, with several areas of research and development to enhance 

the accuracy, efficiency, and accessibility of TB diagnosis. The development of user-

friendly and transparent software is critical to democratizing healthcare and improving 

the outcomes for TB patients worldwide. 

1.6 Deliverables 

 

Software Requirement Specification: 

The purpose of this document is to present a detailed description of our 

Web-based Application for detecting Tuberculosis through CXRs. It will explain 

the purpose and features of the system, the interfaces of the system, what the 

system will do, its entire process, the constraints under which it must operate and 

how the system will react to external stimuli. This document is intended for both 

the stakeholders and the users. 

 

Software Architecture Document: 

In this document, the overall architecture of the system is discussed, 

including the introduction of various components and subsystems. It is mainly 
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supported by system Architecture diagram which shows an insider's perspective 

of the system by describing the high-level software components that perform the 

major functions to make the system operational. 

 

Software Design Document: 

The design document captures all our functional requirements and shows 

how they interact with each other conceptually. The low-level design also shows 

as to how we have been implementing how we are going to implement all of 

these requirements. 

 

Implementation Code Document: 

The implementation code document provides details about the pseudo 

code for the application and project prototype. 

 

Software Testing Document: 

This document has testing modules in which there are certain test cases 

which depicts the correctness and accuracy of the project. 

 

Final Project Report 

This is the thesis report which compiles all the previous and current 

working for the project. Thesis report provides the whole summary for the project 

and also give details about each and every aspect of the project starting from the 

introduction of the project, literature review, requirements leading to design 

discussions then testing and lastly future work and conclusion. 

. 
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1.7 Structure of Thesis 

In summary, the thesis breakdown is as follows:  

Chapter 2: Literature Review discusses the popular existing SE Schemes. Their 

comparisons and architectural models already existing relevant to the project’s domain.  

Chapter 3: Proposed Scheme presents the risks to our system and the scheme derived to 

tackle. It also presents the system specifications and working algorithm of our project.  

Chapter 4: The methods, approaches, tools, techniques, algorithms, or other aspects of 

the solution  

are sufficiently discussed with sufficient details and supporting figures. It also discusses 

our target market, Operating environment and some constraints, assumptions and 

dependencies.  

Chapter 5: System Design presents system architectural design and other relevant UML 

diagrams to explain the design of the system. 

Chapter 6: System Implementation discusses how the system is actually implemented. It 

includes pseudo code that presents the working of APIs, Demo outputs of APIs and User 

interface of the application and dashboard. 

Chapter 7: A cognitive evaluation of the system using the test results. System testing is 

performed through a viable and relatable testing strategy to cover all the use cases of 

application. 

Chapter 8: Future Direction disuses the possible directions available to grow the 

specifications. 
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Chapter 2 

LITERATURE REVIEW 

Between 2000 and 2018, statistics indicate that timely diagnosis and treatment of 

tuberculosis have the potential to save up to 58 million lives. Therefore, prompt detection 

of TB is crucial in reducing its transmission, enhancing preventive measures, and 

decreasing mortality rates associated with TB. 

 Background 

 Existing solutions and their drawbacks 

 Research Papers 

  2.1 Background 

Tuberculosis (TB) is a contagious infection caused by the bacterium Mycobacterium 

tuberculosis. It primarily affects the lungs but can also spread to other parts of the 

body. TB has been a significant public health concern for centuries and is one of the 

top 10 causes of death worldwide TB is transmitted through the air when an infected 

person coughs, sneezes, or speaks, and another person inhales the bacteria. TB is more 

prevalent in low and middle-income countries, where factors such as poor living 

conditions, malnutrition, and limited access to healthcare contribute to the spread of 

the disease. The development of antibiotics such as streptomycin and rifampin in the 

mid-20th century led to effective treatments for TB. However, the emergence of drug-
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resistant strains of TB, particularly multidrug-resistant TB (MDR-TB) and extensively 

drug-resistant TB (XDR-TB), has presented a new challenge in the fight against TB. 

The World Health Organization (WHO) estimates that approximately 10 million 

people developed TB in 2019, and 1.4 million died from the disease. 

 

Efforts to combat TB include early detection, treatment with a combination of 

antibiotics, and public health measures such as vaccination and improved living 

conditions. Advances in technology, including molecular diagnostics and artificial 

intelligence, have the potential to improve TB diagnosis and treatment. 

 

 2.2 Tuberculosis in Pakistan 

Tuberculosis (TB) is a significant public health issue in Pakistan, with a high burden of 

the disease and a considerable number of TB-related deaths every year. According to the 

World Health Organization (WHO), Pakistan ranks fifth among high TB burden 

countries, with an estimated 510,000 new cases of TB in 2020 alone. 

The reasons for the high TB burden in Pakistan are multifactorial and include poor living 

conditions, limited access to healthcare, poverty, malnutrition, and a high prevalence of 

risk factors such as HIV and smoking. The situation is further complicated by the 

emergence of drug-resistant TB and the lack of adequate diagnostic facilities and 

treatment options in many parts of the country. The Pakistan government has recognized 

TB as a major public health concern and has launched several initiatives to combat the 

disease. The National TB Control Program (NTP) was established in 1995 to coordinate 

TB control efforts at the national level, and since then, the program has made significant 

progress in expanding access to TB diagnosis and treatment. However, challenges remain 

in the effective management of TB in Pakistan. There is a need for increased awareness 

and education about TB among the general population and healthcare providers, as well 

as the development and implementation of innovative approaches to TB diagnosis and 

treatment. The use of deep learning techniques and CXRs for TB detection has shown 

promise in improving the accuracy and efficiency of TB diagnosis, and such technologies 

can be particularly useful in resource-limited settings where traditional diagnostic 
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methods are not readily available remains a significant public health issue in Pakistan, 

and there is a need for continued efforts to combat the disease. The use of innovative 

technologies such as deep learning and CXRs can play an essential role in improving TB 

diagnosis and treatment outcomes in the country. However, these technologies must be 

integrated into a comprehensive approach to TB control that addresses the social, 

economic, and environmental determinants of the disease. 

 

2.3 Improving TB Diagnosis with Deep Learning Interpretation 

Techniques: 

 

Tuberculosis (TB) interpretation in deep learning involves the use of computer 

algorithms to analyze chest X-rays (CXRs) and identify patterns associated with TB 

infection. Deep learning is a subset of machine learning that utilizes artificial neural 

networks to extract features from large datasets and develop predictive models. In TB 

interpretation, deep learning models are trained using a large dataset of CXRs, including 

both normal and TB-infected images. The model learns to recognize patterns and features 

associated with TB infection, and when presented with a new CXR, it predicts whether 

the image is normal or shows signs of TB infection. The use of deep learning for TB 

interpretation has shown promise in improving the accuracy and efficiency of TB 

diagnosis. One advantage of this approach is that it can analyze large datasets of CXRs 

quickly and accurately, which is especially useful in resource-limited settings where 

traditional diagnostic methods may not be readily available. 
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   Figure 2: TB Diagnosis with Deep Learning Interpretation 

 

2.4 Limitations and Areas of Improvement 

 Limitations: 

 

 Limited availability of high-quality CXR datasets: Deep learning 

models require large and diverse datasets to train accurately. However, the 

availability of high-quality CXR datasets for TB diagnosis is limited, 

particularly in resource-limited settings. 

 Variability in CXR interpretation: CXR interpretation is subjective and 

can vary depending on the experience and expertise of the radiologist. 

This variability can affect the accuracy and consistency of deep learning 

models trained on CXR data. 

 Comorbidities affecting CXR interpretation: TB often co-occurs with 

other respiratory diseases, such as pneumonia and lung cancer, which can 

affect CXR interpretation and potentially lead to misdiagnosis. 

 Limited access to diagnostic facilities: In many parts of the world, 

including Pakistan, there is a lack of access to diagnostic facilities for TB. 

Deep learning interpretation techniques may not be accessible in these 

areas due to the need for specialized equipment and expertise. 
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Improvement: 

 

 Developing larger and more diverse CXR datasets: Efforts can be made 

to collect and curate larger and more diverse CXR datasets for TB 

diagnosis, particularly in resource-limited settings. 

 Incorporating expert opinions and guidelines: Expert opinions and 

guidelines can be incorporated into deep learning models to help reduce 

variability in CXR interpretation and improve the accuracy and 

consistency of TB diagnosis. 

 Incorporating information from other diagnostic modalities: Deep 

learning models can be trained to incorporate information from other 

diagnostic modalities, such as sputum microscopy and molecular testing, 

to improve TB diagnosis accuracy. 

 Developing portable and affordable diagnostic tools: Efforts can be 

made to develop portable and affordable diagnostic tools that use deep 

learning interpretation techniques for TB diagnosis, making them more 

accessible in resource-limited settings. 

 

 

2.5 Existing solutions and their drawbacks 

Sputum microscopy: Sputum microscopy is a widely used method for TB diagnosis, 

particularly in resource-limited settings. It involves examining sputum samples under a 

microscope to detect the presence of TB bacteria. However, sputum microscopy has 

limitations in terms of sensitivity, as it may not detect low levels of bacteria, leading to 

false-negative results. Additionally, it requires skilled laboratory technicians and may 

take several days to obtain results. 

Chest X-rays (CXR): CXR is another commonly used tool for TB diagnosis. 

Radiologists analyze the images for the presence of abnormalities indicative of TB, such 

as opacities or cavities. However, CXR interpretation can be subjective and dependent on 

the expertise of the radiologist. It also requires access to trained radiologists and may not 
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be readily available in resource-limited settings. 

Tuberculin skin test (TST): TST involves injecting a small amount of purified protein 

derivative (PPD) into the skin and assessing the immune response. However, TST has 

limitations, including false-positive results due to cross-reactivity with other 

mycobacteria and false-negative results in individuals with weakened immune systems. 

GeneXpert MTB/RIF: GeneXpert is a molecular diagnostic test that detects the 

presence of TB bacteria and assesses their resistance to the antibiotic rifampicin. It 

provides rapid results and has improved sensitivity compared to microscopy. However, 

GeneXpert requires expensive equipment, a controlled laboratory setting, and may not be 

widely available in resource-limited settings. 

 

Limited sensitivity: Many existing solutions, such as microscopy and TST, have 

limitations in terms of sensitivity, leading to missed or delayed diagnoses. 

Subjectivity and variability: CXR interpretation and sputum microscopy results can 

vary depending on the expertise of the healthcare provider, leading to inconsistencies in 

diagnosis. 

Infrastructure and resource requirements: Some existing solutions, like GeneXpert, 

require specialized equipment and laboratory infrastructure, making them inaccessible in 

resource-limited settings. 

Lack of point-of-care availability: Existing solutions often require samples to be sent to 

laboratories for testing, causing delays in diagnosis and treatment initiation. 
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Chapter 3 

 PROBLEM DEFINITION 

 

The problem definition of tuberculosis detection using deep learning is to develop 

an accurate and efficient method for diagnosing TB using chest X-rays (CXRs) and deep 

learning techniques. The current methods for TB diagnosis, such as sputum microscopy 

and culture, have limitations in terms of accuracy and turnaround time. CXRs have the 

potential to serve as a rapid and non-invasive screening tool for TB, but their 

interpretation is subjective and can vary depending on the experience and expertise of the 

radiologist. 

Deep learning interpretation techniques can potentially overcome these limitations by 

providing an automated and objective method for CXR interpretation. However, there are 

challenges in developing accurate and robust deep learning models for TB detection, such 

as the limited availability of high-quality CXR datasets and the presence of comorbidities 

that may affect CXR interpretation. 
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3.1 Working Elements and Techniques 

 

The following components and techniques will feature the application towards its goal: 

 

3.1.1 Machine Learning Model 

Our machine learning model will use algorithms to meet our application’s needs. 

Our model will be trained with compatible data to allow us the use of deep learning via 

TensorFlow library to detect any errors.  

 

3.1.2 Object Detection API  

The CXRs are preprocessed to enhance their quality and reduce noise, as 

discussed earlier. Then, the preprocessed images are fed into the CNN model, which is 

implemented using TensorFlow. The CNN model consists of multiple layers, including 

convolutional, pooling, and fully connected layers, which learn to extract relevant 

features from the input CXRs. These features are then used to classify the CXRs as either 

TB-positive or TB-negative. 

3.1.3 Database Engine 

It is a basic software component that is used by database 

management systems to search, read, and retrieve data from a database. 

This component is most frequently used with database server and 

interchangeably in our project. 

 

3.1.4 Database Server 

A database server is a computer program that provides database services to other 

computer programs or terminals as defined by the client–server model. Most of the 

database servers work on the basis of query language. 

 



 
 

29  

3.1.5 User Interface 

The goal of user interface design is to make it easy, efficient, and enjoyable for 

the users while working with the application. In this project, we have used HTML, CSS.  

 

3.1.6 Deep Learning 

Deep leaning is a machine learning approach and it depends on neural networks 

that produce a very good accuracy. These deep neural networks require huge dataset to 

learn and find a pattern between data. We use TensorFlow library to make detection of 

Tuberculosis. 

  

Figure 3: Convolution Neural Networks 

 

3.1.7 Programming Languages 

A programming language is designed to provide the medium of communication 

between user instructions and a machine. Therefore, programming language is to control 

the behavior of a machine, express and implement algorithms, and to create applications. 

Following programming languages are utilized in our project for different aspects: 

 The algorithms of machine learning will execute using android programming language. 
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 The interaction between user interface and the system will also be controlled by android 

programming language. 

 HTML,CSS, JavaScript 

 Using Python in model. 
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Chapter 4 

METHODOLOGY 

 

 

4.1 Project Steps 

i. Study and analysis the project idea from all aspects. 

ii. Search and choose the best algorithm that applies our project idea. 

iii. Modeling and simulating our system. 

iv. Solve problems and errors in the system. 

v. Deploy and implement the system in real world. 

vi. Test the accuracy of the app and machine-learning model 7. Evolution the 

system in the future. 

 

4.2 Working Principle 

The study focuses on image processing concepts combined with deep learning 

methods. The project is organized into various modules, each of which is 

intertwined with the next. The following is a list of modules: 

 

4.2.1 Data Acquisition:  

CXR images can be acquired from various sources, such as hospitals or 

clinics, and must be of high quality and resolution to ensure accurate diagnosis. 

Once the CXR image is acquired it will be used as input to the deep learning 

model for TB detection 
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4.2.2 Preprocessing:  

The acquired CXR images may need to be preprocessed to improve the 

quality and enhance the features relevant to TB detection. This may involve 

operations such as resizing the images to a consistent resolution, adjusting the 

brightness and contrast, and applying noise reduction techniques to remove any 

artifacts or distortions. The goal of preprocessing is to improve the accuracy of 

the subsequent TB detection step using deep learning techniques. 

4.2.3 Feature Extraction: 

The preprocessed CXR image is used as input to the deep learning model, which 

extracts relevant features from the image. This process involves analyzing the 

image to identify regions of interest, such as lesions or infiltrates, and extracting 

meaningful features from these regions. Convolutional neural networks (CNNs) 

are commonly used for this task, as they are effective at learning spatial patterns 

in images. The CNN model can be trained on a large dataset of CXR images to 

learn the most discriminative features for TB detection. Once the features are 

extracted, they are passed on to the next step for classification as normal or TB. 

4.2.4 Output Presentation:  

In the proposed TB detection system, the output presentation involves 

classifying the preprocessed CXR image as normal or TB. The deep learning 

model, which has been trained on a large dataset of CXR images, extracts 

relevant features from the input image and passes them through a classification 

algorithm. The output of the algorithm is a prediction of whether the input image 

represents a normal CXR or a CXR with TB. The system can then present this 

output to the end-user, such as displaying the output on a computer screen. The 

output presentation is designed to be easy-to-understand and user-friendly, 

enabling medical professionals to make informed decisions about patient care 

based on the system's results. 
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4.2.5 Feedback and Refinement: 

  feedback and refinement are crucial components of the working 

principle. The system may generate false positives or false negatives, which can 

be problematic in a medical setting. To improve the accuracy of the system, the 

output can be fed back into the system for further refinement. This may involve 

adjusting the parameters of the deep learning model, increasing the size of the 

training dataset, or incorporating additional features into the model. The 

feedback loop can help the system learn from its mistakes and improve over 

time, leading to more accurate and reliable TB detection results. Additionally, 

the system can be refined by incorporating feedback from medical professionals 

and patients, who can provide insights and suggestions for improvement. This 

iterative approach to feedback and refinement is a key aspect of the proposed TB 

detection system, as it enables ongoing improvement and adaptation to the needs 

of the medical community. 
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Chapter 5 

 

 DETAILED DESIGN AND ARCHITECTURE 

 

This section will provide a design detail of our application including high level 

system design and UML diagrams depicting the system processes. Our Application will 

follow client server architecture model. Where user is the client side and application will 

be the server as per the system model.  

 

5.1 Architectural Design 

The proposed application will take chest X-ray images as input and use deep learning 

techniques to analyze them for the presence of tuberculosis. The model will be trained on 

a large dataset of CXRs and will use advanced algorithms to accurately identify the 

presence of TB. 

 

Figure 4: Architecture Diagram 
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5.2 Component Design 

This section will take a closer look at each component of the Application in a 

more systematic way through a component diagram. The component diagram shows three 

major components; the client machine, the API server and cloud server which shows 

several subcomponents. 

  

 

Figure 5: Component Diagram 
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5.3 Decomposition Description 

The decomposition of the subsystems shown in the architectural 

design is explained as per the module and process decomposition: 

 

5.3.1 Module Decomposition – Class Diagram  

Class diagram below shows the Module Decomposition of our application. 

 

Figure 6: Class Diagram 
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5.3.2 Process Decomposition – Use Case Diagram 

The process decomposition is explained through use case, sequence 

and activity diagrams which decompose the system into well-defined and 

cohesive processes. The use cases and the subsequent use case narratives 

explain the set of actions that a user undertakes. 

The following figure explains the use cases and subsequent narratives 

as per the actors performing actions while interacting with the application. 

 

Figure 7: Use Case Diagram 
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5.4 Sequence Diagram: 

The sequence diagram below shows the simplified and tentative illustration of the 

component interactions that are involved in system implementation.  

       

 

Figure 8: Sequence Diagram 
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5.5 Activity Diagram: 

The below activity diagrams provide visual representation of the flow of activities 

and actions in the application. The systematic purpose of this activity diagram is to help 

in understanding the high-level behavior and interaction of the system and its 

components.  

 

 

                 Figure 9: Activity Diagram 
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5.6 Interface: 

 In the application, the user will firstly be presented with the login screen where 

the user will enter their verified credentials. After authentication, the user will be taken to 

the main upload screen where they will be able to upload their X-Ray image data for 

prediction in the model. Lastly the user is taken to the final screen where the results are 

displayed to the user and they are given choices as to what to do next. 

 

Sign-In Screen: 

 

 
    Figure 10:   Login Page 
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Upload Screen  

 

 

Figure 11:   Main Page 

 

 

Results Screen   

 

Figure 12:   Result Page
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Chapter 6 

 

Code Analysis and Evaluation 

 

Code: 

 Importing Essential Libraries: 
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Creating Model Architecture: 

 

 



 
 

44  

 

Training The Model: 

 

Loading and Testing: 
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Prediction Code: 
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Chapter 7 

 

RESULTS AND DISCUSSION 

 

7.1 Results: 
 
 The end result of the project is a web-based application that uses deep learning 

techniques to accurately detect the presence of tuberculosis in chest X-ray images. 

The application takes a chest X-ray image as input and processes it using a trained 

deep learning model. The output of the application is a binary classification result 

indicating whether the image shows signs of TB or not. 

 

This application has the potential to improve the accuracy and efficiency of TB 

detection, particularly in resource-limited settings where trained radiologists may not 

be readily available. It can also serve as a valuable tool for TB screening programs 

and help in early detection and treatment of the disease. The user-friendly interface of 

the application makes it accessible to healthcare professionals and even non-experts, 

contributing to the democratization of medical diagnostic systems. 

 

The successful implementation of the project demonstrates the feasibility of using 

deep learning techniques for TB detection and sets the foundation for further research 

in this area. The limitations and areas for improvement identified during the project 

also provide directions for future work to enhance the accuracy and robustness of the 

application. 
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7.2 Discussion: 
 
The proposed project of developing a web-based application for tuberculosis detection 

using chest X-rays and deep learning techniques has several potential benefits. It can 

significantly improve the accuracy and efficiency of TB diagnosis, especially in 

resource-limited settings where there is a shortage of trained medical professionals. 

The use of deep learning algorithms can help to overcome the limitations of current 

methods, such as the subjectivity and variability of human interpretation, and improve 

the overall quality of TB screening and diagnosis. 

However, there are also several challenges and limitations to consider. One major 

limitation is the quality and diversity of the training dataset. The accuracy and 

generalizability of the deep learning model depend heavily on the size and quality of 

the dataset used for training. Obtaining a large and diverse dataset of CXRs with 

confirmed TB cases can be difficult, especially in low-resource settings where TB is 

more prevalent. 

Another challenge is the potential presence of other comorbidities or abnormalities 

that may affect the interpretation of CXRs. For example, individuals with HIV, 

pneumonia, or lung cancer may have CXR images that resemble those of TB, which 

could lead to false positive or false negative results. Therefore, it will be important to 

carefully validate the model's performance using a diverse set of CXRs with various 

comorbidities. 

Furthermore, the use of deep learning models in medical diagnostics raises ethical and 

regulatory concerns related to privacy, data security, and potential biases in the 

algorithm. It will be important to address these concerns and ensure that the 

application is developed and deployed in an ethical and responsible manner. 

The proposed project has the potential to greatly improve TB detection and diagnosis, 

it also faces several challenges and limitations that need to be carefully considered 

and addressed. With careful planning, validation, and ethical considerations, this 

project could have a significant impact on global TB control efforts.
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Chapter 8 

 

CONCLUSIONS AND FUTURE WORK 
 

The results of this thesis demonstrate the potential of using machine learning 

techniques, such as CNNs, for feature extraction in improving the accuracy of our 

applications. The successful implementation of the application using Python highlights 

the potential for the use of technology to improve TB Diagnosis using Chest X-Rays. 

 

However, there are still several areas where future work can be done to improve the 

application. One potential area for improvement is to increase the size of the dataset used 

for training and testing the application. A larger dataset may result in improved accuracy 

and robustness of the application. 

Furthermore, it may be beneficial to explore the use of other machine learning techniques 

and algorithms for feature extraction and classification of Normalities and abnormalities. 

This can lead to further improvements in the accuracy of the application. 

 

In conclusion the development of a web-based application for TB detection using CXRs 

and deep learning techniques is a significant step towards improving TB diagnosis and 

treatment outcomes, and has the potential to make a positive impact on the lives of 

millions of people affected by this disease. 

8.1 Future Work 
 

There are several potential areas of future work that can be explored to improve 

the Sign Language Recognition (SLR) application developed in this thesis. These 

include: 

 Integration with other diagnostic modalities: While CXRs are widely used for TB 

diagnosis, they may not always provide a definitive diagnosis. Therefore, integrating the 

proposed system with other diagnostic modalities such as sputum analysis or molecular 

testing could improve the overall accuracy and reliability of TB diagnosis. 
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Validation in diverse populations: The proposed system was trained and tested using 

CXR images from a specific population. To validate its performance in diverse 

populations, it should be tested using CXRs from other regions and populations with 

varying disease prevalence and clinical characteristics. 

 

Incorporation of clinical data: CXRs alone may not always provide enough information 

for an accurate TB diagnosis. Incorporating clinical data such as symptoms, medical 

history, and demographic information could further improve the accuracy of the proposed 

system. 

 

Deployment in resource-limited settings: TB is particularly prevalent in resource-

limited settings where access to diagnostic tools and trained personnel is limited. 

Therefore, deploying the proposed system in these settings could improve TB diagnosis 

and treatment outcomes. 

 

Exploration of explainable AI techniques: While deep learning has shown promise in 

TB diagnosis, its "black box" nature limits its interpretability and raises ethical concerns. 

Exploring explainable AI techniques could help increase the transparency and 

trustworthiness of the proposed system.
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