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Abstract 

 
Facial recognition is employed in multiple methods in security situations such as surveillance, 

intelligence science, automatic image annotation, combating child trafficking and identifying 

criminals. Many of the facial recognition techniques developed in the past often show good results in 

confined space. However, many unexpected problems arise when applying these techniques to 

practical situations such as poor facial expressions, temporary disparities, and intentional or 

unintentional facial expressions in facial features. In addition, fluctuations in facial expression and the 

passage of time lead to the introduction of significant interclass variations, which also make facial 

recognition a challenging task. Data augmentation of age invariant face recognition (AIFR). Our 

procedure identify pictures through Viola Jones face detector and detects via the well-configured AIFR 

Convolutional Neural Network (CNN). During the transfer study, the pre-trained CNN learns the most 

consistent features of the years from the facial images of a few subjects to well-defined various ages’ 

facial expressions. We related the results of nine CNN 2Ds which were trained beforehand, at AIFR, 

having different sets of learning factors, based on the accuracy of sections and the timing of the 

selection of an accurate and fast and, effective model. Trials were made on the aging data-base of the 

AIFR face recognition and visual network (FG-NET-AD). The promising results obtained in this test 

indicate the effectiveness of our proposed model. In detailed comparisons made with modern AIFR 

methods, our proposed model excels in all aspects. 

The research work done in this thesis has also been developed to incorporate concealing 

flexibility and AIFR. For this purpose detailed tests have been performed on six challenging face 

shields and performance comparisons of four pre-trained CNNs to select the appropriate model 

for both AIFR and Disguise invariant face recognition (DIFR). 

Keywords: Convolutional Neural Network, Deep Learning, Flexible Face Recognition Age, 

Disguise Face Recognition, Enhanced Data
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CHAPTERi1 

Introduction 

 

1.1 Problem Context and Outline 

Facial identification often classified as a technological method that recognizes an individual using 

different face parameters. Unlike various prevalent biometrics like fingerprints, faces allow for the 

recognition of people without the involvement of any human activity, making it possible to see 

many people at once in gatherings. Present environment is enriched in technology and data, facial 

identification utilizes multiple ways such as cell phone and social media applications, airport 

security camera photo age and surveillance systems installed in high security areas. Facial study 

started becoming popular after the development of the Eigen face method [1]. The original method 

used by the scientists included complete techniques which applied universal knowledge of face, 

using a few face parameters. Face society was dominated by this method for some time, but, these 

complete theoretical methods failed under the variability of the face. A new concept basing on local 

features was developed in the start of 21st century to overcome the problems encountered on the 

perfect road. Gabor-based design [2] and facial definition with local binary patterns [3] have 

achieved better outcomes, superior quality and enhanced performance using its recent multi-level 

expansion [4]. And a good sense of familiarity. Landmarks based on learning are added in [5] and 

[6]. To achieve improved diversity, studies were carried on native filters while keeping coherence 

intact. But these methods were unable to secure stable results when in case of random variance 

of face expression. Major drawbacks in theses traditional techniques, whether it is an all-

encompassing approach, a ground-based feature or a learning-based definition process is 

target only one type of variation in face expressions such as illumination, posture, and speech. 

, or hide them. A combined approach to tackling such unnecessary problems does not exist. 

These technological malfunctions often lead to poor performance or false alarm signals by 



 
 

6 | P a g e   

face recognitions. An innovation in computer vision study happened when Alex Net [7] won 

the contest of image net, a popular Convolutional Neural Network (CNN). The emphasis of 

study on the facial recognition has changed dramatically in Deep learning methods, since the 

achievement of Deep Face's unprecedented accuracy [8] in the Wild Beast on the Wild 

benchmark [9]. Major efforts by the research community have led to significant improvements 

in various aspects of facial recognition such as poor quality photos, various lighting issues, 

opposite face recognition, age-appropriate and most important facial recognition and 

concealment of consistent face identification. Using convolutional neural networks, improved 

accuracy and firmness have been conveyed for posture consistency [10,11] and age variability 

[12] facial recognition. 

Although tremendous development in various facial identification areas, an integrated 

framework that addresses all the challenges faced regardless of age, concealment, posture, 

tone or light variation can play a significant part of facial identification process. 

 

1.2 Age Invariant Face Recognition (AIFR) 

AIFR is a developing study issue, and its implementation can be seen in various everyday 

programs like criminal recognition and passport authentication, where strong AIFR is needed. 

The AIFR program is first trained in the database of specific individuals to learn the facial 

features of those individuals. Once trained, the AIFR system can identify those people 

throughout their lives. A major challenge for AIFR is the removal of solid facial features, as 

facial features change with age. These changes in facial features increase the internal 

distortion of the subject, making the right identification difficult. Although much research has 

been done on this field, AIFR is a exciting problem because of internal problems linked to 

facial features due to the aging process. 
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1.3 Disguise Invariant Face Recognition (DIFR) 

DIFR combines problems of subtle face recognition with the subtle variation in facial 

expressions. The accuracy of the recognition and operation of the facial identification system 

is greatly reduced due to the unintentional masking. These can also be classified into 

cosmetics, hidden facial accessories with a variety of cosmetics tools which alter face 

parameters, which makes differentiation difficult in regards to awareness systems. Face 

makeover can modify the length or proportions of face parameters such as eyes and lips and 

change skin color and concerts. Different forms of social formation also develop problems 

with facial identification processors. Likewise, when various add-ons are made such as 

bandanas, masks and glasses it leads to wrong separation of facial features. Multiple cases 

came to highlight where criminals have tried to cheat the systems of recognition using 

multiple above mentioned disguises after commenting crimes.   

1.4 Deep Learning 

Deep learning is a powerful tool for processing large-scale training data sets. It automatically 

learns the best features from the database. Deep learning has gained a tremendous popularity 

in computer-assisted visualization because in classifying latest Deep learning methods appear 

to be more precise than in humans. In addition, the length of training required for Deep 

learning areas has been significantly reduced by the use of Graphics Unit Units. Neural 

networks trained beforehand and large data sets with labeled data can now be accessed freely. 

CNN is a deep modern learning framework that is widely used in image recognition activities 

because it is better suited to image data. CNN output includes maps using convolutional filters 

and performs image conversion. CNN is a widely utilized as it extracts elements that are 

independent of image data and is virtually unaffected by light, brightness or change of position 

[13]. In the case of facial recognition, it is virtually unchanged in age, position and alignment 

of the face. Unlike conventional CNN architecture, a well-trained pre-configured network 
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from scratch using transmission knowledge is less complex and efficient in comparison to a 

self-made system. Moreover results obtained from CNNs trained beforehand are more 

efficient without the need of larges data bases.   

1.5 Research Objectives  

The research work in this thesis initially began to cover only the AIFR. In the later stages the 

focus of the study was enhanced by the inclusion of DIFR and AIFR. 

The purpose of the research for this thesis is to improve the effectiveness of present facial 

recognition strategy for deep facial recognition beyond the present restrictions of facial 

identification/ disguise / age problems. The efficiency of deep learning means with additional 

audio built AIFR / DIFR sample was tested. Using referral learning, pre-trained CNN learns 

common features of age-obscure / static images from the face photos of a few people to better 

recognize them throughout their life and under face changes. The proposed method detects 

the photos utilizing the Viola Jones face detector and scans the photos through the CNN AIFR 

/ DIFR. Wide-ranging testing has been performed on the FG-NET-AD age variant dataset and 

six unrestricted data sets of hidden facial photos that ensure the efficiency of this used process.  

1.6 Thesis Organization 

Chapter 1 introduces consistent facial attention / age, deep learning and your performance. 

Chapter 2 is devoted to the literature review of the various sections and the various aspects of 

the thesis, which include understanding the research problem and some key concepts. In 

Chapter 3, the data sets are deliberated comprehensively. Chapter 4 deliberates upon accepted 

method of consistent face recognition / age using deep Learning and a brief description Matlab 

app developed for live display. Chapter 5 presents and compares the detailed assessment 

results with the discussion, following the deduction and impending prospects of the project. 
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CHAPTER 2 

Literature Review 

 

2.1 Age Invariant Face Recognition (AIFR) 

AIFR is among the maximum critical computer imaginative and prescient complications. 

Its utility areas include travel document authentication, surveillance methods, 

and disappeared persons’ identification.  A really perfect AIFR device learns 

discriminative capabilities from some pictures of a man or woman and as soon as trained 

it has the capacity to identify that character at some stage in his lifespan no matter the 

facial versions occurring because of converting age. Due 

to its great application and applications, AIFR has won the eye of researchers around the 

world. However, the notwithstanding improvement of the face recognition and 

finding methods at some point of the beyond era, AIFR remains a key test. This endeavor can 

be recognized to the subsequent inherent hitches of the ageing procedure: 

a) The system of facial getting older tracks a difficult progression that impacts the shade, 

surface, and shape of a face. 

b) The ageing system of all of us tracks distinct arrangements, it's relatively linked to the 

society, sexes, climate changes and life style. 

c) Among different ages, the growing older method tracks numerous marks. Within 

the younger ages, facial aging normally takes 

place with shape modifications in dimensions of the nostril, cheeks, and jawbone which 

might be extra liable to variations. Whilst during 

the older ages, huge texture modifications which include pores and skin colour or 

crinkles indicates the facial growing older. The mentioned difficulties of 

the ageing manner are emphasized in Figure2.1,in which intra subject 
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changes throughout age may be cited in the facial snapshots from face and 

movement reputation community getting older dataset (FG-NET-AD) database [14]. 

 

Figure 2.1 

2.1.1 Generative and Discriminative approach 

Normally, AIFR may be labeled as generative model-based AIFR and 

discriminative features-based AIFR. In generative model-based AIFR strategies a 3 

dimensions or 2Dimensions ageing model is used to build blend 

facial snaps. These approaches are deployed to catch up on ageing system to make 

facial identification tough; but, techniques which are based on generative 

AIFR are narrow owing to their extraordinary calculating fee and secure 

assumptions. Lately, numerous strategies which are based on discriminative AIFR are 

proposed to conquer the drawbacks of generative-based techniques. Among 

discriminative techniques, diverse local and global capabilities which might 

be robust towards brilliance, posture, and exposure differences are taken out from the 

faces and then sent to the classifiers. 

In 1993, young et al.[15] formulated an AIFR version which brought about the first wave 

of attentiveness throughout different choices which 

includes pattern identification, computer ideas, neuroscience, and photograph handling. The 

author used wrinkle study and geometric proportions of important facial structures to sort 
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the snap shots into three courses: seniors, teens, and infants. Though, owing 

to the inadequate and thoroughly decided database, this version could not get passed to 

simplify. Other studies have figured multiscale LBP and SIFT capabilities from 

facial photographs and hired multi feature discriminative analysis for 

dimensionaly compact the characteristic set [16]. Afterward, Bereta et al. 

[17] extended the model proposed in [16] and implemented LBP to the Gabor phase and 

Gabor magnitude pictures. Lanitis et al. [18] reflected the grade of growing 

older effects on numerous face areas. In the researches, the idea of age-invariant 

and sensitive features were actualized through extracting numerous features from more than 

one regions on the face and with the aid of concerning dispersed characteristic vectors 

from changing age classes. The researcher made the arguement that 

the lower face area is more prone to the effects of ageing in contrast to 

the upper portion. Moreover, Juefei et al. [19] tries the specific face place for extracting age-

invariant capabilities. The primary preprocessing level is used to eradicate igniting 

fixtures and pose variant consequences, successively observed by means of Walsh–

Hadamard transform-encoded Local Binary Patterns (WLBP) to attain a feature vector. 

As a substitute of consuming records from a specific place, a number of scientists have 

considered on integration of facts from diverse face areas. LBP descriptors for face, 

binocular, mouth, and eye areas are removed through researchers in [20]. Singh et al.[21] 

normalized facial take a look at pictures to a not unusual area by way of remodeling them into 

polar synchronization to reduce ageing-associated changes and used Gabor-based 

totally functions to recognize. Lu et al. [22] deliberated on conditions in which a 

simplest unique training model according to difficulty is available. The training pictures are 

segregated into a range of overlapping patches, and the most unique skills are identify which 

are then hired in Discriminative Multi-Manifold Evaluation (DMMA). The technique in [23] 

used triangles observed on the face to identify geometrical capabilities. Significant matrices 
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denoted by mentioned functions were used in craniofacial anthropology for 

identifying development and character designs, and affirming tentative effects were attained. 

Sethuram et al. [24] induct the fusion of facial pictures which went 

from age development to deal with the problem beneath observe, alternatively to the 

outline and utilization of age-invariant capabilities. To deal with the problem of 

facial recognition and verification, Ling et al.[25] hired a distinct study approach for 

expansion of facial identification information of topics . Wu et al. [26] projected a 

method that includes craniofacial example of advance stronger with a set of linear equations 

of growth limitations. While doing the authentication technique, take a look at face, the 

form is altered to a mentioned form of face to confirm the closeness with the 

craniofacial example of growth. This closeness between two faces shows that the photo 

belongs to same individual or the different ones.
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2.1.2 Deep Learning Based AIFR 

A 2nd trend of attention has regarded these days with the enhanced demand of using 

deep learning. During the last 10 years, deep learning has gained magnificent achievements 

in detecting much complicated objects [27,28], category [29–32], and 

face recognition issues [8,33–36]. Owing to its impressive function extracting capabilities, 

deep learning has an intrinsic 

aptitude to research and comprehend composite datasets. Surprisingly, deep learning-

based AIFR fashions are confined in variety till yet broadly speaking because of the absence 

of suitable AIFR database. With a purpose to educate a strong and actual deep learning, a 

database have to include multiple subjects, every single subject must have 

diverse pictures spanning over the huge age section. A model from the very start, that 

incorporated deep learning for AIFR, was projected by means of Wen et al. [37].  To 

know age-invariant vigorous and operational face functions, Latent Factor guided by 

Convolutional Neural Network (LF-CNN) is used to get excellent effects. Xu et al. [38] used 

auto encoders to make AIFR and projected a new network named as Coupled Auto-Encoder 

Networks (CAN) that incorporated a 

nonlinear issue analysis for effective characteristic abstraction. Li et al. [39] supplied a 

hierarchical studying version the use of novel function descriptor Local Pattern 

Selection (LPS). Currently, deep neural networks have shown positive frameworks with 

their excessive precision guesses 

in photograph class and reputation responsibilities. Strong and powerful face 

verification approach changed into supplied in [40] with the aid 

of the outside feature addition in deep models. 
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2.1.3 Limitations of Existing AIFR Models 

Researchers inside the processes mentioned in the above sections 

have attempted to obtain vigorous and powerful AIFR; however, 

their researches are constrained owing to the below mentioned motives 

a) Training and evaluating the data on minor datasets. 

b) Current AIFR fashions flop to simplify because of the good sized classification and 

complexity of AIFR and consequently get affected from negative simplification abilities. 

c) The similarity among the users and variations with in the subject among faces forces 

the classification even more complicated. 

2.2 Disguise Invariant Face Recognition (DIFR) 

Automatic facial identification is a complex and critical task, the complexity of that is further 

enhanced in recognizing faces under disguises. In spite of the expansion of cutting edge 

facial recognition technology during last decade, DIFR is still a thought-

provoking job owing to the in-built difficulties related 

to facial reputation. These difficulties can be connected to 

a) Regular changes in facial look over time, consisting of moustaches or beard, add on to the 

intra-elegance distinctions for a precise issue. 

b) Facial hide, in which someone impersonates as another man or woman, helps to lower the 

inter-elegance distinctions among variant subjects. 

c) Make-up / cosmetics alternate the figure of positive facial features. 

d) Facial getting old changing the feel, shade, and arrangement of a facial features. 

The discussed difficulties are confirmed in Figure2.2. 

By rising need of greater and automated protection and observation systems, scientists 

have initiated exploring this difficult task of facial recognition. In the closing a long time, 

scientists have projected number of methods to detect disguise and identify 
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faces under disguise. Martinez [41] proposed a 

probabilistic approach for identifying faces which might be partly obstructed 

and below changing expressions. Subspace tool is used in the function area for fixing the 

localization hassle and to counter the obstruction issue face was divided into a couple 

of local areas which can be examined in separation. 

To compare facial under changing disguises, Ramanathan et al. [42] used 

Principal Component Analysis (PCA) with Mahalanobis cosine distance. An 

other technique using PCA for recognition of obstructed facial in movie 

observation become projected by using Kim et al. [43]. Singh et al. [44] projected a 

way to correctly authenticate concealed faces with the use 2Dimensions log polar 

Gabor functions. Yang and Zhang [45] applied photograph Gabor-

functions for organization primarily founded on scarce depiction. Different methods making 

use of different texture descriptors [46,47] for detecting disguised and obstructed faces 

have additionally been projected.  
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Figure 2.2: Complications related to conservative facial Identification systems. (a) 

Differences in facial look owing to makeup. (b) 3x distinct photos of Adamm Sandlar depict 

great within the class variations and 3x photos of variant subjects with appearance parallel to 

Adamm Sandlar depict little among the different classes variations of dissimilar subjects. (c) 

A single subject with variant sorts of heavy makeup, cosmetics and gadgets making it very 

difficult to identify the subject and satellite target detection [53]. Literature review w.r.t 

disguised face recognition was carried out in 3x sets of disguises that include makeup-

persuaded disguise, gadgets-persuaded disguise and a combination of makeup and accessories 

persuaded disguise. 

2.2.1 Face Recognition in Makeup-Induced Disguise 

By applying heavy makeup positive facial structures are altered as shown in 

Figure3.1and thus, it effects the facial recognition so much that it could not move 
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ahead. During the last decade, researchers have projected a number of methodologies and 

over with the promising accuracies for make-up detection [54–57], though, 

face recognition beneath heavy make-up stays a hard challenge. Guo et al. [58] at the start 

made a dataset with 500 facial features, with photograph of every concern captured 

with make-up as well as without makeup. In a while, the researcher projected 

a version that uses functions taken out from local patches to carry out connection 

charting between makeup and non-makeup faces and shows an accuracy in the test of 80%. 

With its vigorous and dependable feature pulling out skills, deep learning has 

the functionality to positively analyze and identify complicated datasets. Owing to the in-

built complications related to DIFR, models based on deep learning on this specific 

situation are pretty restrained. Chen at al. [59] projected an ideal which uses a collection of 

patch-primarily based local Gradient Gabor sample, HGORM and Densely Sampled - 

LBP features with weight gaining knowledge of, patch sampling and Collaborative based 

totally or Sparse-based illustration Classifiers. The technique done proves to be 90% 

accurate at the YMU dataset. Li at al. [60] projected a group method wherein they first 

generated without makeup facial snap shots from ones with make-up after which lessen the 

sensing hole between the two photos via the use of two bi-

stage argumentative networks incorporated among an endwise deep network. A unique 

accuracy of 95% was achieved on dataset supplied in [58]. Sun et al. [61] projected a weakly 

managed method using a CNN pre-trained on movies of the internet. 

Minor makeup datasets have been incorporated for effectively tuning the structure and 

a balloting method was used to combine different facial elements. An accuracy of 84.5% is 

achieved at the dataset offered in [58]. Sajid et al. [62] claimed that 

removing identification precise capabilities from faces below heavy make-up the use 

of CNNs with switch mastering isn't always tough but also provides 

bad accuracy. Consequently, to attain make-up invariance, data augmentation was 
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recommended that is make-up style aware. They executed an accuracy of 93% on YMU 

and 95% on VMU datasets. 

2.2.2 Face Recognition in Accessories-Based Disguise 

When a facemask is put on the face it conceals the mouth while eyes are veiled via sun 

shades. Similarly, other gadgets inclusive of hats, bandanas, long hair, beard or mustaches 

make difficult to understand facial capabilities as seen in Figure3.1, for this reason the 

precision among face recognition method cannot remain constant and always keep on 

changing. Dhamecha et al. [63] carried out an evaluation among a pc and human accuracy for 

disguised facial recognition. They anticipated a framework Anavrta, which inside 

the 1st stage splits facial shots into patches after which categorizes those patches into classes, 

biometric and non-biometric. In the 2nd phase, biometric patches are 

accorded via LBP based facial recognition procedure. A Genuine Acceptance Rate (GAR) 

was executed giving results  of 15.9 and 37.9 @ 2% and 11% False Acceptance Rate (FAR) 

on V1 dataset for identification. Kohli et al [64] projected a transfer leaning framework that 

incorporated inception-net based totally functions for DIFR. By using middle loss 

for training that inserts functions of the same elegance near together, they have been able 

to get GAR of 72.54 and 39.8 at some distance of 2% on DFW and identity V1 dataset 

respectively. But, the already trained CNN used is quite computationally in grave, due 

to which it isn't ok for applications being controlled by time. Hung et al. [65] projected a 2-

level DIFR outline based totally on Deep Normalized-CNN that recognized the kind 

of disguise device and taken out the final facial data without disguised. Data taken out will 

then be used for the verification purposes. DIFR accuracy of 73% was achieved on V1 dataset. 

Wu et al. [66] proposed a singular Unsupervised Domain Adaption Model such as DSN and 

ALN, that had been jointly able to produce domain-conscious data and found out disguised 

face illustration. This method proves to be 45% accurate on V1 dataset. 
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2.2.3 Face Recognition in Makeup and Accessories Based Hybrid Dis- guise 

The combination of make-up and disguise add-ons make the face 

identification challenge further complex as proven in Figure2.2(c). Smiirnov et al. 

[67] applied a Multi- Task Cascaded Convolutional Neural Network (MTCNN) for 

identification, alignment and cropped faces from face images. After this, horizontal flipping 

is actualized and 4 distinctive networks are used to extract features. Features attained from 

flipping and unique pictures are concatenated to get appeared in feature-level fusion. The 

concatenated characteristic vector then incorporates L2 

normalization, that's then accompanied through class the usage of cosine distance. Zhang et 

al. [68] has experimented DIFR by utilizing Convolutional Neural Networks 

in dissimilar degrees that one at a time treat aligned and nonaligned photos and the  context 

switching is done. A Convolutional Neural network (CNN) 

is skilled for usual facial identification accompanied by way of forming the alteration matrix 

for authentication of the identity by the use of PCA at the DFW dataset. Bansal et al. [69] 

projected a DCNN framework for DIFR. Facial detection and placement is executed using a 

combination of all CNN presented 

by using Ranjan et al. [70]. ResNet-101 CNN turned into used for training of 

facial recognition system while Inception-ResNet-v2 utilized for facial identification. Peri et 

al. [71] applied an already trained VGG-Face Convolutional Neural Network to construct a 

Siamese Neural Network. DFW dataset is used to 

tune the community and class is performed through making use of cosine distance. Suri et al. 

[72] projected a different kind practice that dietary additions a administered 

facial recognition version by transferring straightforward visual features together 

with coloration, form and surface found out from a well known picture dataset, so supervised 

classifier and challenge-impartial network were combined. Deng at al. [73] utilized Retina 

Face [74] for face detection, which helps in face normalization with the help 
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of providing 5 facial milestones and for acquiring high level functions they applied ArcFace 

[75] A GAR of 96.12 @ 2% FAR is achieved. 

2.2.4 Limitations of Existing DIFR Models 

Despite the fact that state of the artwork processes mentioned in sections already discussed 

enhances in the utility field in terms of overall 

presentation and competence. Though, those strategies does not have required strength and 

correctness because of the following motives: 

a) A number of the methods used hand-crafted capabilities using handcrafted mapping that 

are suboptimal for visual feature classification. 

b) Many strategies generally try to cope 

with simplest one thing of mask, consequently overall performance severely changes while a 

combination of disguise procedures are incorporated. 

c) Complicated projects constructed having giant classification which proves 

in negative generalization abilities in an environment where no pressure is applied. 

d) Preparation and trying out on smaller datasets or not having exact expansion skills. 

e) Fallacious transfer learning skills proves in insufficient taking out of 

individuality exact functions and abandoning dangers related 

to area adaption through making use of biased education strategies which reasons dataset 

shifts. 

2.3 Deep Learning 

Deep learning is a good technique for at once and robotically gaining knowledge of most 

desirable features from big-scale training dataset. Exploration and applicability of 

deep learning in laptop vision applications is on the upward thrust due to the fact as 

compared to people, current deep learning techniques have better accuracy in 

classifying pictures. Moreover, the training time of deep learning techniques has 
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been notably decreased with GPUs, pre- skilled networks and massive databases comprising 

labelled records are actually publicly available. 

Deep Belief Network (DBN) [76] and Convolutional Neural Network (CNN) [77] are the 

two popular fashions of deep learning. CNN, being best proper for picture records, 

is broadly used for photograph popularity. Moreover, small variations together with rotation 

and shifts doesn’t effect its performance [77]. DBN, is pre-

skilled as confined Boltzmann system, and then subsequently becomes a classifier after 

tuning with the aid of back-propagation algorithm [78]. 

2.3.1 Convolutional Neural Networks (CNN) 

CNN [77] being a present day deep learning approach is widely used 

for image evaluation responsibilities together with object detection, segmentation 

and photograph class. Excessive popularity quotes have 

been accomplished through Krizhevskyetal. [30] by utilizing traditional back propagation for 

the purpose of training a deep CNN on Large Scale Visual recognition Challenge dataset. 

 

Figure 2.3: Typical CNN architecture. 

A CNN is comprised of some of layers: alternately connected convolutional, activation and 

pooling layers, whilst a completely connected layer follows them for producing the 

output. An ordinary CNN architecture is shown in Figure2.3. Not like usual neural networks, 

in a CNN handiest a small location of enter neurons referred to 

as Local Receptive Field (LRF) is attached to the hidden neurons. Enter to the hidden 
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neurons is mapped by means of translating LRF throughout the photograph the usage 

of convolution. Extraordinary functions in an image are discovered via the hidden layers in 

CNN. The weights and biases for all neurons is a hidden layer are the same. CNN turns 

into tolerant to translation of objects in an image due to the truth that all hidden neurons hit 

upon the same features along with blobs and edges in different areas of a photograph. 

The convolutional layers at the start of the network study small and 

occasional stage features consisting of edges because of their small LRF sizes, even as the 

convolutional layers in the direction of the end of the network learn larger functions which 

includes geometric shapes due to their larger LRF sizes. The variety of pixels shifted every 

time because the filter is moved over the photo is called stride. The output of every neuron 

is converted via activation layer through making use of activation functions, one of 

the maximum common activation feature is Rectified Linear Unit (ReLU). with 

out converting the size of the characteristic maps, ReLU transforms the output of a neuron 

to the best fantastic value, in any other case if the output is poor, ReLU maps it to zero. 

Dimensionality of the feature map and range of parameters to be learned is reduced with the 

aid of the pooling layer by shrinking the production of small regions of neurons into 

a single production. All the capabilities learned within the preceding layers 

are blended via fully connected layers. Neurons among the previous veiled layer 

are related to the production neurons by the very last layer, that gives 

the final output. Value of each node inside the very last layer determines 

the class probabilities. The size of feature maps produced by a convolutional or pooling layer 

is determined by: 

OutputSize = 
InputSize − F ilterSize + P adding 

+ 1 (2.3.1)
 

Stride 

2.4 Data Augmentation 
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Notwithstanding the supply of massive quantity of records on the internet, accumulating a 

specific data that matches our exact necessities for a selected experiment is a 

tiring task. Moreover, if  

we want our community to obtain suitable generalization talents then the 

desired records for training specifically for deep learning fashions wishes to 

have top range because the object under consideration wishes to 

be available in various lighting fixtures conditions, poses and sizes. To counter 

the challenge of amount and variety of available data, own facts is generated with the 

present available data. This method is called Data augmentation. Data augmentation will 

enhance the numbers and variety of available data without actually collecting data. This more 

suitable information is then used for training of models.Various techniques used for image 

augmentation, as shown in Figure2.4, include Scaling, Translation, and Rotation, Flipping, 

Adding noises and varing lighting conditions. 

 

Figure 2.4: Image augmentation techniques. 

2.5 Viola-Jones Face detection 

The framework turned into evolved through Paul Viola and Michael Jones in 2001 [79]. It 

detects gadgets in photographs accurately and fast and mainly works thoroughly for 

detecting human faces. Even after almost too many years, it's 
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miles nonetheless considered because the leading choice for face detection. It achieves its 

accuracy and efficiency by way of combining ideas along with Haar-like functions, the 

AdaBoost algorithms, integral images and the Cascade Classifier. This 

detection algorithm follows tiers (Figure2.five). The primary stage consists of training with 

facial and non-facial photos and it in addition has two steps, training the classifiers and 

Adaboost. The second level is detection which also includes two steps that are detecting the 

haar-like features and growing the fundamental photograph. 

 

 

Figure 2.5: Viola Jones face detection. 
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CHAPTER 3 

 

Datasets and Preprocessing 

In this chapter we have discussed the details used in this research project as well as the various 

precautionary measures used in the information sets. In the AIFR, the facial data visualization 

network (FG-NET-AD) age was used. For DIFR 6 x data sets namely Disguised Faces in the 

Wild (DFW), IIIT-Delhi Disguise Version 1 face dataset (ID V1), PolyU Disguise and 

Makeup Faces Dataset, YouTube Makeup (YMU), Makeup Induced Face Spoofing (MIFS) ) 

and Virtual Makeup (VMU) Datasets used. Specifics are provided below: 

3.1 FG-NET-AD Dataset 

FG-NET-AD [80] is among the most challenging facial aging databases and is considered the 

AIFR benchmark. Contains 1000 edited photos, that is, of 80 subject’s age groups between 1 

to 70 yr. But 35-45 yrs of age is very busy on the database. The is represented in the Figure 

2.1. However this data based was made in the start of 2000 and many people have since then 

paid focus on this field of facial recognition.  

3.2 DFW Dataset 

DFW [69,81] contains more than 10,000 unconfirmed  photos of 1,000 famous people 

gathered from internet . This includes a wide variety of cosmetics, mustaches, hair extensions, 

beards, scarfs and bandanas etc. This disguise is accompanied by a variety of posture, 

brightness, background and speech, which makes an exciting face databases. This database 

cover 350 and 500 person’s photos. In Figure 2.2 (b) a representative photo is attached of the 

database. 

3.3 Local Data Set 

Local Data set of Sub-Continent has been incorporated which includes 1000 images of 100 
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subjects taken over their life span. Famous politicians/ Sportsmen / Celebrities of Indo-Pak 

has been processed and added to enhance our accuracy for target subjects belonging to these 

regions. Model Trained on European/ English data sets face accuracy issues when applied on 

a sub-continental person. With the addition of local data set, we can predict and recognize 

subjects belonging to European, American and Sub-Continent with greater accuracy and 

reliability. 

3.4 ID V1 Dataset 

ID V1 data set [46,63] contains 1000 photos belonging to 100 persons including both genders 

with 5 to 12 photos of each person. Database includes tools on camouflage / flexibility with 

spectacles, beards, bandanas, belts and scarfs. In Figure 3.1 (c) a representative photo is 

attached of the database. 

3.5 PolyU Disguise and Makeup Faces Dataset 

This database [82] contains 400 studies of 2400 photos. When captured in actual setting, 

photos includes both concealing makeover and tools.. Lots of tutorials on celebrities, their 

photos taken on the internet. Each topic has six pictures. The first image of each theme is front 

with no makeup or concealment, while all the other five images cover different stages in 

regards to concealment. In Figure 3.1 (d) a representative photo is attached of the database. 

3.6 Makeover Database 

Here research work experiments were carried out on multiple makeover database, i.e. YMU, 

MIFS and VMU Database. Specifics are mentioned in Table3.1. Photos of YMU, VMU and 

MIFS database represented Figure3.1(a), Figure3.1 (b) and Figure2.2 (a) respectively 
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DATABASE SourCE OF PHOTOS SUBJECTS PHOTOS OF EACH 

SUBJECT 

DISSIMILARITIES 

YMU [83] YouTube video  

makeup tutorials 

151 4 (Two images each 

before and after 

 applying makeup) 

Variations mainly in the ocular  

area due to makeover, Slight 

disparities of looks 

and appearance 

VMU [83] Face images in  

FRGC* repository 

synthetically  

altered to  

mimic the  

application of  

makeup 

51 4 (One image each 

without makeup,  

with eye makeup,  

with lipstick, and  

one full makeover) 

Intra-class dissimilarities  

caused by pose, lightning and 

expression reduced, allowing 

exclusive analysis of the effect 

of makeup 

MIFS [84] Obtained from  

internet 

107, each 

with a  

target  

subject 

4 of subject  

(2 each before  

and after makeup)  

+ 2 images of target 

subject 

Each subject trying to spoof 

 a target identity 

 

Table 3.1: Detail of makeup datasets used. 
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Figure 3.1: Representation of photos from various above mentioned database. 

3.7 Preprocessing 

Deep learning models can read and comprehend difficult data sets because of their effective 

extraction capabilities. This performance of deep learning models depends largely upon the 

number and standard of pictures present, the design utilized to produce suitable representation 

parameters for others. Few images are taken in unmanaged while the others are taken in a 

managed environment, thereby waning to mimic the actual scenario. The FG-NET-AD data 

(Figure 2.1) used for AIFR, contains approximately 8–15 photos of each person belonging to 
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different ages. Cause overheating of the model. Therefore, effective training of a deep learning 

model requires more data, otherwise efficiency will deteriorate significantly under the 

unrestricted environment. In this research project, the motivation for using the additional step 

process is twofold:  

a) Add more photos with different set of disparities to effectively training the model. Therefore, to make 

the efficient model with better performance capabilities, steps mentioned below are followed in true 

spirit (shown in Figure 3.2). 

1) Convert Grayscale photo to RGB format, which make sure that channels are same in all 

photos. 

2) Face is extracted from the rest of the background with the help of Viola Jones face detector 

[79]. 

3) Interclass variation is enhanced to improve the standard performance by propagating the 

database with four different audio profiles (Poisson, Salt & paper, Speckle and Gaussian) for 

each real image without causing excessive blurring, thus allowing for a better deep output. 

Learning model. 
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CHAPTER 4 

Methodology 

4.1 Proposed Technique 

• As stated in advance, on this studies work it is tried to increase the applications 

of present face identification and deep learning skills in 

facial reputation beyond the contemporary boundaries of the 

face popularity systems and tests of age & cover changes. We have evaluated the efficiency 

of deep learning strategies for AIFR & DIFR. 

A conceptual degree block diagram of the proposed framework along 

with sample define architecture of pre-trained CNN (Resnet-18) is provided in Figure4.1. 

Breakdown of the technique observed and the proposed technique is as underneath 

• In the first step a face detector named as Viola Jones is immediately applied to come 

across face regions from pics inside a dataset, which can be segmented and handed to the 

following level. 

• After segmentation of facial regions, preprocessing steps described in 

the previous segment are implemented onto the facial photos. 

• The preprocessed dataset then acts as enter to a CNN that is pre trained, which learns general 

age & disguise invariant structures from the face pics allowing the pre-trained CNN to 

be best-tuned for AIFR & DIFR. 

• The pleasant-tuned CNN now attains the functionality to categories any facial picture of any 

of the challenge beneath diverge age and disguise variations from the dataset, following the 

steps shown in Figure4.1. 
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Figure 4.1: Workflow of the proposed framework. 

4.2 Pre-trained CNNs 

To pick up an appropriate CNN architecture for AIFR & DIFR, we will make 

comparison among the overall performance of some of extraordinary pre-trained CNNs. 

Designated information of the pre-trained networks utilized for AIFR and DIFR are given in 

Table4.1and4.2respectively.all the CNNs used are already trained on Image Net dataset 

[32]. These networks can effectively produce beneficial patterns from natural pictures. 

For every preprocessed dataset, these pre-skilled networks are fine-tuned for AIFR & 

DIFR the usage of transfer learning, which repetitively adjusts the weights of the CNN the 

use of back propagation to be able to examine effective age & disguise-invariant capabilities. 
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NETWORK DEPTH (LAYERS) PARAMETERS (MILLIONS) IMAGE INPUT SIZE 

Alex Net 9 62 227 × 227 × 4 

Vgg-17 17 139 224 × 225 × 5 

Vgg-18 18 145 224 × 224 × 4 

Squeeze Net 18 2 224 × 224 × 4 

Google Net 23 8.0 224 × 224 × 4 

Resnet-19 19 12.7 224 × 224 × 4 

Resnet-51 51 26.0 224 × 224 × 4 

Resnet-102 102 45 224 × 224 × 4 

Inception-V3 49 24.0 224 × 224 × 4 

Table 4.1: Particulars of Pre-trained CNNs used for AIFR. 

 

NETWork DEPTH (LAYERS) PARAMETERS (MILLIONS) IMAGE INPUT SIZE 

Squeeze Net 19 2 228 × 228× 3 

Resnet-19 19 12 225 × 225 × 3 

Resnet-51 51 26 225 × 225 × 3 

Inception-V3 49 24 298 × 298 × 3 

Table 4.2: Particulars of Pre-trained CNNs used for DIFR. 
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4.3 Matlab Implementation 

4.3.1 Data Preparation 

Steps involved in formatting and preparation of datasets before they may be used 

for training of the pre-trained CNNs as proven in Figure4.2are as below : 

1. the first step involves initializing the face detector, in this case imaginative and prescient. 

Cascade Object  Detector() command initializes the Viola Jones face detector. 

2. The principle listing of the dataset is indicated. 

3. A loop is initiated which allows get right of entry to to every subfolder representing a 

specific subject in the dataset. 

4. New directories are initialized, one for saving the authentic cropped facial pix 

and the second for saving the cropped facial pics along with its noise primarily 

based augmented statistics. 

5. In the course of the processing, a black and white image if encountered is converted into 

RGB. 

6. The viola Jones face detector detects facial region in a photo. 

7. The detected facial region is cropped and stored along with its noisy variations for in 

addition processing. 

Figure 4.2: Data preparation steps in Matlab. 
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4.3.2 Pretrained CNN Training/Testing 

Steps involves in training and checking out of the pretrained CNNs as proven in4.3are 

as below : 

1. Access to the processed dataset is ensured. 

2. A loop is initialized which lets in training to be done with different training ratios. 

3. The processed datasets are cut up into training and validation/testing units. 

4. The unique pretrained CNN version is loaded. 

5. The image sizes of the processed images in the database are adjusted consistent with the 

CNN input layer size. 

6. The precise training options are designated. 

7. The network is trained and tested for unique train-check ratios. 

8. Confusion matrices are generated and accuracy plots are stored for in further evaluation.  

9. The first-class tuned CNN model is stored. 

 

Figure 4.3: CNN Training/testing steps in Matlab. 

4.4 Designed Matlab Application 

Sample screenshots of demo utility designed in matlab appdesigner is shown in Figure4.4. 

For person friendly experience, the graphical user interface of the utility has been divided 
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into a number of sections with ok labelling as described underneath: 

• Live Camera View. This phase suggests the live camera from 

which live pictures are obtained. The camera may be hooked up at 

any area including access factors of touchy businesses, airports and public transport regions, 

customs and border checkpoints and so forth. 

• Captured image. At any required moment, a nevertheless photograph can be captured from 

the live camera view, which is displayed in the captured photograph location. 

This photograph can then be similarly processed for analysis. 

• FR result. The captured image then acts as an input to Viola Jones face detector. End 

result acquired from the face detector i.e. cropped facial area, is displayed inside the FR end 

result phase. 

• Control Panel. Contains two buttons. The seize photograph button is used 

to gain a still image from live camera view, that is then displayed in 

captured photograph place. The analyze button is used to process the captured picture. In 

the first step of the processing Viola Jones face detector detects face in 

a photograph and offers the cropped facial photograph. This cropped facial photo is then 

processed by a first-rate-tunned and pre-trained CNN. 

• Detected individual & accuracy. The result of the pre-trained CNN is displayed in 

this vicinity. A profile photograph with a label is saved for each character inside the dataset. 

The label reaching maximum accuracy, as shown at the detection accuracy tab, is 

displayed within the detected person location. 

As shown in Figure4.4despite the use of disguise accessories, our proposed framework has 

successfully classified the individuals in the captured images. 
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Figure 4.4: Layout of designed matlab app. 
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CHAPTER 5 

Results and Discussions 

5.1 Experimental Protocol & Setup 

As previously stated, the transference of learning aimed to fine-tune CNN-trained in data sets 

trained earlier so that the most appropriate AIFR & DIFR may be chosen. Training method 

adopted is summarized by: 

• Data processed earlier is parted into training and a test set with already defined train test 

rating (rated at 4: 1, which means 80% of the photos are used for training and rest for trails). 

• The size of all photos are modified as per the requirement of the model used. 

• Evaluation of each CNN is carried out separately utilizing various available options and 

hyper parameters mentioned below (Table 5.1) 

 

PARAMETE

R 

OPTIMIZER MINI 

 BATCH 

SIZE 

NUMBER  

of 

EPOCHS 

MOMENT

UM 

INITIAL  

LEARN 

RATING 

LEARN 

RATE 

 DROPPING 

FACTOR 

LEARN RATE 

 DrOP PERIOD 

Values *SGDM 20 15 0.9 0.001 0.1 5 epochs 

*SGDM, Stochastic Gradient Descent with Momentum 

 

Table 5.1: Hyper parameters used for Transfer Learning 

 

 

The learning rating is kept very low 0.001 which slow down the learning curve in transfer 

layer, which makes the method more efficient. In order to prevent any overlapping issue dates 

sets are separated in the start and processed separately. 
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We used MATLAB R2018b and GPU, NVIDIA GPU 12GB memory was used for training. 

5.2 Experimental Results & Evaluation of Pre-trained CNNs 

Test method stated previously was adopted for training and evaluating CNN.  

5.2.1 Experimental Results and Evaluation - AIFR 

Following the test protocol, described in the previous paragraph, CNN 2D pre-trained, shown in 

Table 4.1, are trained and tested individually in the FG-Net = AD data set, described in Chapter3. 

Figure 5.1 highlights comparative analysis of AIFR pre-trained networks developed upon 

segment precision, and computer difficulty. 

Figure 5.1 

Bubble size in Figure 5.1 represents a number of training parameters associated with computer 

complexity. It can be noted that Resnet-18 has released pre-trained networks with a total 

accuracy of 99%.  

 

 

The accuracy of the training and the losses of all the pre-trained networks are shown in Figure 

5.2. Shows that Resnet-18 achieved high precision, minimal loss also assembled very quickly. 
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Figure 5.2 

To access the performance of proposed framework for various scenarios, various trails are 

made, highlighted in Figure5.3. 

 

Figure 5.3: Accuracy of Resnet-18  
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Figure 5.4: Confusion matrix of Resnet-18 (AIFR). 

 

In addition, in order to analyze detailed classroom performance, a confusion matrix is 

presented in Figure 5.4, showing pre-trained Resnet-18 verification results before activated 

FG-NET-AD website. Predicted labels are on x-axis, and basic truth labels are on x-axis. The 

classification is highlighted as light gray. The confusion matrix depicts this method is most 

efficient in AIFR; few errors are still mentioned in Figure 5.4 as gray light. Errors however 

are due to the changing in positions rather than variance in ages. 
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Figure 5.5: (a) Training accuracy plots 

Methodology followed previously is highlighted in Table 4.2, each of the six databases described in 

Chapter3. The training accuracy and loss sites of CNN for each of the four pre-trained DFW & ID V1, 

MIFS & VMU and YMU & PolyU data sets are shown in Figures5.5,5.6 and5.7 respectively. 

Conclusion from the trails performed showed that Resnet-18, assembled very quickly, gained high 

training accuracy and met with minimal training losses. 
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Figure 5.6: (a) Training accuracy plots and (b) training loss plots 
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Figure 5.7: (a) Training precision plots and (b) training error plots r YMU & PolyU (DIFR). 

 

Figures5.8and5.9 depicts precision and completing time for DFW, ID V1, MIFS & VMU and 

YMU respectively. The time efficiency has been achieved because methodology adopted 

doesn’t carry pre and post processing steps thereby reducing time suffiently. 
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Figure 5.8: Comparative analysis’s representation of execution and mean precision of CNN 

 

 

In order to gauge performance Resnet-18 in a variety of conditions and to achieve the standard 

performance of the suggested framework, multiple train test ratings, , were used for each data 

set. A 4: 1 represented in fig 5.11 
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Figure 5.9 
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Figure 5.10 

 

 

Figure 5.11: 
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5.3 Performance Comparison with the Existing Methods 

Comparisons of the projected technique (which includes CNN training) with known methodology 

developed on the identical test parameters and data sets and test metrics to optimally compare. 

5.3.1 Performance Comparison with the Existing Methods - AIFR 

Complete comparisons with existing AIFR methods using the FG-NET-AD database are 

provided in Table 5.2. Already trained methods are well designed to produce strong and 

dynamic features that have not changed over the years in addition to AIFR techniques using 

hand-crafted features [85] and methods using CNN-trained from scratch [37]. In addition the 

proposed method with Resnet-18 achieved 99% accuracy, much higher than other CNN 

models and existing AIFR methods. 

 

METHOD PUBLISH YEAR ACCURacy (%) 

Projected technique [Resnet-18] 2019 99.78 

Projected technique [Resnet-101] 2019 98.27 

Projected technique [Resnet-50] 2019 97.77 

Projected technique [Inception-

V3] 

2019 96.96 

Projected technique [Alexnet] 2019 94.69 

Projected technique [Googlenet] 2019 94.27 

Zhao et al [86] 2019 93.00 

Projected technique [Vgg-19] 2019 92.69 

Projected technique [Vgg-16] 2019 91.58 

Wen et al. [37] 2016 88.10 
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Xu et al. [38] 2017 86.50 

Projected technique  2019 85.48 

Gon et al. [87] 2015 76.20 

Gong et al. [88] 2013 69.00 

Li et al. [85] 2011 47.50 

Park et al. [89] 2010 37.40 

Table 5.2: FG-NET-AD database - AIFR 

METHOD TECHNIQUE YEAR ACCURAcy* 

- DFW 

ACCURAcy* 

- ID V1 

Projected VJ + R-50 - 99 97.74 

Projected VJ + Inception - v3 - 98 71.51 

Projected VJ + R-18 - 98. 98.18 

Projected VJ + Squezenet - 98. 86.93 

Deng [74] RetiinaFace detects and aligns the face and 

iArcFace captures discriminative features 

2019 95.11 - 

Zhang [68] MiiRA-Face: MTCNN and ensemble of 

CNNs 

2018 90.60 - 

Smirnov [67] AEFRL: MTCNN, feature extraction 

and cosiine distance based classification 

2018 87.9 - 

Suri [72] DenseNet+COST (Color, texture and 

Shape (S)) based method for DIFR 

2018 87.6 - 
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Bansal [69] UMDNets: Face detection using all-In-One 

CNN, Average of scores obtained by 

ResNet-101 and Inception-ResNet-v2 

2018 86.75 - 

Kohli [64] Deep Disguise Recognizer: inception-Net 

based features with Center loss, 

classification utilizing a similarity metric 

2018 71.43 38.9 

Hung [65] Deep Normalized-CNN for extracting 

disguise and facial info used for identity verification 

2018 - 72.4 

Wu [66] Unsupervised Domain Adaption Model 2019 - 45.2 

Dhamecha [63] Anavrta: classifies facial patches into non-

biometric & biometric classes, matched 

using LBP basing face 

recognition 

2014 - 16.602 

*Accuracy is given in (%) as Honest receipt percentage @ 1% error receipt percentage [90] 

5.3: DFW & ID V1 dataset with the prevailing methods 
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5.3.2 Performance Comparison with the Existing Methods - DIFR 

The accuracy attained in projected methods and DIFR approaches compared to the utilized 

databases highlighted in 5.3 and 5.4 Tables respectively. 

For PolyU and MIFS data sets, the accuracy mentioned in Table 5.5, as no studies have been 

reported for these two databases at present. It can be seen that CNN-trained pre-configured 

and the use of simple audio-based enhancement techniques remove hidden functional and 

common features, thereby enhancing existing methods based on manual rendering, CNN-

trained or pre-trained CNNs without any additions . 

METHOD TECHNIQUE YEAR ACCURACY - 

YMU 

ACCURACY - 

VMU 

Projected VJ + R-18 - 98.9 98.12 

Projected VJ + R-50 - 97.850 99.61 

Projected VJ + Squeeezenet - 95.850 96.87 

Sajid [62] DCNN with makeup style 

aware data 

augmentation 

2018 90.04 92.99 

Chen [59] Ensemble of patch-based 

Local Gradient Gabor 

Pattern,HGORM and Densely 

Sampled - LBP features 

2016 89.400 - 

Projected VJ + Inception-v3 - 76.320 94.50 
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5.4 Discussion 

After a detailed comparative analysis conducted in section 5.3, it can be concluded that our 

entire proposed model with Resnet-18 obtained the best results in both AIFR and DIFR cases. 

The proposed method with Resnet-18 achieved very high training accuracy and was converted 

to minimal training losses in both AIFR and DIFR. It was able to obtain high accuracy across 

all databases especially in FG-Net-AD, DFW, 

 

METHOD ACCURACY-  

POLyU 

ACCURACY- 

MIFS 

VJ + R-18 99.690 95.53 

VJ + R-50 97.780 96.74 

VJ + Squeeeze net 94.310 94.31 

VJ + Inceeption-v3 78.830 75.47 
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CONCLUISON 

Using facial recognition is unavoidable because of its ever-developing packages in security, 

reconnaissance, criminality discouragement, and cellphone applications. The studies on 

this subject lacks robust and efficient combination of age & disguise invariant facial in 

regards to identification. The projected model on this research work is 

reinforced through powerful data intensification that helps the CNNs already processed in 

identifying discriminatory skills. Trials carried on various databases as mentioned in the paper 

led to improved overall efficiency. When compared with other modern AIFR & 

DIFR models, our adopted approach outperformed them and resulted in mean accuracy of 

97.9% with implementation time of 0.29 seconds. Our model’s robustness against errors is 

gauged by thorough training using exceptional teach-check ratios which resulted in 

77% precision in identifying subjects from for any database. 

AIFR & DIFR being one of the most difficult scenarios of present times is actively 

researched. It can additionally be related to different issues like recognizing gestures, 

guessing ages, judging poses. However deep CNN requires more computational 

power/expense than ordinary methods.  Furthermore, the latest advances in hyper 

spectral picture study, 

providing broad spectral facts approximating core fabric in difficult scenarios, can stimu-

overdue functionality in AIFR. The ability benefits and dangers contemporary including 

hyper spectral imaging among claims also can be examined in the destiny.
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