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ABSTRACT

This thesis explores the process of designing a detection system which have the capability to detect
Drones, helicopters and airplanes using machine learning and Image processing. The modern
world has advanced in technology you can find security cameras of different capabilities having
zooming and detection of objects but all of them can zoom the digital image of the object to a
certain limit moreover the specifications of those cameras are fix and depends upon its
manufacturing company. What if you have the choice to change the specification of the camera as
per your own requirement? What if your zooming capability in much more than ordinary security

cameras?

In order to introduce a model in which users have the choice to change the specification of camera
as required and to enhance the zooming capability of the camera plus providing Optical zoom
which is far better than digital zoom we have designed a model which have the capability to scan

the area up to 180 degrees in Azimuth and 180 degrees in elevation

A dataset containing 10000 images of helicopters, drones and airplanes have been used to train the

model in order to recognize and detect the target object.
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Chapter 1: Introduction

Small and remotely controlled unmanned aerial vehicles (UAVS), here in after referred to
as drones, can be useful and of benefit for society. Examples of their usefulness are to deliver
automated external defib- rollators [1], to fight fires more effectively [2] and for law enforcement
purposes. Moreover, the low cost and ease of operation make drones suitable for entertainment and
amusement purposes [3].

Nevertheless, such drones can also be intentionally or unintentional- ally misused, so that
the safety and security of others are affected or threatened. In the worst case, this can cause severe
structural damage to an aircraft if it collides mid-air with a consumer-sized drone even when flying
at moderate speeds as shown by researchers at the University of Dayton [4].

Due to the rapid development of commercial and recreational drones the research area of drone
detection and classification has emerged in the last few years [5] and, as can be seen in Figure 1
below, the Internet search trend for web pages with drone detection related content has been

increasing over the last ten years.

Figure 1: Search trend for "drone detection” over the last ten years.

This thesis explores the process of designing a detection system which have the capability to
detect Drones, helicopters and airplanes using machine learning and Image processing. This will

also include the collection and annotation of the necessary dataset to accomplish the training and
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evaluation of the system. Three different consumer-grade drones are included in the dataset

together with birds, airplanes, and helicopters.

1.1 Overview

Recently, the interest and demand in drone are higher than ever. With this popular demand,
new types of drone merchandise have been designed and manufactured. As for this shift, the
commercial drone industry keeps on growing. Although commercial drones have been massively
produced to satisfy the military needs, there has been some downsides to this. As it became easier
to spot drones outdoors, more safety issues have been brought up as concerns. These are not
merely about accidents regrading to drones harming individuals, but include drones invading
government restricted areas. Additionally, considering that a coordinated fleet of drones is capable
of more various tasks [6], drones can be a bigger threat than people could imagine. As there are
more drones out in public, it became harder to regulate them legally and safely. For regulation, it is
essential to detect and identify drones up in the sky. So, there is a need to counter such illegally
entering drones and this problem direly needs to be solve in order to remain aware and alert as

there has been no proper solution to this problem till date.

1.2 Problem Statement

Pakistan is a third world underdeveloped country. For drone detection, traditionally radars and

acoustics systems are used, but it has many limitations that lead to ever-increasing drone detection
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threat on borders. Following are some highlights of the existing problems due to lack of technical

advancement in drone detection system.

1.

2.

Increased use of drones in modern times

New technological threat on border that limits the awareness of enemy surveillance
mechanism

Absence of Automated drone detection technology causes surveillance problems.

Existing detection mechanisms (Radar and acoustics) do not fulfill the requirement to detect
small drones.

Wastage of manpower on border by applying temporary measures on borders.

1.3 Proposed Solution

The major goal of our proposed solution is to continuously monitor the drones in air that are

small and cannot be detected by traditional means for all the borders of Pakistan. Traditional Radar

detection and using of manpower on border to detect drones must be replaced by smart optical

drone detection devices. The proposed Optical Sky scanner drone detection system is capable of

scanning the area up to 180 degrees in Azimuth and 180 degrees in elevation and detecting the

drones, helicopters and airplanes using image processing.
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1.4 Working Principle

The project mainly works on the principles of image processing amalgamated with machine
learning algorithms. The project is divided into different modulus and every module is inter-woven
with the next module. The list of modules is as under:

e Datasets and annotations

e Dataset training and processing

e  Output extraction

e Decision based upon Output

e Integration

Live video presentation of detected object

1.4.1 Datasets and annotations:

An integral part of the project is the preparation of datasets. The dataset comprises of
images of various type of objects present on the air: drones, airplanes, helicopter. Known
Enemy Drone dataset is of pivotal important in our project. birds

1.4.1.1 COCO Dataset:

Common Obijects in Context (COCO) is a labeled dataset comprising of vast sets
of common life objects, mainly 4 different types. The objects of interest in COCO
data set for this project are air moving objects, the proposed project extracts 4 such
objects (drones, airplanes, birds, helicopters).

1.4.1.2 Custom Drone Dataset:
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This project uses a custom build dataset of known enemy drones for its use.
The images are gathered, filtered, and annotated to obtain coordinates of the object

of interest.

1.4.2 Dataset training and processing:

The prepared dataset is used as input to train object detection models using machine
learning.

1.4.2.1 YOLO algorithm:

YOLO is an abbreviation for the term "You Only Look Once'. This is an
algorithm that detects and recognizes various objects in a picture (in real-time).
Object detection in YOLO is done as a regression problem and provides the class
probabilities of the detected images. Our project uses YOLO (you only look once)

algorithm to train the dataset, this prepares object detection model.

1.4.3 Output Extraction:

The outputs are extracted based on objects (drones, helicopters, birds, airplanes) detected,

these objects are counted and stored to keep a record.

1.4.4 Decision based upon Outputs:

The extracted outputs, the count of drones in the air are used in decision making.

1.4.4.1 Range based decision:
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The primary decision is based upon the range of the drones present on the air

prioritization based on closer range.

1.4.5 Integration:

The different modules are then integrated in to one stand-alone entity. This stand-

alone entity is essential for a compact solution.

1.4.6 Live video presentation:

The visual demonstration of the detected object is done on laptop.

1.5 Objectives

1.5.1 General Objectives:

“To build an innovative state of the art software integrated hardware prototype
powered by Machine Learning (ML) and Image processing techniques, providing a Optical

Sky Scanner as an object detection tool to cope up with mainly drone detection problem.”

1.5.2 Academic Objectives:

- Development of a Optical Drone Detection System

- Toimplement Machine Learning techniques and simulate the results
- Toincrease productivity by working without involving man force

- Todesign a project that contributes to the welfare of Pak Army

6|Page




1.6 Scope

The scope of this thesis is twofold: First, to explore the possibilities and limitations of
designing and constructing a mount which have the capability to rotate the camera up to 180
degrees in Azimuth and 180 degrees in elevation.

The second object of the thesis is to collect, compose a dataset that contains all possible
images of drones, helicopters and airplanes. This dataset should contain images of as many drones
as possible. The data and the associated annotations should be in standard formats, so that the data
can be imported, reviewed and even edited by others.

Thus, this thesis can be seen as incorporating all phases of designing an embedded and
intelligent system. From the initial literature study, the subsequent assessment and procurement of
suitable hardware components, the design and 3D-printing of parts that are not available, the
programming and training of the system, and finally evaluating it and reporting the results. In this
case, the thesis also includes the collection and composition of the required dataset.

A key doctrine and principle of this thesis will be that to effectively detect the sought after
drones the system must also, by all possible means, detect and keep track of other flying objects

that are likely to be mistaken for a drone.
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1.7 Deliverables

1.7.1 Hawk eye

It serves as a hawk eye to observe and detect the drones by using a combination of
image processing and machine learning techniques with the help of camera and a pre-fed
data set in real time. Moreover, if we use Nikon p-900 than the zooming capability can

increase up to 85x.

1.7.2 Object of interest:

It can detect the object of interest by using the same combination of image
processing and machine learning techniques. By detecting the object of interest, we mean
detecting the drones, helicopters, airplanes and birds especially already known drones of

enemies.

1.7.3 Special privileges:

It provides the special privileges to the workforce on borders because it can cover
larger area by scanning it for drones and helicopters. It will definitely reduce the

employment of forces in border areas for the said purpose.

1.8 Relevant Sustainable Development Goals

Make cities and human settlements safe, resilient and sustainable.
This project is totally based on providing security to the people by detecting the objects which can

harm the humanity in many ways.

8|Page




1.9 Structure of Thesis

Chapter 2 Contains the literature review and the background and analysis study this thesis is based

upon.
Chapter 3 Contains the design and development of the project.
Chapter 4 Contains the conclusion of the project.

Chapter 5 Highlights the future work needed to be done.

Chapter 2: Literature Review

In this section, we introduce various research relevant to our research. The content of this
paper can be summarized as a drone detection and identification system based on image

processing and machine learning.

Haar Feature based Cascade Classification [7] is applied for object detection. This
technique has three key characteristics. One is that by using Integral Image, features used by the
detector can be computed very quickly, making its computation complexity O (1). Two is the
method constructing the classifier by selecting a small number important feature using a learning
algorithm, yielding a very efficient classifier. Three is the method for combining increasingly
more complex classifiers in cascade fashion, making it dramatically fast. Recently, deep learning
has been applied in many studies in image processing field. Among the deep neural network
structures, Convolutional Neural Network (CNN) has been gaining great interest because it
automatically detects the important features during its learning phase. It has already shown
performance breakthroughs in image classification [8] and object detection [9]. The reason why
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CNN shows great performance in extracting feature is its capability in extracting abstract features.
This allows it process with greater accuracy and speed [10]. In this paper, drone identification is
based on supervised learning. Supervised learning is a systematically more adjusted CNN and has

been applied in [11] and [12].

It has been gaining recognition by showing better performance than unsupervised learning
[13]. Based on the research, we have chosen CNN to increase speed and efficiency. The two
modules implemented in this system requires learning based on images. As it heavily relies on
machine learning, with careful calibration and sufficient learning, the system can show better

performance.

2.1 Background

In today’s era, one of the major issues faced across the world is use of drones without
ample procedure to tackle them. Usage of drones has led to many further problems, as discussed in
Problem Statement, which increases need for a smart system. Ultimately, results in a milestone
achieved by having a system to detect even the smallest drone.

Initially, Pakistan technical advancement was barren. Then, these started exporting under

liberal policies resulting in increase in industrial growth due to the rapid expansion of

domestic demand and encouragement for export. Despite of declination of growth,

Pakistan managed to make progress and growth in the new century. And now we are

inclining towards smart industries, automation, based on new technologies (Internet of
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Things (I0T), Machine Learning "camera sensor attached provides good surveillance as it

is a fully automated system.
2.2 Existing solutions and their drawbacks

Different solutions are previously being provided for this problem like detection through
heat, sound, or metal detection via radars, but every product has some pros and cons. Following
are some solutions which are already being prepared and being implemented.

e Radar-Based Drone Detection Systems
e Acoustic-Based Drone Detection
e Bi-and Multimodal Drone Detection Systems

e UAYV Detection and Classification
2.2.1 Radar-Based Drone Detection

Radar is a traditional sensor that provides the robust detection of flying objects at
long-range distances and almost uninfluenced performance in unfavorable light and
weather conditions [14]. As radar sensors are mostly designed for detecting high velocity
ballistic trajectory targets such as military drones, aircrafts, and missiles, they are not
suitable to detect small commercial UAVs that fly with relatively lower non-ballistic
trajectory velocities [15]. While radar sensors are well-known as reliable solutions for
detection, their classification abilities are not optimal [16]. Since UAVs and birds have key
characteristics that often make them difficult to distinguish, the above-mentioned
drawback of radar sensors makes it an unprofitable solution for the classification task of

UAVs and birds. The complexity of installation and high cost of radar sensors are other
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reasons that necessitate a relatively low-cost anti-drone system2.2.2 Systems using edge

detection techniques

2.2.2 Acoustic-Based Drone Detection

Relatively low-cost acoustic detection systems use an array of acoustic sensors or
microphones to classify specific acoustic patterns of UAV rotors, even in low visible
environments [17]. However, the maximum operational range of these systems remains
below 200-250 m. Additionally, sensitivity of these systems to environment noise,
especially in urban or noisy loud areas and wind conditions, influences detection

performance.

2.2.3 Bi- and Multimodal Drone Detection Systems

As we can see, each of these modalities has its specific limitations, and a robust
anti-drone system might be complemented by fusing several modalities. In order to
develop a cost-efficient drone monitoring system, some researchers [18] considered
composing a sensor network with different types of sensors. Depending on the number of
sensors used for the detection task, bimodal and multimodal drone detection systems can
exist. To improve detection accuracy, a bimodal drone detection system can combine two
different modalities such as camera array and audio assistance, camera and radar sensors,
and radar and audio sensors [19]. Meanwhile, a multimodal drone detection system can be
performed with the simultaneous use of acoustic arrays; optical and radar sensors; or
simple radar, infrared, and visible cameras—as well as an acoustic microphone array [20].
Therefore, a maximal system performance can be achieved by fusing several drone
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detection modalities. However, our focus is the approach that uses camera images and

computer vision algorithms.

Chapter 3: Interfacing and Detection

This chapter describes the proposed methodology and the automatic drone detection system
is also outlined. First, on a system-level and thereafter in deeper detail, both regarding hardware
components, how they are connected to the main computational resource, and the involved
software.

As pointed out in “Most of the research in visual drone detection fails to specify the type of
the acquisition device, the drone type, the detection range, and the dataset used in their research.
These details are key to validate the work and make it comparable with related literature”. Hence
the hardware used is initially specified in detail.

After that follows a description of the software running in the drone detection system when
itis active, including the graphical user interface. The support software used for such tasks as to
collect data, to set up the detectors and to evaluate the performance after training is also described.
For all parts that include a machine learning feature, the training process is also presented.

Finally, the methods used for the composition of the drone detection dataset are described,
including the division of the dataset ac- cording to the sensor type, target class and sensor-to-target

distance bin.

3.1 Proposed Methodology

An efficient drone detection system must have the capability to both cover a large volume

of airspace and at the same time have the resolution enough to distinct the drone from other
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objects. Combining wide and narrow field of view-cameras is one way to accomplish this. Another
way, shown in [21], is to use an array of high-resolution cameras. Since this thesis incorporates
only one infrared sensor, with a fixed field of view, there is no possibility to have neither a wide-
angle infrared sensor or an array of such sensors. The proposed way to achieve the desired volume
coverage is to have it on a moving platform. This platform can then either have objects assigned to
it or search by itself, at moments in time when the sensors on it are not busy detecting and
classifying objects.

To be able to react to moving objects and also to have the ability to track those, the
combined time-constraints of the detection cycle and the control loop of the moving platform
means that the system must work in close to real-time. Hence, all the detection and classification
processes must be done efficiently and with as little delay as possible. The feedback loop of the
moving platform must run at sub-second speed.

To be able to put together such a system, involving both several sensors and mechanical
part makes the importance of choosing the right methods critical. While reviewing the theoretical
foundations of machine learning techniques, and at the same time look at the practical results
reported such methods can be found.

This thesis will utilize three machine learning techniques. Two of these are supervised, and
one is unsupervised. First, it has two detectors and classifiers build around the YOLOv2-
architecture [22]. Both these can be seen as a form of transfer learning since the feature extraction
parts build on an already-trained network. The YOLOV2- networks are trained using a dataset with
an annotated ground truth. Hereinafter, in this thesis, by detection we mean the process of both
detecting the area where the object is in an image and the classification that assigns it to one of the

labels or classes found in the ground truth of the training dataset.
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Finally, an unsupervised technique is also used in the drone detection system. This is based
on the segmentation of images using GMM background subtraction By employing this image
segmentation, the system can find moving objects in the field of view of the wide-angle camera.
This will also be referred to as detection even if it does not involve a classification of the object
seen as in the YOLOv2- case. Since we are not providing the detector with any ground truth of
what is foreground and background, this process falls under the category of unsupervised machine
learning techniques.

One of the conclusions found in the related work is that to be able to detect the drones with
high enough efficiency, the system must also recognize and keep track of other flying objects that
are likely to be mistaken for a drone. For some of these drone-like objects, this is indigenous hard,
e.g., birds. For others, it is technically possible since some of them announce their presence and
location via radio. The technical system for this is the ADS-B, over which most aircraft regularly
transmit messages with varied content.

Combining the data from several sensors under the time constraints described above must
be kept simple and streamlined. This together with the fact that very few papers are exploring
sensor fusion techniques is the motivation to have a system where the inclusion and weights of the
sensors can be altered at runtime to find a feasible set- ting.

To be able to accomplish the necessary training of the detectors and classifiers, a dataset is
also collected. The annotation of this is done so that the dataset can be inspected, edited, and used
by others. The fact that the datasets for the thermal infrared and the visible video sensors are
collected under the same conditions, and using the same targets ensures that a comparison between

the two sensor types is well-founded.
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3.2 System Architecture

In the Architecture we are using a webcam as a primary Optical sensor which will act as an
eye to capture the image of the objects during scanning process. The live feed of the webcam
would also be visible on laptop. In this project we are using laptop for image processing on python
using YOLO V5. The live feed would undergo processing for which the model is trained, it will
then extract the objects if any using the data base. Another part of this system is the
microprocessor which is Arduino Uno in our case. Arduino is controlling the Stepper motors
allowing them to rotate the webcam while scanning. The block diagrams of two systems involved

in the architecture of this model are shown below

IMAGE PROCESSING PAN /TILT AND SCANNING
) Microcontroller
Optical Sensor (Arduino Uno)
(Webcam)

/

Im Motor Motor
age . Driver Driver
i Displa
processing K ) play
(Laptop) l

> Elevation Azimuth

motor motor
Data base

Figure 2: The system architecture
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3.3 Hardware

The base of the mount is made up of Acrylic which is hard enough to bear the weight of
Camera. The stepper motors are fixed with the help of screws the mount have sufficient ventilation
to keep the electronic devices cool. The size of the mount is 1 square foot which makes it very

handy and easy to be carried and deployed on different high locations.

OPTICAL SKY
SC ANNER

Figure 3: Optical Sky Scanner
Just as in the design of any embedded system, the power consumption of the system
components has also been taken into consideration, battery along with a power adapter as a

standby is arranged for this purpose.
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3.3.1 Webcam

A webcam is used scan the area in the visible range. While scanning the camera
would read the frames and as soon as a drone comes in its way it will start highlighting its

presence which would be live and can be seen on the laptop.

3.3.2 Pan/tilt platform using stepper motors

In order to detect targets in a wider field of view up to 180 degrees in azimuth and
180 in elevation, Nema 23 Stepper motors are providing pan and tilt for the camera. Both
motors are connected with motor-drivers separately which are then connected to the
Arduino Uno. Since Nema 23 stepper motors have 200 total steps so these are further
divided into 3200 steps to increase the accuracy and make the motion of the camera free of

jerks.

3.3.3 Laptop

The final presentation of the scanning and detection of the objects after the image

processing of the live feed is shown on the laptop.
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Chapter 5: Conclusion

In this paper, we propose an optical sky scanner for the detection and identification of objects
especially Drones by making decision based on image processing and machine learning. This
system has shown that even with simple artificial intelligence, the performance is very promising.
All systems were actually implemented and training data were collected from the different
sources. With small amount of easily collectable training data, the system still showed great

accuracy, which makes it more appealing

Chapter 6: Future Work

For future work, we would like to integrate sensors which can accurately pin point the location of
object in the air. We are also looking forward to introduce tracking of object by the camera once
the object is detected. We will further more integrate sensors which can give continuous feedback

about the current position (in form of angles) of camera while the it is in scanning mode.
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