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ABSTRACT  

Speech Recognition presents natural phenomena for the communication among man and machine. 

The purpose of Speech Recognition speech system is to convert the sequence of sound units in the 

form of text description. Technology for understanding spoken words by computers has improved 

a lot recently. But for languages like Punjabi, it's still hard for computers to understand speech 

well. The complexity of Punjabi phonology, compounded by variations in accent and 

pronunciation, poses substantial challenges for automatic speech recognition systems. As a result, 

the need for a robust Punjabi sound recognition system has become increasingly evident. Our 

project aims to solve this problem by using a special computer model called Wav2Vec. We train 

this model to understand Punjabi sounds better, so it can transcribe speech more accurately.  So 

far, no work has been done in the field of Punjabi speech recognition system. Our approach 

involves pre-processing Punjabi audio data, training the Wav2Vec model, and fine-tuning it using 

transfer learning techniques. The final output is presented through a user-friendly Graphical User 

Interface (GUI), illustrating the outcomes of our Punjabi sound recognition system in a clear and 

accessible manner, facilitating easy interaction with transcribed speech for users of varying 

technical abilities. In this paper, the focus is on the development of the spontaneous speech model 

for the recognition of the Punjabi language. The GUI for Punjabi speech model also has been 

created and tested. The recognition accuracy is good for Punjabi sentences and much higher for 

Punjabi words. The python programming are used to build a speech model for Punjabi live speech. 
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Chapter 1: Introduction 

Engineering is the discipline of using scientific knowledge and mathematical tools to solve 

problems and create innovative solutions for the real world. It's the bridge between scientific 

theories and practical applications. The spectrum of engineering encompasses a remarkable range. 

On one end, we have engineers meticulously crafting intricate microchips, the invisible engines 

powering our modern technology. On the other hand, there are those who design and build massive 

structures like bridges and dams, shaping the very landscape we inhabit. 

With the advancement in engineering knowledge, Machine learning has become a transformative 

force across various industries. It's a branch of artificial intelligence that empowers computers to 

learn and improve without explicit programming. Imagine feeding a computer vast amount of data, 

and it starts to identify patterns and make predictions on its own. That's the core idea behind 

machine learning. Machine learning is emerging as a powerful weapon in our arsenal for tackling 

modern problems. From revolutionizing healthcare to combating climate change, its applications 

are vast and hold immense potential to improve our lives. Machine learning is rapidly transforming 

how we approach modern challenges, and speech recognition is a prime example of its problem-

solving prowess. 

Speech and text are the most common modes of communication. Automatic speech recognition 

(ASR) is the technology that automatically converts speech to its text form. Nowadays, there are 

many speech recognition tools integrated into our everyday life such as Google assistant, Siri, 

Google Translate etc. With the increasing use of smart devices and huge data resources, many 

companies and government agencies are interested in the development of speech technology. 

Another important application of ASR is in language documentation. More than half of the world’s 

languages are currently at different levels of endangered state, which may not persist another 
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century. First nations or tribal languages are amongst the highest severity of the endangered 

languages as most of them have few speakers and the new generations are diverting to major spoken 

languages due to economic, social or political reasons. Languages are carriers of cultural heritage, 

memory of important individuals or events, and they hold diverse information on linguistic 

evolution. Therefore, in order to preserve these languages, linguists have already started many 

documentation projects.  

 The Wav2Vec 2.0-XLSR-53 is a powerful model that was pre-trained to learn multilingual speech 

representation end-to-end in an unsupervised way. Dialect Identification (DID) and Accent 

Identification (AID) can be used to improve Automatic Speech Recognition (ASR) systems in 

languages with multiple distinctive dialects or accents. It is evaluated how the model performs when 

trained on low-resource datasets. Various experiments are conducted in the areas of AID in English 

and Spanish. In addition, evaluations were executed on short samples. To further explore the 

capabilities of wav2vec, an age and sex classifier is trained on German speech. The used corpora 

were extracted from Mozilla’s Common Voice (Common Voice). Trained on more than 336,000 

hours of publicly available speech recordings, XLS-R is based on wav2vec 2.0, approach to self-

supervised learning of speech representations. That’s nearly 10 times more hours of speech than 

the best, previous model we released last year, XLSR-53. Utilizing speech data from different 

sources, ranging from parliamentary proceedings to audio books, it is expanded to 128 different 

languages, covering nearly two and a half times more languages than its predecessor. 

 

 

 

 

https://ai.facebook.com/blog/wav2vec-20-learning-the-structure-of-speech-from-raw-audio/
https://arxiv.org/abs/2006.13979
https://ai.facebook.com/blog/voxpopuli-the-largest-open-multilingual-speech-corpus-for-ai-translation-and-more/
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1.1 Overview 

As the modern world continues to embrace technologies that facilitate seamless communication 

and streamline everyday tasks, the role of speech recognition systems has emerged as a cornerstone 

in this digital evolution. Speech recognition systems play a crucial role in bridging the gap between 

humans and machines by enabling the conversion of spoken language into text. This fundamental 

capability not only enhances accessibility and productivity but also unlocks new possibilities for 

innovation across diverse domains. From voice-activated virtual assistants to automated 

transcription services, speech recognition systems have revolutionized the way we interact with 

technology, offering unparalleled convenience and efficiency. However, the importance of speech 

recognition extends beyond mere convenience, particularly in the context of linguistic diversity. 

 In a world characterized by multilingualism, the absence of robust speech recognition systems for 

specific languages poses significant challenges. Without adequate support for speech recognition 

in a particular language, individuals may encounter barriers to accessing digital resources, 

communicating effectively, and participating fully in the digital realm. In light of these 

considerations, the development of speech recognition systems tailored to the linguistic needs of 

diverse communities is essential. By addressing the unique challenges associated with language 

diversity, such as dialectal variations, script complexities, and limited linguistic resources, these 

systems can empower individuals to engage more seamlessly with technology and overcome 

linguistic barriers. Our proposed system will facilitate the smooth transition from spoken Punjabi 

to written text, empowering Pakistani Punjabi speakers to effectively communicate, access 

information, and engage with digital content in their native language.  
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1.2 Problem Statement 

Speech recognition systems have become an integral part of modern technology, facilitating various 

applications ranging from virtual assistants to voice-controlled devices. However, most existing 

speech recognition systems are primarily developed for widely spoken languages like English, 

leaving many other languages underserved, including Punjabi. Punjabi, with its rich linguistic 

heritage and widespread usage, demands attention in the domain of speech recognition for effective 

communication, accessibility, and technological advancement within Punjabi-speaking 

communities. Despite the growing demand for Punjabi speech recognition systems, the 

development in this area remains relatively limited compared to other languages. Existing systems 

often lack accuracy, robustness, and linguistic coverage specific to Punjabi, thereby hindering their 

practical utility.  

This presents a significant challenge for Punjabi speakers who rely on speech recognition 

technology for various tasks, such as dictation, voice commands, and transcription. Furthermore, 

the complexity of Punjabi language poses unique challenges for speech recognition systems. 

Punjabi is a tonal language, characterized by a rich phonetic inventory and complex phonological 

processes. It encompasses a diverse set of dialects and accents, further complicating the task of 

accurately transcribing spoken Punjabi into text. Additionally, Punjabi script presents challenges in 

terms of orthographic variation and script-specific features, necessitating specialized approaches 

for effective recognition. 

In recent years, significant advancements have been made in the field of speech recognition, 

particularly with the emergence of deep learning techniques. One such technique is the Wav2Vec 

model, which has shown promising results in speech recognition tasks for various languages. 

Wav2Vec utilizes self-supervised learning to pretrain on large corpora of unlabeled speech data, 



 
 

6 | P a g e  

 

 

followed by fine-tuning on labeled data for specific tasks. This approach has demonstrated state-

of-the-art performance in speech recognition tasks, especially for languages with limited resources. 

However, the application of Wav2Vec to Punjabi speech recognition remains relatively unexplored. 

Adapting Wav2Vec to the nuances of Punjabi language presents several challenges and 

opportunities. Firstly, the availability of large-scale, high-quality Punjabi speech corpora for 

pretraining is limited, which affects the model's ability to learn robust representations of Punjabi 

speech.  

Additionally, fine-tuning Wav2Vec on labeled Punjabi speech data requires specialized 

methodologies to address the linguistic intricacies and acoustic variations inherent in Punjabi.         

Therefore, the primary objective of this thesis is to develop and evaluate a speech recognition 

system for the Punjabi language using the Wav2Vec model. 

1.3 Proposed Solution 

The major goal of our proposed solution is to develop a robust speech recognition system tailored 

to the linguistic characteristics of Pakistani Punjabi, overcoming the challenges of limited linguistic 

resources, dialectal variations, and script complexities. This system aims to enhance accessibility, 

communication, and digital inclusion for Pakistani Punjabi speakers by providing accurate and 

efficient transcription of spoken Punjabi into written text.  

This solution comprises several key components aimed at data collection, model adaptation, fine-

tuning strategies, handling orthographic challenges, and evaluation metrics. By implementing the 

proposed solution, it is anticipated that a robust and accurate speech recognition system tailored to 

the Punjabi language will be developed. This system will not only contribute to bridging the 

technological gap in Punjabi language processing but also serve as a foundation for further research 
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and applications in speech technology for underrepresented languages. Moreover, the insights 

gained from this endeavor can be extrapolated to benefit other similar languages facing similar 

challenges, thereby promoting linguistic diversity and inclusivity in the field of speech recognition. 

1.4 Working Principle 

The project mainly works on the principles of signal processing and natural language processing 

amalgamated with machine learning algorithms. The simplified form of working of this model is 

shown in the picture below:-  
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Figure 1: Working of Wav2Vec model [1] 
 

The project is divided into different modulus and every module is inter-woven with the next 

module.  

The list of modules is as under: 

1.4.1 Data Collection: 

The integral part of the project is the preparation of datasets. The dataset comprises of audio 

data of 5 hours, divided into segments each of 5 to 6 seconds.  

 

1.4.1.1 Professional Recordings: 

This project uses high-quality recordings of Punjabi speech in various dialects and 

speaking styles recorded in professional studios. 

1.4.1.2 Internet-sourcing: 

Speech data from a diverse range of Punjabi speakers is a helpful data. Our project uses 

these online platforms by keeping in mind the quality assurance. 
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1.4.2 Processing: 

Preprocessing audio samples is a crucial step in preparing them for use in a speech 

recognition system. Following techniques are crucial here. 

1.4.2.1 Resampling: 

All audio files were resampled to a consistent sampling rate (e.g., 16 kHz) to match 

the requirements of the chosen wav2vec model. 

1.4.2.2 Noise Reduction: 

Background noise like traffic or conversations can be present in recordings. De-

noising algorithms were applied to clean the audio data, addressing the specific types 

of noise  present in the dataset. 

1.4.2.3 Normalization: 

Audio signals can vary in volume. Normalization techniques aim to bring all audio 

samples to a similar volume range. This helps prevent louder recordings from 

disproportionately influencing the model's learning process. Scaling techniques used 

to normalize audio features, preventing any one aspect from dominating the model's 

learning  

1.4.3 Fine Tuning: 

It involves adjusting the pre-trained Wav2Vec model's parameters to better understand 

Punjabi speech patterns. This process entails re-training the model using speech data to 

adapt its acoustic representations to the nuances of Punjabi phonetics. Fine-tuning involves 
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initializing the Wav2Vec model with pre-trained weights and then updating those weights 

using Punjabi speech data through an iterative training process.  

1.4.3 Evaluation: 

During evaluation, we are assessing the performance and effectiveness of the model. We 

begin by dividing the available dataset into training, validation, and testing sets to ensure 

unbiased evaluation. Then, we use evaluation metrics, such as Word Error Rate (WER) and 

Character Error Rate (CER), to quantify the system's performance.  

We compare the system's performance against baseline models to establish a benchmark. 

We validate the trained model using a separate validation dataset to ensure its generalization 

performance and identify potential over fitting. Next, we evaluate the performance of the 

validated model on unseen testing data to assess its accuracy and robustness in transcribing 

Punjabi speech. We conduct detailed error analysis to identify common errors made by the 

system and understand the challenges faced in transcribing Punjabi speech. Based on the 

evaluation results, further fine-tuning of the model is done to improve its performance.  

1.4.5 GUI presentation: 

The visual demonstration of the project is done through the aid of GUI (graphical user 

interface).  

1.5 Objectives 

1.5.1 General Objectives: 

“To develop an advanced automatic speech recognition system leveraging Machine  

Learning (ML) techniques, tailored specifically for a low-resource language, Punjabi.” 
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1.5.2 Academic Objectives: 

- Development of a Punjabi Speech Recognition System 

- To implement Machine Learning techniques and simulate the results 

- To increase productivity by working in a team 

- To design a project that contributes to the welfare of society 

 

1.6 Scope 

The scope of this project entails the development of an automatic speech recognition system 

specifically designed for Punjabi, a low-resource language. The project focuses on addressing the 

linguistic challenges unique to Punjabi and aims to enhance accessibility and usability for Punjabi 

speakers in digital environments. 

1.7 Deliverables 

1.7.1 Military 

a. Command and Control: Enable voice commands for controlling  military  

 systems and equipment.  

b. Surveillance: Implement speech recognition for analyzing audio data in surveillance 

systems. 

c. Communication: Facilitate secure voice communication in Punjabi among military 

personnel.  

d. Operational Efficiency: Enhance the efficiency of military operations through 

voice-activated tools and systems 
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1.7.2 Civil: 

a. Customer Service: Implement Punjabi speech recognition for better customer service 

in local businesses and government offices.  

b. Accessibility: Enhance accessibility for Punjabi speakers in various applications, such 

as voice-activated devices and services.  

c. Healthcare: Enable voice recognition for medical transcription and healthcare 

documentation in Punjabi.  

d. Education: Facilitate speech-to-text features in educational tools for Punjabi-speaking 

students. 

e. Help People with hearing problems. 

1.8 Relevant Sustainable Development Goals 

The project addresses the locally relevant socio-economic issue of digital exclusion among Punjabi-

speaking communities in Pakistan. Due to the lack of robust language support and accessibility in 

digital technologies, Punjabi speakers often face barriers to accessing online resources, 

participating in digital communication, and benefiting from technological advancements. This 

initiative can empower individuals to fully engage with technology, access educational and 

economic opportunities, and participate in the digital economy, ultimately contributing to socio-

economic development and empowerment within Punjabi-speaking communities. It covers two 

sustainable development goals.  

1.8.1 SDG 3: 

The project aims to enhance access to educational resources and opportunities for Punjabi-

speaking communities in Pakistan. The development of a Punjabi speech recognition system 

contributes to achieving SDG 3 by promoting digital inclusion, enhancing access to 
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educational opportunities, and fostering linguistic diversity and cultural preservation within 

Punjabi-speaking communities. 

1.8.2 SDG 9: 

The project also aligns with SGD 9 i.e. Industry, Innovation, and Infrastructure. The 

development of a Punjabi speech recognition system involves innovation in technology and 

infrastructure, particularly in the field of natural language processing and machine learning. 

The development of a speech recognition system tailored to Punjabi addresses the need for 

inclusive and accessible digital infrastructure, particularly for languages and communities 

that are traditionally underserved or overlooked in technological advancements. 

 

 

 

 

 

  

 

 

 
 
 

Figure 2: Fine-tuning of Wav2Vec model [2] 
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Chapter 2: Literature Review 

In recent years, the intersection of natural language processing (NLP) and machine learning has led 

to significant advancements in speech recognition technology. However, while major languages 

have seen substantial progress in the development of speech recognition systems, low-resource 

languages such as Punjabi have often been overlooked. 

 Literature review is an important step for development of an idea to a new product. Our literature 

review is divided into the following points. 

• Technological Background 

• Existing models and their drawbacks 

2.1 Technological Background 

In order to understand the context and significance of developing a speech recognition system for 

Punjabi language using the Wav2Vec model, it is essential to delve into the technological 

background encompassing key concepts, methodologies, and advancements in the fields of speech 

recognition and deep learning. This section provides a comprehensive overview of relevant topics, 

laying the foundation for the subsequent discussion and analysis within the thesis.  

2.1.1 Speech Recognition Technology: Speech recognition technology enables the 

conversion of spoken language into text, allowing computers to interpret and process human 

speech. The evolution of speech recognition systems can be traced back to the early systems 

based on Hidden Markov Models (HMMs) and Gaussian Mixture Models (GMMs). These 

systems relied on statistical modeling of acoustic features and language modeling 

techniques to transcribe speech accurately. However, they often suffered from limitations 



 
 

15 | P a g e  

 

 

in robustness and scalability, particularly for languages with complex phonetic structures 

like Punjabi.  

2.1.2 Deep Learning in Speech Recognition: Deep learning has revolutionized the 

field of speech recognition, enabling significant improvements in accuracy and 

performance. Convolutional Neural Networks (CNNs), Recurrent Neural Networks 

(RNNs), and their variants such as Long Short-Term Memory (LSTM) networks and Gated 

Recurrent Units (GRUs) have been widely employed for acoustic modeling and sequence-

to-sequence modeling in speech recognition tasks. These deep learning architectures learn 

hierarchical representations of speech data, capturing both local and global dependencies 

for more accurate transcription.  

2.1.3 Self-Supervised Learning: Self-supervised learning has emerged as a powerful 

paradigm for pretraining deep neural networks on unlabeled data, followed by fine-tuning 

on labeled task-specific data. Techniques such as contrastive learning, autoencoding, and 

predictive modeling are commonly used for self-supervised learning. In the context of 

speech recognition, self-supervised learning facilitates the extraction of meaningful 

representations from raw audio signals, enabling the development of robust and language-

agnostic models.  

2.1.3 Wav2Vec Model: Wav2Vec is a state-of-the-art speech recognition model 

developed by Facebook AI Research (FAIR). It leverages self-supervised learning to 

pretrain on large-scale unlabeled speech corpora, learning contextualized representations of 

speech. Wav2Vec employs a novel contrastive predictive coding (CPC) objective, where 

the model predicts future audio frames conditioned on past frames. This pretraining stage 
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enables the model to capture high-level semantic information from raw audio signals, 

making it suitable for downstream speech recognition tasks with limited labeled data.  

 

 
Figure 3: Average % WER of Wav2Vec Model [3] 

 

2.1.5 Punjabi Language Characteristics: Punjabi is a language spoken 

predominantly in the Punjab region of South Asia, with significant populations in India, 

Pakistan, and diaspora communities worldwide. It is characterized by a rich phonetic 

inventory, including consonants, vowels, and tones, which contribute to its melodic and 

rhythmic qualities. Punjabi script, primarily written in Gurmukhi and Shah-Mukhi scripts, 

exhibits orthographic variations and script-specific features that pose challenges for 

automated transcription and text processing.  

2.1.6 Challenges in Punjabi Speech Recognition: Developing a speech 

recognition system for Punjabi language entails addressing several challenges unique to the 

linguistic and acoustic properties of Punjabi. These challenges include dialectal variations, 
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accent diversity, code-switching between Punjabi and other languages, and limited 

availability of annotated speech corpora for training and evaluation. Moreover, the absence 

of standardized orthographic conventions and resources further complicates the 

development of accurate and robust speech recognition models for Punjabi. 

By exploring these technological aspects, the thesis aims to provide a comprehensive understanding 

of the underlying principles and methodologies relevant to the development of a speech recognition 

system for Punjabi language using the Wav2Vec model. Moreover, it sets the stage for addressing 

specific research questions and challenges outlined in the problem statement, guiding the 

subsequent experimentation, analysis, and interpretation within the thesis framework. 

2.2 Existing models and their drawbacks 

Speech recognition technology has witnessed significant advancements over the years, with various 

models and approaches developed to tackle the complexities of converting spoken language into  

 

 

 

 

 

 

 

 

Figure 4: Average % WER of Wav2Vec Model trained on different datasets [4] 
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text. In this comprehensive exploration, we delve into the landscape of existing models, ranging 

from traditional statistical methods to state-of-the-art deep learning architectures. Additionally, we 

analyze the challenges associated with these models, highlighting their limitations and areas for 

improvement.  

2.2.1. Hidden Markov Models (HMMs): Hidden Markov Models (HMMs) have 

long been the cornerstone of speech recognition systems. HMMs model the temporal 

dependencies in speech signals, treating speech as a sequence of phonemes or acoustic units. 

These models utilize statistical techniques to estimate the probabilities of transitioning 

between different states and emitting observed acoustic features. However, HMM-based 

systems often struggle with modeling long-range dependencies and capturing complex 

linguistic structures, leading to suboptimal performance, especially for languages with rich 

phonetic inventories like Punjabi.  

2.2.2 Gaussian Mixture Models (GMMs): Gaussian Mixture Models (GMMs) are 

commonly used in conjunction with HMMs for acoustic modeling in speech recognition. 

GMMs represent the probability density of acoustic features using a mixture of Gaussian 

distributions. While GMMs have been effective in capturing the statistical properties of 

speech features, they suffer from limitations in modeling non-linear relationships and 

capturing contextual information. As a result, GMM-based systems may exhibit reduced 

accuracy and robustness, particularly in noisy environments or for speakers with diverse 

accents.  

2.2.3. Deep Neural Networks (DNNs): Deep Neural Networks (DNNs) have 

revolutionized the field of speech recognition, offering superior performance and scalability 

compared to traditional HMM-GMM systems. DNNs employ multiple layers of neurons to 
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learn hierarchical representations of speech features, enabling more effective modeling of 

complex relationships. Convolutional Neural Networks (CNNs) and Recurrent Neural 

Networks (RNNs), including variants like Long Short-Term Memory (LSTM) and Gated 

Recurrent Unit (GRU), have been widely adopted for acoustic modeling and sequence 

modeling in DNN-based speech recognition systems.  

2.2.3. Challenges with DNN-based Models:  

a. Data Requirements: DNN-based models often require large amounts of labeled 

data for training, which may be scarce or expensive to acquire, especially for low-resource 

languages like Punjabi.  

b. Overfitting: DNNs are prone to overfitting, particularly when trained on limited 

data. Overfitting can lead to poor generalization performance on unseen data, impacting the 

robustness and reliability of the speech recognition system.  

c. Domain Adaptation: DNN-based models may struggle with adapting to diverse 

linguistic environments, dialectal variations, and speaker characteristics. Domain adaptation 

techniques are required to enhance the model's adaptability and generalization capabilities 

across different domains and speaker demographics.  

d. Computational Complexity: Training and inference with DNN-based models 

involve significant computational resources, including specialized hardware accelerators 

such as GPUs and TPUs. The computational complexity may pose challenges for deploying 

speech recognition systems in resource-constrained environments or on mobile devices.  

2.2.5. End-to-End Models: End-to-End (E2E) models have gained traction in recent 

years due to their simplicity and effectiveness in directly mapping input speech to output 
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text without the need for intermediate representations. E2E models typically consist of a 

single neural network that jointly learns feature extraction, acoustic modeling, and language 

modeling tasks. These models eliminate the need for handcrafted features and intermediate 

components, offering streamlined architectures and potentially higher accuracy.  

2.2.6. Challenges with End-to-End Models:  

a. Data Efficiency: End-to-End models often require large amounts of training data to 

achieve competitive performance, making them less practical for languages with limited 

annotated corpora like Punjabi.  

b. Lack of Interpretability: The black-box nature of E2E models makes it 

challenging to interpret their internal representations and understand the decision-

making process. This lack of interpretability may hinder the diagnosis of errors and the 

refinement of model behavior.  

c. Robustness to Noise: E2E models may exhibit reduced robustness to noise and 

environmental variability compared to traditional modular systems. Robustness 

techniques such as data augmentation, multi-task learning, and adversarial training are 

necessary to improve the resilience of E2E models to noisy input conditions.  

d. Domain Adaptation: Similar to DNN-based models, E2E models may require 

domain adaptation techniques to adapt to diverse linguistic environments, dialects, and 

speaking styles encountered in real-world applications.  

2.2.7. Transformer-based Models: Transformer-based models have emerged as a 

powerful architecture for various natural language processing tasks, including speech 

recognition. Transformers leverage self-attention mechanisms to capture long-range 
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dependencies and contextual information in input sequences. Models such as the 

Transformer, BERT (Bidirectional Encoder Representations from Transformers), and GPT 

(Generative Pre-trained Transformer) have demonstrated remarkable performance in 

capturing semantic and syntactic structures in text data.  

Challenges with Transformer-based Models:  

a. Model Size and Complexity: Transformer-based models tend to be large and 

computationally expensive, requiring substantial resources for training and inference. 

Model compression techniques, knowledge distillation, and efficient attention 

mechanisms are needed to reduce the computational burden and enable deployment on 

resource-constrained devices.  

b. Data Efficiency: Like other deep learning models, transformer-based models benefit 

from large-scale annotated data for pretraining and fine-tuning. Strategies for leveraging 

unlabeled data and weak supervision are essential for improving data efficiency and 

adapting the models to low-resource languages like Punjabi.  

c. Handling Long Sequences: Transformers may encounter challenges in processing 

long sequences, such as those encountered in continuous speech recognition tasks. 

Techniques like chunking, streaming, and hierarchical modeling are required to 

overcome these limitations and enable efficient processing of long-form audio data.  

d. Wav2Vec Model: Wav2Vec is a recent advancement in speech recognition 

technology developed by Facebook AI Research (FAIR). Wav2Vec leverages self-

supervised learning to pretrain on large amounts of unlabeled speech data, learning 

contextualized representations of speech. The model employs a contrastive predictive 
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coding (CPC) objective to predict future audio frames conditioned on past frames, 

facilitating the extraction of high-level semantic information from raw audio signals.  
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Chapter 3: Interface Implementation and Functionality 

  In this section, we delve into the complicated domain of audio processing, a 

foundational aspect of any speech recognition system. We will navigate through two 

fundamental facets: the management of recorded audio files and the dynamics of real-

time audio capture. 

3.1 Audio Handling 

Two types of audio samples are being processed in this project, already recorded 

audio samples and real-time sample. Working is as fol:- 

3.1.1 Management of Recorded Audio The realm of recorded audio files 

encompasses a WAV formats. We embark on a journey to understand the 

working of this format and implications for our Punjabi speech recognition 

system. Exploring techniques for decoding, preprocessing, and loading these 

files is paramount in ensuring seamless integration into our system's pipeline.  

3.1.2 Real-Time Audio Recording Real-time audio recording introduces a 

overabundance of challenges and opportunities. From harnessing the 

capabilities of the microphone hardware to mitigating latency and noise 

interference, every step is crucial in achieving accurate speech recognition. We 



 
 

24 | P a g e  

 

 

divide the tones of accessing microphone streams, handling data in real-time, 

and implementing robust mechanisms for capturing pristine audio input.  

3.2 GUI Integration 

The graphical user interface (GUI) serves as the gateway to our speech recognition 

system, offering users a seamless and intuitive experience. This section delves into 

how the system's output is visualized on the GUI, presenting users with valuable 

insights and controls.  

3.2.1 Audio File Selection Empowering users to select audio files from their 

local storage is a keystone of our GUI design. We explore the working of file 

browsing, selection dialogs, and the seamless integration of chosen files into 

our system's workflow. Providing users with a seamless experience from file 

selection to analysis is paramount in fostering engagement and usability.  

3.2.2 Real-Time Audio Recording The ability to record audio in real-time 

adds a layer of dynamism to our system, enabling users to interact with it in a 

more immersive manner. We delve into the technical underpinnings of 

microphone access, recording controls, and data management during live audio 

capture. Addressing challenges such as latency and ensuring a reliable audio 
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input stream is imperative for achieving optimal performance and user 

satisfaction.  

3.2.3 Audio Playback Audio playback functionality enriches the user 

experience, allowing users to review recorded or selected audio files at their 

convenience. We explore techniques for decoding audio files, managing 

playback controls, and seamlessly integrating playback functionality into our 

GUI.  

3.3 GUI Development Approaches The choice of GUI development approach 

significantly influences the user experience and system performance. This section 

explores various methodologies for creating the GUI of our Punjabi speech 

recognition system, each with its unique advantages and considerations.  

3.3.1 Web-Based GUI Development Web-based GUI development exceeds 

platform limitations, offering cross-platform compatibility and easy 

deployment via web browsers. We have used a different approch to create user 

friendly GUI. This also enables the developer to make changes eaisly. 

3.4 The developed GUI has three easy to choose options that includes  

a. Audio selection from the existing data set and then processing the audio file for 

further utilization by the model. 
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b. Recording the audio files in real time for processing and generating the output. 

Final GUI would look like fol:-  

 

As it is evident from the above picture that GUI is user friendly and can eaisly be 

changed and modified according to the requirnment.  

 

 
Figure 5: GUI Representation of Wav2Vec model [5] 
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Chapter 4: Methodology and Evalution of Model 

4.1 HuggingFace  

Numerous python libraries exist for the development of ASR, such as scikit-learn and 

NLTK. These are standalone packages that are highly useful for tuning 

hyperparameters and developing Natural Language Processing (NLP). For this 

research, complex development is not needed, rather testing of existing models is the 

focus. Testing and implementation of new and popular models is difficult in these 

environments, as they are not easily accessible yet. The platform HuggingFace is 

more accessible. The HF community provides a wide range of publicly accessible 

pretrained models and datasets that can be modified with ease and reuploaded to the 

HF hub for public use. Over 25 transformer tasks are available for use, e.g. ASR, 

image classification and text generation.  

4.2 Pretraining of Model 

For clarification, if a model is pretrained, it has already been adapted on data before. 

If a model is fine-tuned, it has been trained on a downstream task, such as ATC data 

transcription. So, a model can both be pretrained and fine-tuned. Models and datasets 

are constantly updated, which implies that SOTA tools are attainable. HF has a course 

for beginners and a decent documentation of the main libraries used:  
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4.2.1 Datasets and Transformers. The learning curve is high, though the models 

and data delivered outweigh the costs compared to other libraries. 

4.3 Development of Various platforms.  

Various platforms are used for the development of transcribing, evaluating, training 

and testing of ASR models. HF recommends using Google Colab for ease of 

programming and the absence of needing to own a high-end GPU for computation. 

For low computational power demanding tasks, such as small batch transcription, 

Google Colab is used, but the free to use platform has limitations that are diminishing 

our resources. GPUs can either be a T4, P100 or K80. These GPUs are inconsistently 

allocated by Google Colab and are unpredictable.  

4.3.1 Resource Deprivation and loss of Progress: Fine-tuning models and 

transcribing full datasets regularly exceed the resources (GPU ram, disk space 

and system ram) made available by Google Colab, leading to resource 

deprivation and loss of progress. For this reason, local development in scripts 

is done in addition to cloud development. A GeForce GTX 1080 GPU is used 

for transcribing full datasets and training of models for more robust 

development. 
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4.4 Data Constraints 

There is a distinct shortage of publicly available data for ATC that can be used for 

ASR, as most datasets do not include transcriptions (Badrinath & Balakrishnan, 

2022). Websites such as ‘liveatc.net’ provide, as the domain name implies, live and 

very recent ATC communication audio. Based on airport codes and frequencies, 

different radio communication is selected and provided. This data does not include 

transcriptions and is therefore not suitable for training our models. Audio data is 

abundant and publicly available; however, audio data has to be manually transcribed, 

which is costly and time-consuming, leading to lower accessibility of transcribed 

ATC data (Zuluaga-Gomez et al., 2020).  

4.4.1 Data Augmentation Techniques: These have been shown to give an 

increase in performance when applied to low resource data (T¨uske et al., 

2014). Here, text data is normalized and unused tokens are removed, as they 

are deemed uninformative to transcription. 3.4 Models The models used are 

imported from the HF community. They are not trained or fine-tuned 

specifically on ATC data, as that domain has not been explored or published 

by the community yet. It is important that the models are recent, as ASR 

models are consistently updated and improved upon. Four models were 

considered for evaluating Wav2Vec2 models: 
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4.4.2 Base: Facebook/wav2vec2-base-960h Currently the most popular ASR 

model on HF that was updated 3 months ago. It has been pretrained and fine-

tuned on 960 hours of Librispeech data. This model is called ‘base’ as it is 

mostly used for further training on a downstream task (finetuning). This model 

works well when clean, regular speech data is fed.  

4.4.3 Robust: Facebook/wav2vec2-large-robust-ft-swbd-300h This model is a 

pretrained and fine-tuned version of the facebook/wav2vec2-large-robust 

model. The latest update to this model was 5 months ago. It has been fine-

tuned on 300 hours of the Switchboard corpus. This is a telephone speech 

corpus that contains noisy data. This model has been chosen to see exactly how 

robust a robust model is when transcribing ATC data. 

4.4.4 huBERT: Facebook/hubert-large-ls960-ft This model has been fine-

tuned on 960 hours of Librispeech data and had its last update three months 

ago. The huBERT model follows the Wav2Vec2 architecture and extends upon 

it. huBERT’s training process is fundamentally different from Wav2Vec2, 

which the specifics of are out of scope. It has been shown that the model either 

improves or matches the performance of Wav2Vec2 (Hsu et al., 2021), so it is 

interesting to see if it performs better than the base and robust model on 

transcribing ATC data.  
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4.4.5 XLS-R-53: Jonatasgrosman/wav2vec2-large-xlsr-53-english The XLS-

R model has been used for learning multilingual speech representation, dialect 

identification and accent identification (Pascal & Dominique, 2021). These 

challenges are apparent in ATC transcription as well, even though they are not 

the main objectives. The XLS-R model has been chosen, because the 

architecture uses contrastive learning and might perform better compared to 

the other models as a result. This specific model is updated regularly, with the 

last update pushed to HF being less than a month ago since beginning of 

research (August 2022).  

4.5 Evaluation: 

Evaluation of the model transcriptions was done by using the WER and CER. These 

are the standard for ASR models as the raw accuracy from speech to text is captured 

best (Malik et al., 2021). Metrics such as Glue or Bleu are not useful here, as they 

give information on the meaning of the output text compared to the reference text. 

These metrics are not needed in our ASR models and are thus omitted. The perplexity 

metric is used as well to determine how rare sentences are to appear in a gpt-2 text 

generation model. This model is trained on the text on 45 million Reddit web pages 

and contains 1.5 billion parameters. The gpt-2 model has been chosen, because it is 
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the most popular text generation model found on HF with over 12 million downloads. 

4.6 Fine-Tuning:  

Fine-tuning (training) is done using the standard template given by user 

‘patrickvonplaten’ on the HF blog. Hyperparameters are not tuned to the dataset and 

models, as resources are limited. Training is done locally, as Google Colab has 

limitations that are mentioned above. The number of training data steps in which the 

models were fine-tuned in are chosen from the three defined distributions: low, 

medium and high data ranges. Ranges being from 1-100, 101- 500 and 501-inf 

respectively. Due to time and resource restrictions, only five models are fine-tuned. 

4.7 Language Model  

The LM was made using an ARPA file containing only the training and validation 

transcriptions. Excluding the test cases from this file improves integrity and reduces 

overfitting. Overfitting is already a problem, as the dataset is quite small and only 

contains 743 unigrams. Because the unigram count is low, A maximum of 5-grams 

are stored. Higher rank n-grams were not used, as this could potentially lead to 

overfitting due to the nature of the dataset (largely containing short sentences). 

Higher/lower N-gram LMs are available, but are not studied here.  
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4.8 XLS-R Model  

The reasoning behind choosing to finetune only the XLS-R model consists of three 

reasons. Firstly, the model is evaluated to be the most interesting to research on ATC 

data, as it has been shown that the model handles accents and multilingual data very 

well in comparison to the other models (Babu et al., 2021). Secondly, this model is 

exceedingly recent, as updates are posted regularly (August 2022 version used here). 

It could have been interesting to finetune all the models; however, our resources 

would not grant this, bringing forth the third reason. 

4.8.1 Evaluation of Pretrained Models First, the pretrained models that are 

directly pulled from HF are evaluated. In figure  it is shown that the WER and 

CER are relatively high. These models were not given an explicit LM. The 

base model performs the worst, which is expected, as it has not been pretrained 

on noisy speech data. It has the lowest WER and CER. The base model is the 

oldest model that is researched, which should be noted. The robust model 

performs better compared to the base model, as it is pretrained and finetuned 

on noisy telephone speech data. This results in a significant reduction in WER 

and a decent reduction in CER. The huBERT model possesses the smallest 

WER and CER. Improved or identical performance compared to standard 

Wav2Vec2 models is expected from the huBERT model (Hsu et al., 2021). A 
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modified architecture might be the cause of this, as the model has been fine-

tuned on the same data as the base and robust model. The XLS-R model was 

expected to have a lower WER than the base and robust model, as it ought to 

have an advantage in transcribing data that has multiple accents (Zuluaga-

Gomez et al., 2022). However, this is not the case.  

 

 

 

Figure 6: Evaluation of different Model trained on different datasets [6] 
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The cause for this might be that the robust model has a bigger advantage, as it is 

pretrained on noisy data, in contrast to the XLS-R model. The CER is relatively low 

for all models, which indicates that the models are able to recognize letters being 

spoken, however, they do not have an in-domain LM. Airport names and callsigns 

are uncommon in regular speech, relating to a high WER. Evaluation of the fine-

tuned XLS-R models To continue, the XLS-R model is fine-tuned on increasing 

amounts of data (figure 2). We see a massive drop in WER and CER as the amount 

of data increases. The WER Reduction (WERR) for the XLS-R-10 model is already 

at ∼39%. The highest WERR is seen found in the XLS-R-1000  

 

 
 

Figure 7: Evaluation of different Model trained on same datasets [7] 
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model at ∼93%. CER Reduction (CERR) for the XLS-R-1000 model is significant 

as well (∼92%) 

4.9 Evaluation of the fine-tuned XLS-R models  

In addition to a language model Next, an LM is added to the Wav2Vec2 processor. 

Absolute reduction of performance seems to be variable, but relative reduction of the 

WER and CER per model achieves ∼33% decrease of WER and ∼20% decrease of 

CER. The model with the lowest WER and CER is, as expected, the XLS-R-1000* 

model. However, the WERR of the lower data provided models are significant and 

impressive as well. Improvement of the XLS-R model The overall improvement of 

the XLS-R model is shown in figure 4. It shows that fine-tuning on ATC data can 

significantly improve the overall performance on WER and CER, especially in 

addition to  
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Chapter 5: Conclusion 

In this thesis, we discussed a speech recognition system that can process audio smartly and 

more efficiently than the typically used language models. Our proposed system has an advantage 

over other traditional systems due to the low data requirement.  

The completion of this model marks a significant milestone in our journey towards developing a 

Punjabi speech recognition system. Through meticulous exploration and detailed discussion, we've 

outlined a comprehensive framework for interfacing and working with audio data, laying the 

groundwork for a robust and user-friendly system. The inclusion of features such as audio file 

selection, real-time recording, and playback functionality serves to enrich the user interface, 

providing users with intuitive controls and seamless access to audio processing capabilities.  

Furthermore, our examination of GUI development approaches has underscored the importance of 

selecting the right tools and methodologies to ensure cross-platform compatibility and 

responsiveness. As we move forward, it's essential to remain guided by the principles of usability, 

accessibility, and innovation. By incorporating user feedback, refining our algorithms, and 

embracing emerging technologies, we can continue to enhance the performance and functionality 

of our Punjabi speech recognition system. Ultimately, our goal is to empower users to interact with 

spoken Punjabi language effortlessly, opening up new possibilities for communication and 

collaboration in the digital age. With this model as our guide, we're poised to make significant 

strides towards realizing that vision.  
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Chapter 6: Future Work 

Future milestones that need to be achieved to commercialize this project are the following. 

6.1 Enhanced Accuracy and Performance: Continuously improving the accuracy and 

performance of the speech recognition system is crucial. Investing in research and development to 

refine algorithms, optimize models, and enhance language understanding capabilities will be 

essential for delivering a competitive and reliable product.  

6.2 Scalability and Robustness: Scaling the system to handle a large volume of users and diverse 

usage scenarios is vital for commercial success. Ensuring robustness against various environmental 

factors, accents, and speech variations will be necessary to provide a consistent and seamless user 

experience.  

6.3 Integration with Existing Platforms: Integrating the speech recognition system with existing 

platforms and applications will broaden its accessibility and utility. Investing in research and 

development of multimodal fusion techniques and user interface design will enable more natural 

and intuitive interactions.  

6.3 Customization and Personalization: Offering customization and personalization features will 

cater to the unique needs and preferences of individual users and businesses. Implementing user 

profiles, adaptive learning algorithms, and customization options for language models and 

vocabulary will enhance user satisfaction and loyalty. 
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