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Abstract

Data acquisition is an essential component of any data analysis project, including crime anomaly
detection. In this thesis, we explore the process of acquiring and preparing data for crime anomaly
detection, as well as the challenges and best practices involved in this process.

We begin by discussing the different sources of data that can be used for crime anomaly detection,
including crime reports, social media posts. We then examine the process of cleaning and pre-
processing this data, which involves removing duplicates, correcting errors, and standardizing
formats.

Next, we investigate various techniques for detecting crime anomalies in the data, such as
statistical models, clustering algorithms, and machine learning algorithms. We also examine the
challenges and limitations of these techniques, including issues related to data quality,
computational complexity, and interpretability.

Finally, we present a case study of crime anomaly detection using real-world data from a major
city. We describe the data acquisition and preparation process, as well as the anomaly detection
techniques used to identify unusual patterns of criminal activity. We also discuss the implications
of these findings for law enforcement and public safety.

Overall, this thesis provides a comprehensive overview of data acquisition and crime anomaly
detection, highlighting the importance of careful data preparation and the need for advanced

analytical techniques to detect and prevent crime.
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CHAPTER 1: BACKGROUND

Data has exploded in recent years due to the rapid development of digital technologies, opening new
potential for a variety of industries, including law enforcement. Law enforcement organizations now have
access to a variety of data that may be utilized to spot patterns, trends, and anomalies in crime because to
the availability of digital data from numerous sources, including social media, crime reports, and

surveillance footage.

The process of gathering, processing, and analyzing data from multiple sources is referred to as data
acquisition. When used in relation to law enforcement, data acquisition can entail compiling data from
many platforms, such as criminal justice databases, social media sites, and surveillance cameras. Law
enforcement authorities can acquire a more complete understanding of criminal activities in their

jurisdictions by integrating these many information sources.

The process of discovering odd or unexpected behavior or events that vary from regular patterns is known
as anomaly detection, on the other hand. Anomaly detection can assist law enforcement organizations in
identifying potential dangers, such as suspicious behavior or unusual activity in specific locations, in the
context of preventing crime. Law enforcement organizations can better understand crime patterns and
create more specialized prevention tactics by employing data analytics techniques to spot abnormalities

in crime data.

Recent years have seen a rise in the use of data collection and anomaly detection in crime prevention,
with many law enforcement organizations employing big data analytics techniques to improve their crime
prevention efforts. However, using such tools also prompts worries about data security, privacy, and

potential biases in the data.




In general, data collection and criminal anomaly detection offer new chances for law enforcement
organizations to enhance their crime prevention methods using big data analytics. To make sure that these
tools are used responsibly, ethically, and without having any unexpected repercussions, more research

and development is necessary.

1.1 Background, Scope and Motivation

Scope:

This thesis looks into how criminal anomaly detection and data collection could be used to enhance
crime prevention tactics. This thesis will specifically examine the application of big data analytics in the
context of law enforcement, including the data sources, tools and methodologies for data collecting and
analysis, as well as the difficulties and constraints of using big data in crime prevention. The use of
anomaly detection in identifying crime patterns and trends, as well as the potential advantages and

disadvantages of adopting this strategy in crime prevention measures, will also be covered in this thesis.

Motivation:

The motivation for this thesis stems from the need for more effective crime prevention strategies in the
face of rising crime rates and the increasing availability of digital data. By leveraging the power of big
data analytics and anomaly detection, law enforcement agencies can gain valuable insights into crime
patterns and trends and develop more targeted and proactive crime prevention strategies. This thesis
seeks to contribute to the understanding of how data acquisition and anomaly detection can be used to
enhance crime prevention efforts and promote public safety, while also addressing concerns about

privacy, data security, and potential biases in the data. Ultimately, the goal of this thesis is to provide




insights and recommendations for law enforcement agencies, policymakers, and researchers to develop

and implement effective crime prevention strategies that leverage the power of big data.




CHAPTER 2: INTRODUCTION

2.1 Dataset

Before we dive into the concept dataset we must go through the concepts about data

2.1.1 Data

Machine learning techniques study instances to improve. It's crucial to understand the vocabulary used

to describe data as well as the input data.

When thinking of data, rows and columns like those found in an Excel spreadsheet or database table
immediately come to mind. This is a typical data format and is used extensively in the machine learning

community. Additionally, data can be found in the form :

Images
Videos

Text

For the purpose of this project data of knives was taken in the form of images.
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Figure 2.1: the basic demonstration of dataset

2.1.2 Datasets

A collection of instances is a dataset and when working with machine learning models we typically

need a few datasets at different stages of the process.

2.1.2.1 Training Dataset

A dataset that we feed into our machine learning algorithm to train our model.

2.1.2.2 Validation Dataset

A sample of data withheld from the training of your model is referred to as a validation dataset and is

used to measure the model's skill while adjusting its hyperparameters. It is utilised to provide a fair




assessment of the final tuned model's skill when contrasting or choosing between final models. The

training dataset only contains a small piece of this.

2.1.2.3 Testing Dataset

A dataset that we use to validate the accuracy of our model but is not used to train the model. This

dataset is held back from the training of the model and is never fed to the model during training.

2.2 Dataset Collection/ Acquisition

Data are bare facts. It serves as an example of both human and automated observations of the world.
Data can be used to represent anything at all. Data is all around us when we enter a virtual environment
since it is the underlying component of everything we perceive. The data we want to collect is entirely
dependent on the issue we are seeking to resolve. The coaching knowledge cannot be surpassed by a
machine learning algorithm. As a result, attention must be paid to gathering the best possible image
data for the machine learning models. It is possible to train computer vision models using one of the
largest picture datasets and deep learning image data thanks to a vast image classification dataset. The
most crucial goal is to provide the greatest image data gathering and classification dataset for every
computer vision project. The range of services for collecting and annotating image data for use in
machine learning and deep learning applications is extensive. The simplest way to gather photographs
for the model's training is to use a snipping tool to crop pictures of guns, explosives, and car accidents
such that there is too much data around it that could contaminate the model's results during training.
The excess data not required for training the model are known as ‘Outliers’ and are responsible for

polluting the training dataset. An example of outliers is shown in figure 2.2 below.
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2.3: An image without outliers.

Figure 2.2: Image with outliers

2.3 Pre-processing

Data pre-processing, also known as data munging or data cleaning, is an important step for machine
learning engineers, and most ML engineers devote a significant amount of time to it before developing
the model. Software like Photoshop and other similar programmed can be used for data pre-processing.
Outlier detection, missing value treatments, and removing undesired or noisy data are a few examples

of data pre-processing.

Like that, "image pre-processing" refers to actions on images that are performed at the most basic level
of abstraction. If entropy is a measure of information, then these actions diminish rather than increase
the information content of the image. Pre-processing aims to improve the picture data by reducing
unwanted distortions or enhancing specific visual properties that are important for subsequent

processing and analysis tasks.

There are 4 different types of Image Pre-Processing techniques, and they are listed below.

Pixel brightness transformations/ Brightness corrections




Geometric Transformations
Image Filtering and Segmentation

Fourier transform and Image restoration.

In our case we are more focused on:

Conversion of all other annotation formats to yolo supported fmt .txt.
Geometric Transformations.

Tiled images of large resolution images to smaller tiles i.e 640*640.

2.4 Noise Removal

Digital photographs are susceptible to several kinds of noise. Errors in the picture capture process lead
to pixel values that do not accurately reflect the true intensities of the actual scene, which is what is
known as noise. Depending on how an image is produced, noise can be added in several different ways.
For instance: If a picture is captured from a satellite, it may be blurred as a result of clouds and

unfavorable weather.

Noise comes from the film grain if the image was scanned from a film photograph. In addition, the

film's condition or the scanner itself may have caused noise.

If the picture is captured, directly in a digital format, the mechanism for gathering the data can introduce

noise.




2.4.1 Remove Noise by Linear Filtering

You can use linear filtering to remove certain types of noise. Certain filters, such as averaging or
Gaussian filters, are appropriate for this purpose. For example, an averaging filter is useful for removing
grain noise from a photograph. Because each pixel gets set to the average of the pixels in its

neighborhood, local variations caused by grain are reduced.

2.5 Sharpness

Resolution and acutance are two variables that together make up sharpness. Resolution is uncomplicated
and objective. It simply refers to the image file's size in pixels. The more pixels an image has, the better
its resolution, and the sharper it can be, all other things being equal. Acutance is slightly more

challenging. It is a purely arbitrary measurement of edge contrast. The acutance has no unit.

How clearly defined the details in a picture are, especially the little elements, determines how sharp the

image is.

Therefore, sharpening is a method for making a picture appear to be sharper. Acutance must be
increased in order to increase perceived sharpness. Edge contrast must be added if you want your image

to appear sharper.

There are three main reasons to sharpen your image: to overcome blurring introduced by camera

equipment, to draw attention to certain areas and to increase legibility.




2.6 Removal of Outliers

Finding outliers is a difficult undertaking. By looking at uncertainty measurements, outliers can be found.
However, there are various kinds of outliers. An outlier, for instance, could be a sample that deviates
from the norm. For instance, if we want to distinguish between weapons, accidents, and explosives in
the dataset but enter the data with people and cars nearby the weapons, accidents, and explosives, we

may have "outliers" because the class estimate is unclear.

2.7 Labelling of dataset

The model being used in the project is an object detection model from Yolo family (Yolo v5s). It is

supervised machine learning. So, data had to be labelled before training the model on the data.

There are several software and tools available for labelling images and drawing bounding boxes around

the object of interest in an image.

Some of the famous annotation tools are as follows:

Roboflow

VGG Image Annotation Tool
Supervise.ly

Labelbox

Visual Object Tagging Tool (VoTT)

Labellmg

10




2.7.1 Why Roboflow?

Roboflow was chosen as the annotation software. The main reasons for its selection are as follows:

Simple interface
Cloud Storage and Cloud computation
Labelled data is available in multiple formats (which can be downloaded, or a link is generated to use

the prepared dataset in any online platform for use)

Figure 2.4:

C o

2--147-.jpg 1--85-.jpg

1--50-.jpg

Rebalance Train/Test Split

You can update your dataset’s train/test split here.

Note: changing your test set will invalidate model performance
comparisons with previously generated versions.

Train
5164

Mot sure what this is? Learn more on our blog »

Cancel Save
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COCo
CreateML

XML
Pascal VOC

TXT
YOLO Darknet
YOLO v3 Keras
YOLO v4 PyTorch
Scaled-YOLOv4
YOLOvS Oriented Bounding Boxes
meituan/YOLOvG
YOLO v5 PyTorch
YOLO v7 PyTorch
YOLOv8

| csv

Tensorflow Object Detection
RetinaNet Keras
Multi-Label Classification

Select a Format

Figure 2.5: Selecting the format of data.
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Export

Format

YOLO v5 PyTorch v
TXT annotations and YAML config used with YOLOvS.

O download zip to computer @ show download code

Cancel Continue

Your Download Code

M Jupyter

k from our model librar

Choose a Model

Figure 2.6 : Download code for data

13




Coco
CreateML
XML
Pascal VOC
TXT
YOLO Darknet
YOLO v3 Keras
YOLO v4 PyTorch
Scaled-YOLOv4
YOLOwS Oriented Bounding Boxes
meituan/YOLOvE
— YOLO v5 PyTorch
;_, YOLO v7 PyTorch
1 YOLOv8 \
| csv
Tensorflow Object Detection
RetinaMet Keras
| Multi-Label Classification -

Select a Format v ]

download zip to computer ® show download code

Cancel m

Figure 2.7: Exporting the dataset.

3740

KravMagaknifeDefense ique:

B Group: FIRE-GUNS-KNIFE

® knife

Figure 2.8: The dataset obtained.
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2.8 What is a Machine Learning Model?

In essence, a machine learning model is a file that contains a machine learning algorithm (in our
example, a convolutional neural network) that has been taught to recognize patterns. This
machine learning algorithm may analyze and learn from a dataset, which is a specified set of
data. The machine learning algorithm can be referred to as a machine learning model once this
learning process is finished. It can now be used to analyze, anticipate, and pinpoint well-known
tendencies in previously unknown data. For instance, the YOLO V5 model used in this

experiment can, after training, identify the objects in unobserved data.

Training Evaluating
Extract patterns from data Use patterns to predict
results

bg8 & — B
N | =
oot LB

01010

Figure 2.9: Training and Evaluation
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CHAPTER 3: DATASET COLLECTION

One of the most crucial first steps in training a machine learning (ML) algorithm is the collecting of
datasets. A dataset can generally be defined as a collection of any data (i.e., photographs, figures,
statistics, etc.) that demonstrates a similar pattern and can be collectively classified under a given
category, such as items like knives, explosives, guns in a specific location, etc. Datasets can be viewed
as the building blocks on which the ML algorithm learns to recognize and recognizes the relevant items,

particularly in the field of object identification.

3.1 The Process of Dataset Collection

For the purpose of this project, we prepared approx 8000 different images out of which 5164 images
were reserved for training purpose 956 image for validating purpose and 979 images for test purpose.
We have gathered different data sets from open sources such as Kaggle and Google Images. The steps

followed in collection of each set of data are described as follows.

To get a dataset from KAGGLE we followed the following steps:

Go to the website(www.kaggle.com) and create an account.

. Navigate to the “Dataset” section of the website.

Browse the available datasets or search for a specific dataset with a keyword.

Click on the desired dataset to view more information about it, including its description, format size
and any relevant tags.

Click the Downloads button to download the dataset.

16




II.

Figure 3.4 Not an orthogonal view

Figure 3.5 An Orthogonal view.

In the above figure the angle at which the fire is observed is of essence i.e., approx. 90 degrees, the
altitude however, may not be the same as it will be according to your desire. As soon as you are able to
see the object fairly orthogonally, you are ready to crop the image.

For the purpose of cropping, we use the snipping tool. You do not need to crop a big chunk of the image;

this would only be increasing the size of your data unnecessarily. Only crop a decent chunk as in figure

17




I1I.

3.5 or even smaller, the only requirement is that the whole object should be clearly visible, and no
outliers be present. Repeat this step and the relevant previous ones for collecting the number of images
you have decided to work with.

If you intend to define classes while labeling the objects for e.g., Rifles, pistols, fire and smoke etc.
Then it is recommended that you save the images of these objects in separate folders respectively so

that the process of labelling becomes easy.

18
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CHAPTER 4: TRAINING A PROTOTYPE MODEL

To test a concept or procedure, we created an early sample, model of a product. The key advantage of

prototyping is that it leads to a quicker and more efficient design cycle.

Because prototypes make it possible for us to test our design in a "real-world" setting, they also make it
simpler to see potential issues and avoid making costly mistakes later on, i.e., to see how things operate,

become familiar with the procedure, etc.

4.1 Data Collection

In order to train the model before deploying our prototype, we collected roughly 5000 photographs.
Google photos and Kaggle were used to gather the photos. Annotating the dataset was done once the
first phase was finished. Image annotation is the process of classifying or labelling an image using text,
annotation tools, or both to display the data aspects you want your model to automatically recognise. It
is a key component of machine learning and deep learning. The previous chapter provided a detailed
explanation of the annotation idea. Roboflow, a platform that offers the necessary tools for this activity,

is where the annotation was completed.

4.2 Model training with time comparison

The training was completed using a Roboflow 2.0 Object Detection Model that was available online
free of cost. The time required for processing was the biggest issue we ran into when training the
model. It took around 14 hours to train the model using 5164 photos. The number of epochs was
increased for training, which is why it took so long. The goal was to make the model more effective. In

the following chapter, the model-training procedure is covered in more detail.

20




4.3 The accuracy and results

After providing the annotated dataset to the Roboflow 2.0 model on Roboflow, the time taken for

training was 14 hrs with accuracy of 78%.

Figure 4.1: Confidence level of the prototype.

Figure 4.2: Knife detection




4.4 The problem Encountered.

We had trouble because we couldn't collect a lot of data because of numerous restrictions. Due to the
wide range of weaponry, we were unable to collect a large dataset on them. Despite the fact that we
obtained a sizable amount of data on flames and knives. Secondly this model had some restrictions we
weren’t allowed to deploy it on our any application. We’ve to buy the premium version in order to train

the model for more than 2 times and to deploy it to our machines without any hassle.

The problem is solved by:

Increasing the size of our data set
Preprocessing the images with different augmentations.

Training on multiresolution image

22




CHAPTER 5: TRAINING THE ACTUAL MODEL

5.1 Significance of epochs in training the model consecutively.

Different techniques can be used to train a model. More than 5500 photos made up the training set,
necessitating a quick GPU to train the model. A website uses step-by-step instructions to walk users
through the process of training the model. This website uses Google Colab to carry out each step using
instructions presented as cells. The training data is first sent to Roboflow, which annotates the photos
and divides them into training, validation, and testing sets. Then this version of images is stored in the
form of a link that is provided to Google Colab to work further. Once the given steps have been
completed, we can train the model using the Google provided GPU to continuously train in the form of
batches or epochs. These batches take about 9.6 minutes per batch to complete. Overall, the number of

batches was set to 45 to get a good result.

Mostly, the training is performed in sets of batches rather than continuous because it is an arduous task
and takes a lot of time. There are some limitations of using Google Colab. There is a time limitation
of 12 hours after which the files can neither be saved nor retrieved and because of that, we may lose
all the time and energy that was put to get the results. Therefore, in order to achieve results in limited
time, we train the model using limited sets of epochs and store their result in a model file as “.pt” and
later on feed the same file to the training data to continue from that point onwards. Hence, all the files
remain accessible and easily available to be reused for future training. In order for the system to continue
operating in the background and maintain Internet connectivity, the other option necessitates constant
screen time on the used computer. If a total of 45 epochs are to be done, it will take around 7 and a half

hours to finish the training method on average because 5 epochs take about 48 minutes to complete.

23




5.2 Steps followed for training the model.

Firstly, create a new account or if it already exists, sign-in to the account.

roboflow

Login or Create an Account

Sign in with your work email

w**ﬁ-ﬂxzf.ﬂ\x@gl“a”.com

i)

CanCE| m

Figure 5.1: Signup Form

Once logged in, a workspace will be available where a sample project is provided for practice. Roboflow
is used to annotate and create a dataset to be fed for training the model in yolov5. Here, images can be
uploaded and marked for the presence of desired objects. The process of annotation was discussed in

detail in chapter 2.
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ROBOFLOW TRAINING OPTIONS
Train with AutoML

Let AutoML choose, train, and optimize a state of
the art model on cloud GPUs to use for Label
Assist and deploy via auto-scaling APl or on edge
devices like Jetson, OAK, and Raspberry Pi. Learn
More >>

Available Credits: O

IMAGES

Custom Train

Choose, customize, and train a state of the art
model from our model library in a Jupyter
Notebook or Python script to use for Label Assist
and use Roboflow Deploy to deploy it to the cloud
or on your own hardware. Learn More >

YOLOVS (New!) ~ Get Snippet

SN - $SETTENErTES A

Figure 5.2: Training Option

After annotation, these images can be exported to Google Colab using the highlighted version

in the form of a link that is to be inserted in the cells.

TXT
YOLO Darknet
YOLO v3 Keras
YOLO vd4 PyTorch
Scaled-YOLOv4
YOLOvS Criented Bounding Boxes
meituan/YOLOvE

YOLO v7 PyTorch
YOLOvE
csv
Tensorflow Object Detection
RetinaNet Keras
Muiti-Label Classification

[ Select a Format

‘)

© download zip to computer ® show download code

Continue

Figure 5.3: Selecting the dataset format
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Your Download Code

O Jupyter >~ Terminal & Raw URL
Paste this snippet into a notebook from our model library » to
download and unzip your dataset »:

!pip install roboflow (|

from roboflow import Roboflow

rf = Roboflow(api_key-"{|HENNNEERDENERDNENNE

project = rf.workspace(”proj-dxefl™).project("dataset-for-knives-guns-and-fire-
explosions™)

dataset = project.version(4).download("yolovs™)

© Warning: Do not share this snippet beyond your team, it contains a
private key that is tied to your Roboflow account. Acceptable use policy
applies.

Figure 5.4: Downloading the code snippet
Using this link, the dataset can be exported in any notebook to train the given model.
Use Google Colab notebook from the provided URL [BI;

https://Colab.research.google.com/drive/1gDZ2xcTOgR39tGGs-EZ6i3RTs16wmzZ.Q

Copy the cells from this link on a new notebook to avoid errors later on.

In ‘File’, click on ‘New notebook’ to create a new space to run code cells.
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Connect -

b R
Ciri+0

ation Tutorial

gks too. This is the official YOLOvS instance segmentation notebook tutorial. YOLOvS is maintained

gmentatation

Curkks community datasets on Robof

ab. to run it.

Figure 5.5: Creating a new notebook

II. New notebook is created named as ‘Untitled0.ipynb’.

= » Unti '
.(- UntitledO.ipynb

File Edit View Insert Runtime Tools Help
+ Code + Text

+ Code

Figure 5.6: Successful creation of the notebook

1. Copy cells from ‘Roboflow-Custom-YOLOvVS’ onto the new notebook.

Cirl+Shifi+S

Figure 5.7: Copying Cells

Iv. Run each next cell in the new notebook after the last cell has completed its execution.
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utils
utils.notebock_init()

YOLOvS # v7.8-155-gBecc72 on-3.9.16 torch-2.8.8+cull8 CUDA:@ (Tesla T4, 15182MiB)
Setup complete B (2 CPUs, 7 GB RAM, 23.3/78.2 GB disk)

Figure 5.8: Running each cell

After completing the training, we get a “.pt” which is our actual trained model of our dataset. We can

implement this file in our WebApps, desktop apps and mobile apks.

After training the model we can also use the TensorFlow to check the health of our dataset and its

accuracy with different graphs plotted for it.

Results of Training

As it is visible that after training for 232 + Epochs the precision of the model rises to 56%. This is to

better detect the specific classes with more and more accuracy.
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Training Results

. , " 55.0% 56.0% 56.8% Details »
dataset-for-knives-guns-and-fire-explosions/2 ™" i R : :
mAP  precision recall Visualize »
mAP
- P
06
0.4
0.3
0.2
0.1
© © \-C > s -‘Q \: < .";') ::; > ¥ ‘\ \\ \F \\ ‘?—\ L \é\ \"ﬁ N \h.’\ \T\ ‘.“?: \\C‘ -":'\b ﬂ‘\

m

Losses and Progress

The following graphs show that over the course of training the model, the box loss rate, class loss rate,
and object loss rate have all drastically lowered. This results in a model that is more accurate than the

previous one and can accurately locate the classes on the screen in addition to accurately detecting
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Testing the Fire and Knife Class:

) yolovs-master
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B Desktop
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B This PC
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Testing the Rifle and Handgun Class:
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CHAPTER 6: Integrating the Arduino with Application

Integration of the of the application was done in two steps:
1. Establishing the connection between Arduino board and Python application.

2. Write an Arduino sketch to receive the commands from the Python application

What was the need of doing these two steps?

We did these two steps to create an alarm system, so that whenever any abnormal pattern is detected it
should raise an alarm. It’ll help us in alerting the concerned agencies to act before the damage is done
beyond the repair. It can help the law enforcement agencies to quickly reach to the sight where abnormal

activity is detected and take effective measures to foil any attempt of criminal activity.

Led is turned ‘on’ when detection occurs

6.1 Establishing the connection

Establishing the connection was done by using the python serial library which helps us to send the
commands over the designated port.

You can download this library using the following code in cmd or powershell: ‘Pip install pyserial’
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6.1.1 Python Code for Establishing the Connection

ser = serial.Serial(

ser.write(b'lec

You can designate your specific port number in ‘/dev/ttyACMO’ to for example ‘COM4’. Now, this

code will send the command over Arduino board.

6.1.1.1 Python Code Used in the App

We had to modify this code according to our requirements screenshot is given below:
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import serial

_ .

import time
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ser.close()
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6.2 Arduino Sketch

B dededrefr | Arduino IDE 2.0.4
-ile Edit Sketch Tools Help

Q e Select Board v

dededrefr.ino

1 void setup() {

2 pinMode(13, OUTPUT);

3 Serial.begin(9600);

4}

5

6 void loop() {

7 if (Serial.available() > 0) {
8 int val = Serial.read();
9 if (val == '1') {

10 digitalWrite(13, HIGH);
11 } else {

12 digitalwWrite(13, LOW);
13 }

14 }

15 |}

Here ‘Serial.begin’ establishes the connection and ‘if (Serial.available() > 0)’ means that if a signal is

received on that port then turn on the led light.
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6.3 Arduino and Buzzer Schematic
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CHAPTER 7: DEVELOPING THE USER INTERFACE

7.1 Programming/Markup Languages

HTML 5
JavaScript (ES6)

Python (3.8)

7.2 Framework

Flask

7.3 Libraries

Axios Sweet Alert

jQuery (3.2)

7.4 Tools

XAMPP

VS Code

Git
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7.5 The Significance of Using Flask

A variety of commercially accessible frameworks and tools are available for the development of web
apps. But current developments show that Flask is the greatest option for creating cutting-edge, full-

stack web apps.

7.5.1 A Progressive Framework

Popular Python web framework Flask is renowned for its ease of use and adaptability. It makes for a
perfect solution for small to medium-sized projects because it enables web application developers to
work swiftly and effectively. Flask is created with a minimalistic approach that just offers the essential

tools required to get started, making it simple to understand and use.

The progressive nature of Flask is one of its fundamental characteristics. This means that a variety of
web applications, from straightforward static web pages to intricate dynamic ones requiring user
authentication and database connectivity, may be created using it. Developers can gradually add more

sophisticated features and functionality to their apps as they gain experience with Flask.

Fundamentally, Flask offers a straightforward and understandable routing mechanism that converts
URLSs to Python functions. This makes it simple to develop unique endpoints to manage various
requests, including GET, POST, PUT, and DELETE. Before deploying applications to a production

environment, it is simple to test and debug them locally using Flask's integrated development server.

7.5.2 A Scalable Framework

Flask supports extensions that can add application features as if they were implemented in Flask itself.
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Scalability is one of Flask's strongest suits. According to the demands of your application, Flask is
intended to be a lightweight, adaptable framework that can be easily scaled up or down. A modular

architecture, which enables developers to add or remove components as needed, is used to achieve this.

Along with its modular structure, Flask offers a variety of in-built scalability-enhancing features. For
instance, Flask's built-in support for caching and session management can enhance your application's
performance. Asynchronous programming is also supported by Flask, which is helpful when working

with big volumes of data or processing-intensive jobs.

The use of extensions is a further means of scaling Flask. Developers from the big and vibrant Flask
community have produced a broad variety of extensions that can be utilised to enhance the functionality
of your application. You can quickly and simply add additional functionality to your application as

needed by installing and configuring these extensions.

7.5.3 A Community Framework

Building a community framework for web applications is possible using Flask. We will examine the
major characteristics of Flask, such as its lightweight architecture, straightforward routing system, and
potent templating engine, that make it suitable for community-based web development. Additionally,
we'll go through some recommended practices for using Flask to develop a community-based online
application, such as user authentication, database integration, and security considerations.

Flask can give you the tools and flexibility you need to construct a dynamic and interesting community-

based web application, whether you're creating a social network, an online forum, or a platform for
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collaborative content. Let's explore Flask's world and see how it can assist you in creating your next

online project.

7.6 Architecture of Flask

Flask is based on MVC architecture.

2. Route to appropriate Laravel Contraller

Routing
1. Submit User Request
- = - -
i W a
E (¢ W) @
"ol e
o, 070G
-] Wi
cantrn”er 3. Interact with Data Model

5. Render view in users browser

4. Contreller invokes results View

Model Q—D@

Database

View

Figure 7.1

7.7 Setting Up the Environment

Before getting started with the Flask framework, it is important to set up the environment properly.

Here are the steps to follow:

Install Python: Flask is a Python web framework, so you'll need to have Python installed on your

computer. You can download Python from the official website (https://www.python.org/downloads/).

Make sure to install the latest stable version of Python.
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Install Flask: Once Python is installed, you can install Flask using the following command in the

terminal or command prompt:

pip install Flask

This will install the latest stable version of Flask on your computer.

Create a Virtual Environment: It is recommended to create a virtual environment for your Flask projects
to avoid conflicts with other Python packages. You can create a virtual environment using the following

command:

python -m venv myenv

This will create a virtual environment named "myenv" in the current directory.

Activate the Virtual Environment: Once the virtual environment is created, you need to activate it using

the following command:

For Windows:

myenv\Scripts\activate

For Linux/Mac:

source myenv/bin/activate

Set up a Flask Project: Now that the virtual environment is activated, you can create a new Flask project

using the following command:
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flask new myproject

This will create a new Flask project named "myproject" in the current directory.

Run the Flask App: Finally, you can run the Flask app using the following command:

flask runs.

This will start the development server on your local machine. You can access the Flask app by visiting

http://localhost:5000/ in your web browser.

7.8 Setting up the Routes

The ability to handle routes, which control how incoming requests are processed by the

application, is one of Flask's core capabilities.

You must first construct a Flask application instance using the Flask class in order to configure

routes in Flask. You then use this instance to provide the routes for your application.

The route() decorator is used to define routes in Flask. This decorator ties a URL pattern to a
view function, which is then called whenever the appropriate URL is requested. It accepts a

pattern of URLSs as its parameter.
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B8 yolovs app
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Microsoft Windows [Version 18.6.22621.1413]
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7.9 Creating Views

To create a view in Flask, you define a Python function that handles a specific URL. A view function is

a Python function that accepts a request object and returns a response object.

wied for safe code browsing. Trust this window to enable all festures.  Manage  Learm More
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7.10 Using the Interface.

Home page of the website where user can open the webcam and start using the model

Data Acquisition and Crime Anomaly Detection

BE A sescn e OB = € @ @ % ~ Tom YUV O

Figure 7.3: Webapp interface

3. Cam portion with detection occurring.
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