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Abstract

CCAAT enhancer binding protein alpha (C/EBPα), is a fundamental transcrip-

tion factor for granulopoiesis (formation of granulocytes i.e. white blood cells)

but its expression is downregulated in leukemia. Downregulation of E2F1, the

expert controller of myeloid cell proliferation by C/EBP α is significant for granu-

lopoiesis as it is involved in activation of microRNA-223 (miR-223). Latter studies

show that miR-223, a transcriptional focus of C/EBP α, acts as a discriminating

player during granulopoiesis and is downregulated in distinctive subtypes of Acute

Myeloid Leukemia. Discrete modeling formalism of René Thomas is a well-known

methodology utilized for demonstration and examination of Biological Regula-

tory Networks (BRNs). Logical parameters for the BRN were induced utilizing

René Thomas formalism, executed in SMBioNet. Discrete modeling of the BRN

is further carried out to foresee behaviors which either prompt ordinary granu-

locytic differentiation or differentiation blockage using GENOTECH tool. The

results obtained from GENOTECH suggest that out of 16 models, the models ob-

tained from multivalued boolean logic (e.g. BRN named as 12121) provided better

results rather than models obtained from boolean formalism. Further on, the re-

sults generated from these models suggest that downregulation of E2F1 because

of increased threshold levels of C/EBPα and miR-223 can lead towards normal

granulopoiesis instead of uncontrolled proliferation (the myeloid cells). The delay

constraints are computed by using hybrid model (Bio-Linear Hybrid Automaton)

which characterize the homeostasis of the BRN. These findings suggest that E2F1



can be potential therapeutic target for AML.
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Chapter 1

Introduction

1.1 Cancer

Cancer is a class of ailments described by immature cell development. Each type

of cancer is characterized by the sort of cell that is at first influenced. Cancer

damages the body when immature cells isolate destructively to forms swellings and

tumors (aside from leukemia where disease restricts typical to blood by irregular

cell division in the circulatory system) [1, 2]. Tumors can develop and meddle

different biological systems, and they can secrete hormones that change body

functions. Tumors that stay at one spot and exhibit constrained development are

said to be benevolent [3].

Most risky, or harmful, tumors occur when two conditions happen:

� a cancerous cell gets by all through the body utilizing the blood or lymphatic

system, destroying favorable tissues in a process known as intrusion [4]

� cancerous cell figures out how to duplicate and develop, making blood vessels

to nourish itself in a mechanism called angiogenesis [5]

At the point when a tumor effectively spreads to different body parts and

develops, attacking and obliterating other normal tissues, the phenomenon is clas-
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sified as being metastasized [6, 7] . This procedure itself is known as metastasis,

and the result is a drastic state that is exceptionally hard to treat [8].

1.2 Diagnosis of Cancer

As earlier the malignancy is spotted and treated, the greater are the chances of

its being cured. A few types of tumor, for example, skin, breast, testicles, rectum,

prostate and mouth may be caught by normal examination towards oneself or

other screening measures before the tumor gets severe. Most cases of malignancy

are caught and diagnosed when altered indications are observed or after a tumor

can be sensed. In few cases, malignancy is diagnosed by chance as an after-effect

of treatment of other therapeutic conditions [9].

Cancer diagnosis begins with a thorough physical examination and a wide-

ranging restorative history. Blood and stool lab reports can catch differences

from the normal that may demonstrate cancer. At the moment of suspection of

tumor, imaging tests such as CT scan, MRI, fiber-optic endoscopy and ultrasound

examinations aid specialists to concentrate over the malignancy’s area and size.

To confirm the conclusion of most malignancies, a biopsy is to carried out in which

a specimen of tissue is expelled from the suspected tumor and is studied under a

microscope to report for malignant cells [1, 10].

1.3 Advancement of Cancer

Certain interactions amongst different types of cells and the extracellular matrix

that holds them together cause them to detach at the tumor site, they get expelled

and reattach themselves at another site. It is considered that this revelation is

critical in light of the fact that growth mortality is predominantly because of

metastatic tumors that develop from cells that move from their unique site to an
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alternate place in the body. Just 10% of cancerous cases are created by the primary

tumors [11]. Figuring out how to prevent malignant cells from adhering to new

destinations could meddle up with metastatic ailment, and end the development

of auxiliary tumors [8].

Figure 1.1: Normal and Cancerous Cells. Most common differences between
normal and cancerous cells [1].
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1.4 Causes of Cancer

Cancer is eventually the after-effect of cells which wildly develop and do not cease

to duplicate. Ordinary body cells follow an organized way of development, divi-

sion, and death. Apoptosis is defined as a programmed cell death, and when this

procedure is interrupted, malignant tumors are formed. Contrary to normal cells,

cancer cell do not encounter apoptosis and rather keep on growing and multiply

rapidly. This prompts a mass of irregular cells that keeps on multiplying [8].

1.5 Types of Cancer

There are more than 200 sorts of cancer. There are sixty separate organs in the

body where a malignancy can develop. Out of them blood cancer is one of the

most important type :

1.5.1 Blood Cancer

Blood cancer affects the production and function of different blood cells. Typically

blood cells are produced in bone marrow. Stem cells present in bone marrow

mature and grow into three types of blood cells i.e. red blood cells, white blood

cells and platelets. Generally in cancers the production of normal blood cells is

interrupted by uncontrolled growth of an immature or abnormal blood cell. This

abnormal mass of cells prevents normal body functions. Cancerous cell can assault

any natural process of the human physiology. As a feature of blood cancer, the

quickly increasing dangerous cells are discovered assaulting the distinctive parts

of the circulatory system. Other than blood and the lymphatic system; the bone

marrow can likewise be the center of attack.
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1.5.2 Types of Blood Cancer

Fundamentally, there are three forms of blood cancer. Each of the cancer likewise

include a few varieties, however as a rule this growth is sorted into the accompa-

nying sorts :

� Leukemia- With spurt in the abundance of cancerous cells influencing either

the marrow or the blood, the capability of the circulatory framework to

create blood is extremely hindered.

� Lymphoma- The tumor cells influencing the lymphocytes are known as

the lymphoma. Lymphocytes are one of the mixed bags of white blood

corpuscles.

� Myeloma- In general as a part of Myeloma, the plasma (an alternate mixed

bag of WBC) is influenced by the cancerous cells.

Amongst them the most common type of blood cancer is Leukemia. Leukemia

belongs to the type of cancer that affects white blood cells. It is regarded as

overproduction of immature WBCs called blasts involving an abnormal production

of granulocytes, myelocytes, and myeloblasts in the circulating blood. Generally,

Leukemia term is used for a number of diseases affecting blood, bone marrow

(specially referred to myeloid tissues), spleen and typically lymphoid system also

called hematological neoplasms.

So the basic features characterizing leukemia are:

� Ability to proliferate continuously

� Due to mutations affecting growth factors

� Transcription errors

� Arrested development of normal cells

5



1.5.3 Symptoms

Leukemia is marked by an acute loss of healthy red blood corpuscles and incor-

porates the indications of anemia, frequent faintness and compelling exhaustion.

Hence one influenced by it is liable to sweat and go under shortness of breath

in course of performing everyday exercises of the normal kind. Powerlessness to

disease and swelling of the lymph nodes are a portion of symptoms of Leukemia.

Blood tests are expected to present higher counts of white blood cells. Leukemia

might be acute or chronic. An individual distressed with the former type may not

show any of these side effects. Then again, in leukemia of the intense sort, the

indications are prone to show with rapid acuteness.

There are four basic types of leukemias :

� Acute myeloid leukemia (AML)

� Chronic myeloid leukemia (CML)

� Acute lymphocytic leukemia (ALL)

� Chronic lymphocytic leukemia (CLL)

An alternate kind of leukemia, hairy cell leukemia, is an uncommon subtype

of chronic lymphocytic leukemia (CLL). It is created by an expanded number of

lymphocytes and advances gradually. It is called “hairy ” on account of its distinct

appearance of cells during invitro analysis. The essential contrasts between the

four basic sorts of leukemia need to do with their rates of movement and where

the disease starts. Chronic leukemic cells do not develop fully, so they are not

as equipped for shielding against contaminations as typical lymphocytes. Acute

leukemic cells start to duplicate before any immune response gets developed [12].

Our main focus of study is on molecular pathogenesis of acute myeloid leukemia

(AML) which will be discussed in further sections.
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Figure 1.2: Symptoms of Acute Myeloid Leukemia.The most common symptoms
of Leukemis are weakness, shortness of breath, pain, fatigue, loss of appetite, swelling
and night sweats [1].

1.5.4 Problem Statement

In spite of the fact that AML is generally an uncommon disease, representing

roughly 1.2% of malignancy deaths in the United States [13], its frequency is

observed to get increased as the population increases. Therefore, by modeling

different transcription factors related to it we can predict notable therapeutic

techniques to fight against this disease and modeling of its molecular pathway

provides us a better understanding of its causes and the factors that should be

considered to avoid such drastic disease.
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1.6 Theme of Study

The essential theme of study is the application of formal techniques, for example

logical formalism and model checking on the transcription factors involved in AML

and their impact on malignancy at different threshold levels. Overall, the study

focuses on the computational methodologies of systems biology and network biol-

ogy in the modeling and analysis of these procedures so as to guide the behavioral

inclinations of the included proteins.
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Chapter 2

Literature Review

2.1 Acute Myeloid Leukemia

Acute myeloid leukemia (AML) symbolizes a grouping of clonal hematopoietic

stem cell in which loss of functionality related to overproliferation and differen-

tiation in the undifferentiated cells, bring about collection of malfunctioned cells

termed myeloblasts. While the particular reason for this natural irregularity in any

individual patient is generally obscure, the thriving understanding of the heredi-

tary underpinnings of leukemia is starting to prompt a wide number of treatments,

huge numbers of which are in clinical improvement [14].

2.2 Epidemiology

The yearly occurrence of AML in infants up to 15 years old is evaluated to be

between 507 cases for every million infants at danger, representing 15.20 % of

all childhood leukemias [15]. The top frequency of infant AML happens in the

first year of existence with 30% of childhood AML patients being patinger than 2

years at examination. The rate remains relatively steady from 3 years of age all

through early age and adulthood. There is a slight female transcendence in babies
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following a higher frequency in males, however no solid sex particular contrast in

occurrence is observed.

2.3 Molecular Basis of AML

The essentials of particular cytogenetic injuries as capable determinants of the

remedial reaction proposes that different transformational mechanisms connected

with these injuries are likely to specifically impact the affectability of the leukemic

blast cells. It is important that we can comprehend why certain cytogenetic in-

juries are connected with a favorable result, we may have the capacity to apply this

learning to enhance the therapeutic methodology among patients with AML. The

recent research on hereditary focuses basic AML-related cytogenetic anomalies and

the illustration of their components of activity have started to give discriminating

experiences into this issue.

The most well-known targets of AML-related chromosomal translocations are

genes that encode DNA transcriptional complexes. Transformation in each of these

cases seems to come about because of the generation of translocated proteins that

meddle in an overwhelming way with the function of the wild protein. Investigation

of three particular genetic lesions has given basic experiences into the pathogenesis

of AML and has effectively served to recognize subgroups for therapies [16].

Table2.1 demonstrates the most continuous chromosomal translocations in

myeloid malignancies. Commonly translocations are said to promote the combi-

nation of two genes encoding factors associated with transcription. These factors

show conservation during evolution, and are vital in embryonic development and

additionally in ordinary hematopoiesis. TFs included in AML incorporate core

binding factor (CBF), retinoic acid receptor alpha (RARa), homeobox (HOX)

family, and mixed lineage leukemia (MLL).
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Table 2.1: Chromosomal abnormalities related to Aute
Myeloid Leukemia

Chromosome Abnormality Disease Fusion Gene
t(6;11)
t(10;11)
t(11;17)
t(11;19)
t(4;11)

AML-M5

AML-M5
MLL-AF6AF6q21

MLL-AF10;CALM -AF10
MLL-AF17/AF17q25

MLL-AF4
t(8;21)(q22;q22) AML-M2 AML1-ETO

t(15;17)(q21-11-22) AML-M3 PML-RARalpha
t(11;17)(q23;q21) AML-M3 PIZF–RARalpha
t(9;11)(p22-q23) AML-M4 MLL-AF9

2.4 Transription Factors involed in AML

2.4.1 CCAAT/enhancer binding proteins (C/EBPs)

Recently, a connection between the transcription factors of gene expression and

proliferation cycle has been identified. A fundamental type of these transcrip-

tion factors is the CCAAT/enhancer binding protein (C/EBP) group of basic

leucine zipper domain proteins. These transcription factors control the differen-

tiation process of stem cells, and have key parts in controlling cell multiplication

through connection with cell cycle proteins. Their significance during the time

of differentiation and proliferation has made them significant controllers during

tumorigenesis [17].

2.4.2 MicroRNA 223

MicroRNAs (miRNAs) belong to the novel class of non-coding RNAs. These

are expressed widely in animals and plants in order to regulate post transcrip-

tion gene regulation either by cleavage or translational repression of their specific

target mRNAs. miRNAs range about 21-25 nucleotides in length. They play a

significant role on control of gene expression in different biological processes at

specific stages. They are an important cell regulator as affecting almost every
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function of cell, for example, antiviral defense, cell differentiation, development,

survival and apoptosis [18].

MicroRNA-223 (miR-223) can upregulate ordinary granulopoiesis. miR-223

functionality is managed by two unique C/EBPα positions. It is reported that

miR-223 is suppressed to a great extent in individuals suffering from AML. By

sequencing, it is found that miR-223 concealment in AML is not brought on by

DNA changes, nor it is intervened by promoter hypermethylation. Results propose

that miR-223 concealment in AML is brought on by its interaction with another

transcription factor named E2F1 [19].

2.4.3 E2F1

E2F1 is a protein (transcription factor) that in homosapiens is encoded by the

E2F1 gene. This protein is a part of the E2F group of TFs. The E2F family plays

an important part in the control of cell cycle and in activity of tumor silencing

proteins and additionally focuses on different proteins related to DNA viruses

causing tumors.

Later studies demonstrate the capability of E2F1 to control miRNAs also how

this could be important in the pathogenesis of certain malignancies. E2F1 has

been indicated to meddle with myeloid cell differentiation and also seen to promote

myeloid progenitors proliferation.

2.4.4 Role of Transcription Factors during AML

CCAAT enhancer binding protein α (C/EBP α) works as a key arbitrator of gran-

ulopoiesis. It is observed that in mice C/EBPα silencing demonstrates a particular

deadlock in the differentiation of granulocytes. In AML, C/EBPα is deregulated

by different procedures including its transformations. Restraint of E2F function-
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Figure 2.1: Transcription Factors involved in AML. Entities involved in Acute
Myeloid Leukemia are C/EBPα, E2F1 and miR-223.

ality by C/EBPα is a key point for the antimitotic functionality of C/EBPα in

granulopoiesis. Targeted interruption in C/EBPα required for E2F binding brings

about block of granulopoiesis in mice. Study reveals that, mice convey a germline

transformation that deregulates C/EBPα linked E2F suppression, develop AML.

Interestingly, E2F1 has the capacity to repress granulopoiesis and force myeloid

cell-cycle movement. On the other hand, there has been no complete mechanism

showed for C/EBPα interceded E2F1 suppression in granulopoiesis. miRNAs is

a novel family of gene regulators and are observed to play key roles in biologic

mechanisms, for example, cell differentiation, proliferation and apoptosis, all of

which are often influenced in AML. Developing number of studies exhibit that the

deregulation of miRNAs is connected with the advancement of numerous malig-

nancies incorporating leukemia. In granulopoiesis, microRNA-223 (miR-223) is a

standout element amongst the most discriminating miRNAs. miR-223 has been

demonstrated to be regulated by myeloid TFs, for example, C/EBPs and PU.1.

The vital part of miR-223 in granulopoiesis was demonstrated by a late finding

13



Figure 2.2: Model for the role of C/EBPα, miR-223 and E2F1. Top panel
shows that C/EBPα transactivates miR-223 promoter which in return represses E2F1
activity and induce granulocytic differentiation. Bottom panel shows deactivation of
C/EBPα which results in accumulation of E2F1 and favors myeloid cell proliferation as
over expression inhibits miR-223 transcription [20].

that mice having dearth of miR-223 show abnormal granulopoiesis. Interestingly,

miR-223 is inactivated by the oncoprotein AML1/ETO in AML.

Deep analysis provides new bits of knowledge to the C/EBPα mediated hin-

drance of myeloid cell-cycle pathway, which is a key step disturbed in diverse

subtypes of AML. In this study, we demonstrated that C/EBPα positively influ-

ences miR-223, and miR-223 interrupts myeloid cell cycle by focusing on E2F1. We

cannot exclude the plausibility of miR-223 focusing on other cell-cycle controllers

during granulopoiesis. The overexpressed E2F1 could bind to the miR-223 pro-

moter and thus prompt a further decay in miR-223 product which is represented by

a negative feedback loop thus promoting progression of myeloid cell-cycle. Over-

expression of E2F1 has been indicated to be an oncogenic occasion that inclines

cells to transform [21,22].
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2.5 General Treatments for Acute Myeloid Leukemia

The fundamental treatment for AML is chemotherapy. Different medicines for

AML incorporate growth factors, radiotherapy, and bone marrow or stem cell

transplants. The treatment of AML changes relying upon its kind, patient’s fit-

ness, and patient’s age and level of health.

2.5.1 Induction

The point of this treatment is to kill the leukemia cells. It is called remission

induction. After remission there is no indication of leukemia in patient’s blood or

bone marrow. You may need to stay under doctor’s administration for a month.

Before pati begin chemotherapy patient may need to have blood transfusions and

platelet transfusions. After that patient is treated with chemotherapy [23].

2.5.2 Consolidation

Once there is no indication of the leukemia, patient have consolidation treatment

to stop it returning once more. Consolidation treatment may mean

� More chemotherapy

� A transplant

� A transplant with patient’s blood undifferentiated stem cells (this is infre-

quently utilized for AML)

2.6 Graphical Models

A graphical model using parametric biological linear hybrid automata (Bio-LHA)

was developed which represented the molecular connections as a biological regu-

latory network (BRN) improved with parametric time delays. This methodology
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was a mixture of discrete and continuous domain in which the diverse oscilla-

tory trajectories of the AML were represented while evaluating the time delays

eventually leading to those states.

2.7 Aims and Objectives

The above mentioned figure 2.2 does not represent that at which threshold values

these three transcription factors target each other during AML or normal con-

ditions. Therefore, we proposed a graphical modeling approach with the aim of

showing the links between these three transcription factors. The specific objectives

of the proposed methodology are

� Construction of Biological Regulatory Network

� Modeling of observations using CTL formulas and then analyzing their dy-

namics with discrete and hybrid formalisms

� Inferring qualitative model based on observations

� Analysis of critical paths and expression dynamics of entities of BRN

� Refinement of qualitative model by incorporating time delays

� Construction of linear hybrid model of BRN

� Analysis of hybrid model for invariance kernel

16



Chapter 3

Materials and Methods

3.1 Dynamic model

A network is a potent tool in system biology to explore the essential biological

problem, for example complex disease occurrence and development pathway and

the current cell reprogramming. Networks can be exploited to determine novel

genes that play role in specific biological processes since cellular functions rely

on physical, genetic and other types of interactions. Network dynamics is the

study of network’s behaviors that change over time [24]. It is utilized to study

the mechanism of complex biological pathways. For instance, living cells respond

to apoptosis signals is crucial for appropriate development and maintenance of

hemeostasis of body. Chang.Gu, et al. explored TNF provoked apoptosis, and

developed a mathematical model devoid of the bi-stability requirement. Their

simulation discovered a pulse increasing of caspase-3 activation following signal-

ing stimulation to activate the irreversible death program, which is in accordance

with the experimental observations. The dynamic model (real time model) is

used to model and express the behavior of the system over time. The description

involves equations explaining the time dependence of all state variables of the sys-

tem. To demonstrate a biological network as a dynamical system, identification
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of the variables (signaling molecules, protein species) involved, how they interact

(network connections), and state variables’ values and their interactions changing

over time is required [25]. Current progress in high-throughput techniques have

generated large amount of biological data reflecting different interactions at vari-

ous stages. A cell reacts to stimuli in its environment including interactions and

regulation at the gene, protein or metabolism level via synchronized biological

processes. For instance, the proteins involved in transcription regulation either

induce or inhibit the transcription of genes, resulting in an increase or decrease of

expanse of mRNA expression. In return, this alters the levels of proteins in a cell

leading to a different phase, or possibly a new response of cell. Hence a complex

network of interactions is formed by the genes and their products, in which each

component can positively or negatively affect the behavior of other component in

the system. Proteins are part of intricate interactions as they form large complexes

that play an important role in post-translational modification of other proteins.

A biological system comprises of huge number of elements (i.e., genes, proteins

and metabolites) and their intricate interactions could be represented in a unified

form through network modeling. In network modeling, the nodes (vertices) repre-

sent the components of the system, while edges (links) represent the interactions

between the nodes. In a network, edges are placed according to the direction of

information flow or mass transfer. The positive sign in the interaction represents

activation whereas, the negative sign signifies inhibition. These processes at di-

verse stages can be presented as networks of signal transduction and, biological

regulatory networks (BRNs) and, protein–protein interaction networks and, and

metabolic networks and, respectively. Principally, BRN nodes comprises of genes,

mRNAs, and proteins, whereas the edges symbolize transcription, translation, and

protein–protein interactions. Biological system consists of complicated network of

interactions and interpreting the dynamics of these networks is the initiative to-

wards cell behavior. The representation of network offers a detailed structural
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examination and dynamic modeling of the biological system under study. Struc-

tural analysis utilizes graph-theoretical measures, for instance shortest paths and

centrality measures, to mine information about the heterogeneity and network

organization. In dynamic models, nodes are the molecular species in a network

that explain variation in population intensities of these species with the passage

of time. Dynamic modeling methods are categorized into two main types, i.e.

continuous or discrete, depending on the depiction of nodes’ states. Continuous

models are illustrated as differential equations sets, hence is the supreme approach

to understand the dynamics of biological systems. Though, using such models is

vulnerable to the inadequacy of the kinetic parameters [26]. Alternatively qual-

itative description can be achieved by discrete models, for example finite state

logical models parameters [27]. The space between discrete and continuous mod-

els can be covered by piece-wise linear differential equation (hybrid) models which

connects them by illustrating each node with two variables, a continuous concen-

tration and a discrete activity. Regulatory relationships can be logically described

with linear concentration decay that can be modeled through the illustrated ap-

proaches. Model selection relies totally on the amount of measurable aspects of

the experimental facts existing: continuous models could be used when adequate

kinetic data exists, discrete models are appropriate for systems which are poorly

characterized with kinetic particulars, and hybrid models are implemented when

limited data about kinetic parameters is obtainable.

In short a directed graph is defined as follows:

Definition 1 ( Directed Graph). “A directed graph G(N,E) is a tuple,

where :

� set of all nodes is N and

� set of ordered pair of edges or arcs is denoted by E ⊆ N × N

(ei, ej) is an edge which is considered to be directed from ei to ej, where ei is
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called the head and ej is called the tail. In G(N,E), G−(e) and G+(e) denote sets

of predecessors and successors, respectively, of a node e ∈ N.N respectively.” [28]

3.2 Biological/Gene regulatory Network

A biological regulatory network (BRN) is a set of relations among biological enti-

ties (e.g., proteins in a biological signaling network). The interactions can be ei-

ther positive (activation) or negative (inhibition). BRNs control the rate at which

transcription of genes into mRNA takes place and interaction between genes and

proteins in a cell. BRN is used to investigate dynamical behavior of proteins in a

biological system.

A BRN is defined as :

Definition 2 (BRN). “A biological regulatory network (BRN) is a labeled

directed graph G(N,E), where the set of nodes N represents biological entities and

interactions between entities are represented by the set of edges E ⊆ N × N in

which each edge ei → ej is labelled by a couple (jeiej , ηeiej), jeiej being a positive

integer representing qualitative threshold and ηeiej being either (+) or (-) sign

representing activation or inactivation, respectively. Moreover, we define :

� The outdegree of ei is the total number of targets of ei, it is denoted by pei

� Set Zei = {0, 1, ...., rei } of an entity ei represents its qualitative levels (con-

centration levels) where rei = max{jei,ek | ek ∈ G+(ei)}.” [28]

However, BRN itself is a static diagram, and in spite of the fact that it demon-

strates the element prerequisites for the interactions, it cannot determine to the

trajectories of BRN behaviors. Such dynamics are rather represented by the state

graph produced against a specific set of parameters deduced by the behaviors of

entities as a function of resources available for that entity in a given state. The

states, resources and the state graphs are formally defined as :
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Definition 3 (Qualitative States). “A qualitative state s ∈ S of a BRN

G(N,E) is a tuple which denotes a configuration of the qualitative expression levels

of all entities. The set of states is :

S =
∏

ei∈NZei

Vector (sxei )∀ei∈N represents the qualitative states, where level of expression

(concentration) of a product ei is denoted by xei [29] ”

Definition 4 (Resources). “At level xei , the set of resources Qxei
of an

entity ei ∈ N is defined as {Qxei
= ej ∈ G−(ei)|(xej) ≥ jejei and ηejei =

(+) or (xej < jejei and ηejei = (−)}

In the above definition, it is to be noted that the inhibitor is considered as an

activator in its absence.

One associates with each qualitative state, the set of resources of each entity

which corresponds to the set of predecessors which effectively control the entity

(either a present activator or an absent inhibitor).

Definition 5 (Logical Parameters). “Logical parameters influence the dy-

namic behavior of a BRN. The set of logical parameters are defined as K(G) =

{Kei(Qxei
) ∈ Zei∀ei ∈ N} [29].”

Definition 6 (Evolution Operator). “The evolution operator � is defined

as,

xei � Kei(Qxei
) =


xei + 1 ifxei < Kei(Qxei

);

xei − 1 ifxei > Kei(Qxei
);

xei ifxei = Kei(Qxei
).

where xei and Kei(Qxei
) ∈ {0}

⋃
N. [29]”

Definition 7 (State Graph). “Let G(N,E) be a BRN, let s = (sxei ) be

a state and consider the family of logical parameters K(G). The state graph of
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the model is the directed graph noted G = (S, T) where S is the set of states

and T ⊆ S × S is the relation between states called transition relation such that

s→ s′ ∈ T if and only if :

1. 3 unique ei ∈ N such that sxei 6= s′xei and s′xei = sxei � Kei(Qxei
), and

2. ∀ej ∈ N\{ei}s′xej = sxej [29] ”.

3.2.1 Computaional Tree Logic

A CTL formula expresses a dynamical property that is applicable on all the asyn-

chronous state transition graphs resulting from monotonous parameterizations of

the network.

The state graph is considered when every state of the graph satisfies the for-

mula; the satisfactory relation between a state and a formula being defined as

follows. Firstly, if the formula is merely a propositional formula (that does not

comprise temporal operators for example EX or AG), then the satisfactory rela-

tion is normal. Secondly, a state O fulfills a CTL formula of the forms mentioned

below

EX CTL: If a transition occurs beginning from O progressing to a state

fulfilling the formula CTL.

AF CTL: If each transition beginning from O progressing to a state fulfilling

the formula CTL.

EF CTL: If a path occurs beginning from O that progresses to a state fulfilling

the formula CTL.

AF CTL: If each path commencing from O progressing to a state fulfilling

the formula CTL.

EG CTL: If a path starting from O that includes only those states fulfilling

the formula CTL.
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AG CTL: If each infinite path that begins from O includes those states ful-

filling the formula CTL.

E CTL1 U CTL2: If a path occurs beginning from O that includes a state

s fulfilling the formula CTL2 and each state earlier than s’ in the path fulfills the

formula CTL1.

A CTL1 U CTL2: If each path beginning from O includes a state s fulfilling

the formula CTL2 and each state earlier than s’ in the path fulfills the formula

CTL 1.

3.2.2 Hybrid Modeling using Time Delays

Hybrid models permit joint representation for both discrete and continuous mod-

els. They have been effectively utilized within the most recent decades, specifically

for the validation and verification of real-time and embedded systems. Generally,

a hybrid model involves a clock along with a location (discrete). It also consists

of continuous transition that represents the time lapsed at that location. During

evolution of a gene/protein c, its expression level moves from abstract level x to

x+1 after a certain time delay d+c . Similarly, during its inhibition its abstract level

changes from x+1 to x after the time delay d−c . A sufficient change in the con-

centration of a protein occurs after the mentioned time delay periods. Figure 3.1

represents the activation and inhibition of a gene/ protein with reference to time

delays [30].Hybrid models permit joint representation for both discrete and contin-

uous models. They have been effectively utilized within the most recent decades,

specifically for the validation and verification of real-time and embedded systems.

Generally, a hybrid model involves a clock along with a location (discrete). It also

consists of continuous transition that represents the time lapsed at that location.

During evolution of a gene/protein c, its expression level moves from abstract level

x to x+1 after a certain time delay d+c . Similarly, during its inhibition its abstract
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level changes from x+1 to x after the time delay d−c . A sufficient change in the

concentration of a protein occurs after the mentioned time delay periods. Figure

3.1 represents the activation and inhibition of a gene/ protein with reference to

time delays [31].

Figure 3.1: Continuous evolution. Actual evolution related to expression of a
gene. [28].

Figure 3.2: Discrete Evolution. Discrete approximation of the actual evolution [28].

Clocks are continuous type variables utilized within timed automaton models

[32], which belong to a class of hybrid automata [33]. Each protein is connected

with a clock variable h that synchronously evolves with time (rate of clock is

equal to 1). These clock delays reflect the attributes of continuous dynamics

inside the accessible discrete formalism [30]. The time measured by the clock

variable h between two levels is known as the delay between these levels. The

starting valuation of the clock variable is set as zero and when the estimation of

this clock variable is equivalent to delay time d+ or d−, the move between two
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levels happens. The delay d+ or d− represents time taken from x to x+1 (positive

delay) or x+1 to x (negative delay), respectively (figure 3.1 and 3.2). The speed

by which the clock variable h advances is demonstrated by the derivative dc/dt

= ξ (rate), where rate lies in the set {0,1,-1}. This portrays the advancement

of the associated variable, which demonstrates and represents evolution level of

a protein [30, 34]. We hence get a hybrid model that is suitable to represent

the continuous and discrete dynamics of the frameworks that we considered. In

this current research, unvalued parameters are considered as delays which lead

to the definition of parametric Bio Linear Hybrid Automata (Bio-LHA) for the

representation of the E2F1 and miR-223 related BRN, as discussed in the following

section.

Clocks are continuous type variables utilized within timed automaton models

[32], which belong to a class of hybrid automata [33]. Each protein is connected

with a clock variable h that synchronously evolves with time (rate of clock is

equal to 1). These clock delays reflect the attributes of continuous dynamics

inside the accessible discrete formalism [30]. The time measured by the clock

variable h between two levels is known as the delay between these levels. The

starting valuation of the clock variable is set as zero and when the estimation of

this clock variable is equivalent to delay time d+ or d−, the move between two

levels happens. The delay d+ or d− represents time taken from x to x+1 (positive

delay) or x+1 to x (negative delay), respectively (figure 3.1 and 3.2). The speed

by which the clock variable h advances is demonstrated by the derivative dc/dt

= ξ (rate), where rate lies in the set {0,1,-1}. This portrays the advancement

of the associated variable, which demonstrates and represents evolution level of

a protein [30, 34]. We hence get a hybrid model that is suitable to represent

the continuous and discrete dynamics of the frameworks that we considered. In

this current research, unvalued parameters are considered as delays which lead

to the definition of parametric Bio Linear Hybrid Automata (Bio-LHA) for the
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representation of the E2F1 and miR-223 related BRN, as discussed in the following

section.

Figure 3.3: Patial view of Bio-LHA of the AML associated BRN.States are
represented by 100, 000, and 001 consisting of three entities i.e. C/EBPα(c), miR-
223(m) and E2F1(e)

“Let the set of constraints C=(X,P ), C≤(X,P ), and C≥(X,P ) for =, ≤ , and

≥, respectively, where the real valued variables are given X and parameters by

P.”Formally, the Bio-LHA is then defined as,

Definition 8 (Parametric Bio-LHA). “Parametric Bio-LHA B is repre-

sented as tuple (L, l0, X, P, E, Inv, Dif) where

� L is a finite set of locations,

� l0 ∈ is the initial location,

� P is a finite set of parameters (delays),
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� X is a finite set of real-valued variable (clocks),

� E ⊆ L ×C=(X,P) ×2X× L represents the finite set of edges, e=(l,g,R,l’)∈E

represents an edge from location l to location l’ with the guard g on the

transition and reset set R ⊆ X i.e. set of clocks in guard g is a subset of R.

� Inv: L→C≤(X,P )
⋃
C≥(X,P ) assigns an invariant to any location,

� Dif: L × X→ {-1,0,1} maps each pair (l, h) to an evolution rate.

The Transition System related semantics of the parametric Bio-LHA is given below

according to the time domain T, where T* = T/{0}.” [29]

Definition 9 (Semantics of Bio-LHA). “Let γ be a valuation for the param-

eters P and υ represents the values of clocks in a location. The (T, γ )-semantics

of a parametric Bio-LHA H = (L, l0, X, P, E, Inv, Dif) is defined as a timed

transition system SH = (S, s0,T,→) where:

1. S = {(l, υ) | l ∈ L and υ � Inv(l)}.

2. s0 is the initial state and

3. the relation → ⊆ S × T × S is defined for t ∈ T as :

� discrete transitions: (l, υ)
0−→ (l’, υ’) iff ∃ (l,g,R,l’) ∈ E such that g(υ)=

true, ∃’(h)= 0 if h ∈ R and υ’(h) if h @ R

� continuous transitions: For t ∈ T∗, (l, υ) → (l’, υ’) iff l’ = l, (υ’(h)=

v(h)+ Dif (l,h) × t, and for every t’ ∈ [0,t], (υ (h)+ Dif(l,h) × t’) � inv(l)

”. [29]

The partial view of Bio-LHA of the AML associated BRN is represented in

figure 3.3 where dh represents the rate of clock and the inequalities represent the

location invariant e.g. hc 6d+c briefs that clock associated with C/EBPα should

be strictly less than or equal to activation delay of C/EBPα.
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Utilizing the semantics of the Bio-LHA by Ahmad et al [30] we defined the

temporal state space and the invariance kernel set which has been stated below.

Denition 10 (Temporal Zone). “Temporal zone is defined as a zone where

time elapses until a discrete transition between states happens.” [28]

Definition 11 (Temporal State Space). “The temporal state of a BRN is

made out of the complete set of temporal zones inferred from the discrete model of

the said BRN.” [28]

Definition 12. (Invariance Kernel). “A trajectory ψ(t) is viable in set S

if ψ(t) ∈ S for all t ≥ 0. The subset K of S is said to be invariant if for any point

p ∈ K there exist a minimum one trajectory starting in p, and every trajectory

starting in p is viable in K. Given a set S, its largest invariant subset is called the

invariance kernel of S. ” [28]
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Chapter 4

Results and Discussion

4.1 Selection of Logical parameters

The BRN was constructed on the basis of methodology defined in the previous

section. The edges defined in figure 4.1 represent the following behavior of TFs

related to AML.

� According to the René Thomas multivalued approach sixteen possible com-

binations of the BRN were possible (on the basis of principle that each node

can have a threshold value equal to its outgoing degree). Although the

boolean approach was enough to discuss about the steady stable states of

the TFs, but eventually it didn’t lead towards the cyclic behaviors which are

quite important for this particular regulatory network [35].

� The different number of BRNs according to possible threshold values were

then given to SMBioNet for the deduction of the parameters, the source

code of which is given in Appendix. For convenience, the CTLs for sixteen

different BRNs are divided into four cases. Sections are made on the basis

of maximum threshold values of C/EBPα and E2F1.
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Case 1

(C=0 ∧ M=0 ∧ E=0) →AX(EF (C=0 ∧ M=0 ∧ E=0)) (4.1)

(C=0 ∧ M=0 ∧ E=0) → E F (A G(C=2 ∧ M=1 ∧ E=0)) (4.2)

(C=0 ∧ M=0 ∧ E=0) → E F (A G(C=0 ∧ M=0 ∧ E=2)) (4.3)

Case 2

(C=0 ∧ M=0 ∧ E=0) → E F (A G(C=2 ∧ M=1 ∧ E=0)) (4.4)

(C=0 ∧ M=0 ∧ E=0) → E F (A G(C=0 ∧ M=0 ∧ E=1)) (4.5)

Case 3

(C=0 ∧ M=0 ∧ E=0) → E F (A G(C=1 ∧ M=1 ∧ E=0)) (4.6)

(C=0 ∧ M=0 ∧ E=0) → E F (A G(C=0 ∧ M=0 ∧ E=2)) (4.7)
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Case 4:

(C=0 ∧ M=0 ∧ E=0) → E F (A G(C=1 ∧ M=1 ∧ E=0)) (4.8)

(C=0 ∧ M=0 ∧ E=0) → E F (A G(C=0 ∧ M=0 ∧ E=1)) (4.9)

In the above mentioned cases ‘C’ represents the transcription factor C/EBPα,

‘M’ represents miRNA-223, and ‘E’ represents another transcription factor E2F1.

The above mentioned CTLs are used to find parameters of such BRNs in which the

maximum threshold values of C/EBPα and E2F1 are taken up till 2. The initial

state represents the state where all entities are at threshold level ‘0’. The first CTL

formula implements the condition that all successor states from the starting state

(0,0,0) are constantly ready to evolve and will eventually end at the initial state

(0,0,0) (cyclic behavior). The second CTL formula suggests that from the initial

state there exist a path in future in which all paths starting from the given initial

location contains only a state satisfying the given CTL formula. In simpler words

there exist a path from the initial state (0,0,0) that will lead to a state where

miR-223 and C/EBPα are at maximum threshold level 1 and 2, respectively.

This CTL represents a biological phenomenon that during normal granulopoiesis

C/EBPα up regulates and transactivates miR-223 promoter, which thus prompts

E2F1 suppression and restraints cell-cycle movement bringing forward myeloid

differentiation. This explains the fact that when C/EBPα is at its maximum

threshold 2 it also activates miR-223 at its maximum threshold level 1 which

in return deactivates E2F1 with threshold level -1. The third CTL represents

that from the initial state there exist a path that will lead towards the diseased

condition (0,0,2). Biologically, it is said that targeted interruption in C/EBPα
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Figure 4.1: AML associated BRN. Auto regulatory feedback loop between
C/EBPα, miR-223 and E2F1. Whereas edges are represented by e1, e2, e3, e4 and
e5 respectively. Arrows indicate the direction of activation/inhibition

required for E2F1 binding brings about block of granulopoiesis in mice [36]. Study

reveals that, mice convey a germline transformation that deregulates C/EBPα

linked E2F suppression, and develop AML. Interestingly, E2F1 has the capacity

to repress granulopoiesis and forces myeloid cell-cycle movement. Cases 2 and

3 also represent the above mentioned phenomenon but with different threshold

values of C/EBPα and E2F1. There is a bit difference in case 4 i.e. the CTL

related to cyclic behavior of initial condition is not included because there does

not exist a cyclic trajectory when the BRN in figure 4.1 is made with the help of

Boolean formalism proposed by René Thomas.

Table 4.1: Name of BRN models according to their CTL conditions.

CTL Cases
Threshold of BRNs in the order of

e1, e2, e3, e4 and e5
Case 1 12221, 21211, 12121, 12211, 21121, 22211, 22121, 21221,22221
Case 2 21111,12111, 22111
Case 3 11121, 11211, 11221
Case 4 11111
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4.2 Results Generated from SMBioNet

The parameters generated by SMBioNet show significant expression levels ac-

cording to the set of resources. When any activator is mentioned in the set, it

represents its presence and in case of inhibitor it represent its absence or vice

versa e.g. K miR-223 {C/EBPα, E2F1} = 1 suggests the presence of its activator

C/EBPα and absence of its inhibitor E2F1 leads to evolution of miR-223 towards

its maximum threshold level i.e. 1. Rest of the parameters and their selected

values are mentioned in table 4.2 according to different cases.

Table 4.2: Possible parameter values for the selected models.

Parameters Resources
Selected
Values for
Case 1

Selected
Values for
Case 2

Selected
Values for
Case 3

Selected
Values for
Case 4

K C/EBPα
φ
{E2F1}

0
2

0
2

0
1

0
1

K miR-223

φ
{C/EBPα}
{E2F1}
{E2F1, C/EBPα}

0
1
0
1

0
1
0
1

0
1
0
1

0
1
0
1

K E2F1

φ
{C/EBPα}
{miR-223}
{C/EBPα, miR-223}

0
0
0
2

0
0
0
1

0
0
0
2

0
0
0
1

4.3 Qualitative Analysis of State Graph

The selected parameters mentioned in table 4.2 were used to model the BRN us-

ing GENOTECH. The resultant state graphs of the above mentioned four cases

comprised of 18 states (for case 1), 12 states (for cases 2 and 3) and 8 states (for

case 4). In each case, two deadlocks were observed.
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Figure 4.2: Normal and divergent trajectories (a). State Graph corresponding to
Case 1. Each block represents an entity and the values inside them indicate qualitative
levels of TFs according to the order (C/EBPα, miR-223, E2F1) Two steady stable states
were observed. The first deadlock (2,1,0) indicates the overexpression of C/EBPα and
miR-223 and low expression of E2F1 that lead towards blockage of S phase during
cell cycle resulting in granulopoiesis. The second deadlock (0,0,2) indicates the high
expression of E2F1 which results in myeloid cell proliferation leading towards AML.
Dotted lines indicate the bifurcating states that lead towards deadlock (0,0,2)

� First deadlock (2,1,0) or (1,1,0), depicted the same phenomenon i.e. when

C/EBPα is overexpressed in normal stem cells, it regulates the expression

of miR-223 which in return deactivates the transcriptional activity of tran-

scription factor E2F1 and facilitates the process of normal granulocytic dif-

ferentiation [19,37].

� Second deadlock (0,0,2) or (0,0,1) signifies the cellular proliferation leading

to AML. These phenomena suggest that when a chromosomal transloca-

tion occurs e.g. AML1/ETO miR-223 is deregulated which leads towards

the aggregation of E2F1. The overexpressed E2F1 binds at the transcrip-

tional/promoter site of miR-223 (instead of allowing C/EBPα to bind at
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promoter site of miR-223) thus leading towards transcriptional block. Lack

of production of miR-223 is regulated by a negative feedback loop leading

towards uncontrolled cell proliferation ehich is the main cause of AML.

Figure 4.3: Normal and divergent trajectories (b). State Graph corresponding
to Case 2 and 3. Dotted lines indicate the bifurcating states.

Amongst 16 BRNs, cyclic behavior was observed in only four of them i.e.

BRN 12221 , BRN 12121, BRN 12211 and BRN 12111. It is very important to

observe cyclic behaviour as they lead towards homeostasis. The human body deals

with large number of exceptionally perplexing collaborations to keep up offset or

maintain feedbacks to work inside a typical range. These communications inside

the body encourage important steady changes related to physical and chemical

working. This procedure is fundamental to the survival of the humans. Similarly,

few transcription factors or proteins play crucial role in maintaining homeostasis

referring to any specific phenomena e.g. in case of granulopoiesis, expression levels

of C/EBPα and E2F1 play important role in maintaining homeostasis which when

disturbed may lead to AML. The number of cycles also show the evidence that

granulopoiesis or proliferation – both of them have options to evolve in response
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to changes in transcription factors at any given moment. States graphs of the

BRNs showing the cyclic behavior are mentioned in the figures 4.2 and 4.3. The

state diagram, demonstrating stable states, shows up in another window with it

set of instructions to discover cycles, paths, and neighboring states (see Figure 10).

GENOTECH, likewise gives a choice to save the state graph in DOT format [38]

for visualization in Graphviz software [39].

Figure 4.4: AML associated BRN along with threshold values. One of the
AML associated auto regulatory negative feedback loop based on multivalued formal-
ism from which cycles were observed and further Hytech results were deduced from
it. Furthermore, it suggests that multivalued AML associated BRN was better than
boolean formalism as it also deals with the cyclic trajectories which were not observed
in BRN with boolean thresholds.

4.4 Refinement of Cycles Using Time Delays

As defined earlier refinement of cycles using time delays is done by hybrid model-

ing. HyTech is a Linux-based symbolic model checker for linear hybrid automata

of embedded and real-time systems. HyTech computes the constraints of the pa-
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rameters to find good values such that the system satisfies a given property. It

is used to get the constraints of BRN that do predictions about production and

degradation time of proteins of the pathway [40].

The selected cycle (on the basis of convergence to produce an Invariance Ker-

nel) were then converted into BIO-LHA. The invariants, rates, guards and other

parameters were assigned as per the detailed modeling description given in section

3, with the HyTech source code provided in Appendix.

Table 4.3: Cycles Obtained from GENOTECH

Number of
Cycles

Cyclic Behaviour of Entities

(in Order of C/EBPα, miR-223 and E2F1)

Cycle 1 [(0,0,0), (1,0,0), (1,0,1), (1,0,2), (1,1,2), (0,1,2), (0,1,1), (0,1,0), (0,0,0)]
Cycle 2 [(0,0,0), (1,0,0), (1,0,1), (1,0,2), (1,1,2), (1,1,1), (0,1,1), (0,1,0), (0,0,0)]
Cycle 3 [(0,0,0), (1,0,0), (1,0,1), (1,1,1), (0,1,1), (0,1,0), (0,0,0)]

“We define the full period (denoted π(u))as the sum of all delays for a gene u

to pass sequentially and successively, once through each of all its existance [41].”

The BRNs under study generated three cyclic trajectories using HyTech hav-

ing some common overlapping states. The above mentioned cycles in table 4.3

were modeled in HyTech. The delay constraints generated by model checker are

composed of equalities and inequalities which determine the stability or instability

of the cycle. The most important delay constraints are discussed below:

1. 2δ+E2F10
+ δ+C/EBPα0

+ | δ−C/EBPα1
| = δ+miR−2230 + | δ−miR−2231|

We can deduce important relation from the above equation i.e.

� π (C/EBP α ) 6 π (miR-223)

Thus the BRN in which the path leading towards the granulopoiesis is in-

volved during the blockage of S phase is possible when C/EBP α full period

is less than that of a full period of miR-223.
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This proves the fact that human granulopoiesis is controlled by a negative

feedback loop including miR-223 and two transcriptional variables, E2F1 and

C/EBPα. These two TFs compete for binding with the miR-223 promoter:

E2F1 keeps miR-223 at low levels, though its substitution by C/EBPα,

upregulates miR-223 transcription. The opposition by C/EBPα and the

granulocytic separation are supported by a negative feedback loop in which

miR-223 suppresses E2F1 translation [17,42].

The second very significant constraint implies that

2. δ+C/EBPα0
= |δ−E2F11

|

This illustrates that activation delay of C/EBPα is equal to the negative de-

lay of E2F1. This constraint predicts that the rate of activation of C/EBPα

is equal to the rate of inhibition of E2F1 during sustained homeostatsis

(characterized by invariance kernel) This property is hard to verify by in

vitro means and generally it can be biologically proven with the fact that

C/EBPα strictly controls cell-cycle regulation and is evolved during differen-

tiation of myeloid cells. The development hindering movement of C/EBPα

suppress tumorigenesis in myeloid cells and other different tissues. Several

studies have investigated the system by which C/EBPα supresses prolifera-

tion at the G1-S phase through E2F system. It is also suggested that E2F1

binds to miR-223 promoter in the uninduced state and this coupling is di-

minished by C/EBP α interference. During granulopoiesis, C/EBP α binds

and transactivates miR-223 promoter, which prompts E2F1 deregulation and

hindrance of cell-cycle movement bringing about myeloid differentiation.

3. L= π (miR-223)

The above mentioned equation states that complete oscillation of miR-223

takes more time as compared to other four entities involved in the cycle. This can
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also be seen from the relationship 1 (in case of C/EBPα) that period of miR-223

is greater. Furthermore it also shows that reactivity of AML is related to the the

delay taken by miR-223 to complete its qualitative cycle.
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Chapter 5

Conclusion

In conclusion, our study gives deeper insights about the computational proof re-

lated to different leukemic conditions created as a consequence of chromosomal

translocations in E2F1 and miR-223 mediated regulatory pathway. Computa-

tional discrete modeling related to AML mediated pathway demonstrated that

threshold levels of E2F1 carries out a vital role in myeloid cell proliferation by

diminishing the role of C/EBPα in the the transcription of miR-223 promoter.

Discrete modeling formalism of René Thomas followed by hybrid modeling is a

well-known methodology utilized for demonstration and examination of BRNs. In

this research, we predicted that the activity of E2F1 at different threshold lev-

els is the turning point towards clearance or propagation of tumor. Our results

verified that higher concentration of C/EBPα should be maintained in cells in

order to deregulate E2F1 mediated feedback loop. The over expression of E2F1

favours myeloid cell proliferation which may further lead to inactivation of miR-

223 resulting in AML. The important delay constraints explains that in order to

maintain the homeostasis degradation rate of E2F1 must be kept equal to the

activation rate of C/EBPα. However the violation of this constraint diverge the

system towards the deadlock(unfavorable state). Thus these factors prove to be

an appealing focus of new medication for AML patients. Pulikkan et.al. have re-
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vealed that mutant form of C/EBPα fails to interact with E2F1 to induce miR-223

production. Similarly, several other studies also reveal that E2F1 is a potential

target in designing drugs for AML patients. Our results verify these studies and

also suggest that suppression of E2F1 would be beneficial. Accordingly, while

designing medications against AML, the expression level of E2F1 must be down

regulated by utilizing miR-223 or by planning such inhibitors for E2F1 proteins

which keep them inactive. This would increase the activation rate of C/EBPα

and helps in higher expression of miR-223. The present study helps us to com-

prehend the molecular system of E2F1 and miR-223 mediated pathway and to

identify new targets for drug design. The above analysis urge that down regula-

tion of E2F1 can help in maintaining homoeostasis by regulating the expression

of C/EBPα , which further regulates miR-223 transcription. The present study,

affirms that focusing on E2F1 in miR-223 mediated pathway can be helpful and

prognostic marker against AML. Previously, it was accounted that C/EBPα may

be focused for medications in AML, since C/EBPα is likewise included in other

diverse cell activities consequently we recommend that E2F1 may be a superior

focus as compared with C/EBPα and miR-223. These findings recommend that

treatments against AML should target E2F1 i.e. inhibitor should be intended to

suppress E2F1 activity.
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Appendix

Appendix A

SMBioNet source files

Input file of AML Associated BRN

Generelized SMBioNet file

VAR

c=0 2;

m=0 1;

e=0 1;

REG

c [c>=1]=> m;

c [c<2]=> e;

m [m<1]=> e;

e [e<1]=> c;

e [e<1]=> m;

CTL

#((c=0&m=0&e=0)->AX(EF(c=0&m=0&e=0)))

#&

((c=0&m=0&e=0)->EF(AG(c=2&m=1&e=0)))

&

((c=0&m=0&e=0)->EF(AG(c=0&m=0&e=1)))

Output file of AML Associated BRN

# MODEL 1

# K_c = 0

# K_c+e = 2

47



# K_m = 0

# K_m+c = 0

# K_m+e = 0

# K_m+c+e = 1

# K_e = 0

# K_e+c = 0

# K_e+m = 0

# K_e+c+m = 1

# MODEL 2

# K_c = 0

# K_c+e = 2

# K_m = 0

# K_m+c = 1

# K_m+e = 0

# K_m+c+e = 1

# K_e = 0

# K_e+c = 0

# K_e+m = 0

# K_e+c+m = 1

# MODEL 3

# K_c = 0

# K_c+e = 2

# K_m = 0

# K_m+c = 0

# K_m+e = 1

# K_m+c+e = 1

# K_e = 0

# K_e+c = 0

# K_e+m = 0

# K_e+c+m = 1

# MODEL 4
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# K_c = 0

# K_c+e = 2

# K_m = 0

# K_m+c = 1

# K_m+e = 1

# K_m+c+e = 1

# K_e = 0

# K_e+c = 0

# K_e+m = 0

# K_e+c+m = 1
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Appendix B

Invariance Kernels

Table 1: The cycle and invariance kernel corresponding to the BRN 12111.

Cycle: 000→ 100→ 101→ 102→ 112→ 111→ 011→ 010→ 000

Invariance Kernel (conjuncts of I–IV)

I. π(CEBPA0,1) + 2δ+E2F10
= π(MIR2230,1)

II. |δ−E2F11
| = π(CEBPA0,1) + δ+E2F10

III. δ+E2F10
≤ δ+MIR2230

IV. δ+MIR2230
≤ 2δ+E2F10

+ |δ−CEBPA1
|

Table 2: The first cycle and invariance kernel corresponding to the BRN 1212.

Cycle: 000→ 100→ 101→ 102→ 112→ 012→ 011→ 010→ 000

Invariance Kernel (conjuncts of I–V)

I. δ+CEBPA0
+ δ+E2F10

+ π(E2F11,2) = π(MIR2230,1)

II. δ+CEBPA0
= |δ−E2F11

|
III. δ+E2F10

+ δ+E2F11
≤ δ+MIR2230

IV. δ+MIR2230
≤ 2δ+E2F10

+ |δ−CEBPA1
|

V. δ+E2F10
+ |δ−CEBPA1

| ≤ π(E2F11,2)
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Table 3: The second cycle and invariance kernel corresponding to the BRN 1212.

Cycle: 000→ 100→ 101→ 102→ 112→ 111→ 011→ 010→ 000

Invariance Kernel (conjuncts of I–V)

I. π(E2F11,2) + |δ−E2F11
| = π(CEBPA0,1) + δ+E2F10

II. π(CEBPA0,1) + 2δ+E2F10
= π(MIR2230,1)

III. δ+E2F10
+ δ+E2F11

≤ δ+MIR2230

IV. δ+MIR2230
+ |δ−E2F11

| ≤ π(CEBPA0,1) + 2δ+E2F10

V. δ+CEBPA0
≤ |δ−E2F11

|

Appendix C

HyTech Source Files

1st Cycle 12111

-- gene No0 = CEBPA

-- gene No1 = MIR223

-- gene No2 = E2F1

var

dpCEBPA0,dpMIR2230,dpE2F10,dnMIR2231,dnE2F11,dpCEBPA1,dnCEBPA1,dnCEBPA2: parameter;

hCEBPA,hMIR223,hE2F1,h :analog;

k,n,l: discrete;

automaton auto

synclabs: ;

initially loc_000;

-- for the configuration 0,0,0

loc loc_000: while hCEBPA <= dpCEBPA0 wait {dhCEBPA=1,dhMIR223=1,dhE2F1=1,dh=1}

when hCEBPA=dpCEBPA0 do {hCEBPA’=0, k’=k+1, l’=l+h, h’=0} goto loc_100;

-- for the configuration 0,1,0

loc loc_010: while hCEBPA <= dpCEBPA0 & hMIR223 >= dnMIR2231 wait {dhCEBPA=1,dhMIR223=-1,dhE2F1=1,dh=1}

when hMIR223=dnMIR2231 do {hMIR223’=0, k’=k+1, l’=l+h, h’=0} goto loc_000;

-- for the configuration 0,1,1

loc loc_011: while hE2F1 >= dnE2F11 wait {dhCEBPA=1,dhMIR223=-1,dhE2F1=-1,dh=1}

when hE2F1=dnE2F11 do {hE2F1’=0, k’=k+1, l’=l+h, h’=0} goto loc_010;
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-- for the configuration 1,0,0

loc loc_100: while hE2F1 <= dpE2F10 wait {dhCEBPA=1,dhMIR223=1,dhE2F1=1,dh=1}

when hE2F1=dpE2F10 do {hE2F1’=0, k’=k+1, l’=l+h, h’=0} goto loc_101;

-- for the configuration 1,0,1

loc loc_101: while hMIR223 <= dpMIR2230 wait {dhCEBPA=-1,dhMIR223=1,dhE2F1=-1,dh=1}

when hMIR223=dpMIR2230 do {hMIR223’=0, k’=k+1, l’=l+h, h’=0} goto loc_111;

-- for the configuration 1,1,1

loc loc_111: while hCEBPA >= dnCEBPA1 wait {dhCEBPA=-1,dhMIR223=-1,dhE2F1=-1,dh=1}

when hCEBPA=dnCEBPA1 do {hCEBPA’=0, k’=k+1, l’=l+h, h’=0} goto loc_011;

end

-- Analysis commands

var

portrait,fstate,nes_cyc_length,pln_cyc_length,fixpoint,r_ini,r_old,r_new,r_acc: region;

r_ini:=loc[auto]=loc_000 & hCEBPA>=0 & hMIR223>=0 & hE2F1=0 & hCEBPA <= dpCEBPA0;

r_new:=hide k,n in hull (post(r_ini & k=n) & ~k=n) endhide;

r_old:=r_ini & ~r_ini;

nes_cyc_length:= h=0 & l=0;

while not empty(r_new) and empty(r_new & r_ini) do

r_old:=r_new;

r_new:=hide k,n in hull(post(r_new & k=n) & ~k=n) endhide;

nes_cyc_length:=hide n in hull(post(nes_cyc_length & k=n) & ~k=n) endhide ;

endwhile;

-- To verify that the initial zone is accessible from itself

if not empty (r_new & r_ini) then

-- if accessible

r_acc:=hide k,n in hull(post(r_new & k=n) &~k=n) endhide;

r_old:=r_ini & ~r_ini; --empty region initialization

while not empty(r_acc) and not r_new=r_old do

r_old:=r_new;

while not empty(r_acc) and empty(r_acc & r_ini) do

r_acc:= hide k,n in hull(post(r_acc & k=n) &~k=n) endhide;

nes_cyc_length:=hide n in hull(post(nes_cyc_length & k=n) & ~k=n) endhide ;

endwhile;

r_acc:=hull(r_acc & r_ini);

r_new:=hull(r_acc & r_new);

--print hide non_parameters in r_new endhide;

r_acc:=hide k,n in hull(post(r_new & k=n) & ~k=n) endhide;

endwhile;

if not empty(r_new) then

prints "============================================================";

--prints "Constrained region of the Invariance Kernel in the zone:";

--print hide h in r_new endhide;
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--prints "============================================================";

--prints "============================================================";

prints "Delay constraints:";

print hide hCEBPA,hMIR223,hE2F1,h in r_new endhide;

prints "============================================================";

prints "============================================================";

else

prints "Invariance kernel does not exist from the initial region";

endif;

else

-- if not accessible

prints "The initial region is not accessible from itself hence";

prints "there is no initial condition that leads to an invariance kernel.";

endif;

--Length of an I.K

fixpoint:=r_new;

if not empty(r_new) then

--the following algorithm finds the length of the trajectory in time units

pln_cyc_length:= h=0 & l=0;

portrait:=r_new;

portrait:=portrait | r_acc;

pln_cyc_length:=hide n in hull(post(pln_cyc_length & k=n) & ~k=n) endhide ;

r_old:=r_ini & ~r_ini; --empty region initialization

while not r_new=r_old do

r_old:=r_new;

r_acc:= hide n in hull(post(r_new & k=n) & ~k=n) endhide;

portrait:=portrait | r_acc;

r_new:=hull(r_acc | r_new);

pln_cyc_length:= hide n in hull(post(pln_cyc_length & k=n) & ~k=n) endhide ;

endwhile;

prints "============================================================";

--prints "All regions of the invariace kernel:";

--print hide h in hull(portrait) endhide;

prints "============================================================";

prints "Length of a plain cycle is:";

print hide hCEBPA,hMIR223,hE2F1,h in hull(pln_cyc_length & r_ini) endhide;

prints "============================================================";

prints "Length of a nested cycle is:";

print hide hCEBPA,hMIR223,hE2F1,h in hull(nes_cyc_length & r_ini) endhide;

prints "============================================================";

endif;
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2nd Cycle 12121

-- gene No0 = CEBPA

-- gene No1 = MIR223

-- gene No2 = E2F1

var

dpCEBPA0,dpMIR2230,dpE2F10,dnMIR2231,dnE2F11,dpCEBPA1,dnCEBPA1,dnCEBPA2: parameter;

hCEBPA,hMIR223,hE2F1,h :analog;

k,n,l: discrete;

automaton auto

synclabs: ;

initially loc_000;

-- for the configuration 0,0,0

loc loc_000: while hCEBPA <= dpCEBPA0 wait {dhCEBPA=1,dhMIR223=1,dhE2F1=1,dh=1}

when hCEBPA=dpCEBPA0 do {hCEBPA’=0, k’=k+1, l’=l+h, h’=0} goto loc_100;

-- for the configuration 0,1,0

loc loc_010: while hCEBPA <= dpCEBPA0 & hMIR223 >= dnMIR2231 wait {dhCEBPA=1,dhMIR223=-1,dhE2F1=1,dh=1}

when hMIR223=dnMIR2231 do {hMIR223’=0, k’=k+1, l’=l+h, h’=0} goto loc_000;

-- for the configuration 0,1,1

loc loc_011: while hE2F1 >= dnE2F11 wait {dhCEBPA=1,dhMIR223=-1,dhE2F1=-1,dh=1}

when hE2F1=dnE2F11 do {hE2F1’=0, k’=k+1, l’=l+h, h’=0} goto loc_010;

-- for the configuration 1,0,0

loc loc_100: while hE2F1 <= dpE2F10 wait {dhCEBPA=1,dhMIR223=1,dhE2F1=1,dh=1}

when hE2F1=dpE2F10 do {hE2F1’=0, k’=k+1, l’=l+h, h’=0} goto loc_101;

-- for the configuration 1,0,1

loc loc_101: while hMIR223 <= dpMIR2230 wait {dhCEBPA=-1,dhMIR223=1,dhE2F1=-1,dh=1}

when hMIR223=dpMIR2230 do {hMIR223’=0, k’=k+1, l’=l+h, h’=0} goto loc_111;

-- for the configuration 1,1,1

loc loc_111: while hCEBPA >= dnCEBPA1 wait {dhCEBPA=-1,dhMIR223=-1,dhE2F1=-1,dh=1}

when hCEBPA=dnCEBPA1 do {hCEBPA’=0, k’=k+1, l’=l+h, h’=0} goto loc_011;

end

-- Analysis commands

var

portrait,fstate,nes_cyc_length,pln_cyc_length,fixpoint,r_ini,r_old,r_new,r_acc: region;

r_ini:=loc[auto]=loc_000 & hCEBPA>=0 & hMIR223>=0 & hE2F1=0 & hCEBPA <= dpCEBPA0;

r_new:=hide k,n in hull (post(r_ini & k=n) & ~k=n) endhide;
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r_old:=r_ini & ~r_ini;

nes_cyc_length:= h=0 & l=0;

while not empty(r_new) and empty(r_new & r_ini) do

r_old:=r_new;

r_new:=hide k,n in hull(post(r_new & k=n) & ~k=n) endhide;

nes_cyc_length:=hide n in hull(post(nes_cyc_length & k=n) & ~k=n) endhide ;

endwhile;

-- To verify that the initial zone is accessible from itself

if not empty (r_new & r_ini) then

-- if accessible

r_acc:=hide k,n in hull(post(r_new & k=n) &~k=n) endhide;

r_old:=r_ini & ~r_ini; --empty region initialization

while not empty(r_acc) and not r_new=r_old do

r_old:=r_new;

while not empty(r_acc) and empty(r_acc & r_ini) do

r_acc:= hide k,n in hull(post(r_acc & k=n) &~k=n) endhide;

nes_cyc_length:=hide n in hull(post(nes_cyc_length & k=n) & ~k=n) endhide ;

endwhile;

r_acc:=hull(r_acc & r_ini);

r_new:=hull(r_acc & r_new);

--print hide non_parameters in r_new endhide;

r_acc:=hide k,n in hull(post(r_new & k=n) & ~k=n) endhide;

endwhile;

if not empty(r_new) then

prints "============================================================";

--prints "Constrained region of the Invariance Kernel in the zone:";

--print hide h in r_new endhide;

--prints "============================================================";

--prints "============================================================";

prints "Delay constraints:";

print hide hCEBPA,hMIR223,hE2F1,h in r_new endhide;

prints "============================================================";

prints "============================================================";

else

prints "Invariance kernel does not exist from the initial region";

endif;

else

-- if not accessible

prints "The initial region is not accessible from itself hence";

prints "there is no initial condition that leads to an invariance kernel.";

endif;

--Length of an I.K
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fixpoint:=r_new;

if not empty(r_new) then

--the following algorithm finds the length of the trajectory in time units

pln_cyc_length:= h=0 & l=0;

portrait:=r_new;

portrait:=portrait | r_acc;

pln_cyc_length:=hide n in hull(post(pln_cyc_length & k=n) & ~k=n) endhide ;

r_old:=r_ini & ~r_ini; --empty region initialization

while not r_new=r_old do

r_old:=r_new;

r_acc:= hide n in hull(post(r_new & k=n) & ~k=n) endhide;

portrait:=portrait | r_acc;

r_new:=hull(r_acc | r_new);

pln_cyc_length:= hide n in hull(post(pln_cyc_length & k=n) & ~k=n) endhide ;

endwhile;

prints "============================================================";

--prints "All regions of the invariace kernel:";

--print hide h in hull(portrait) endhide;

prints "============================================================";

prints "Length of a plain cycle is:";

print hide hCEBPA,hMIR223,hE2F1,h in hull(pln_cyc_length & r_ini) endhide;

prints "============================================================";

prints "Length of a nested cycle is:";

print hide hCEBPA,hMIR223,hE2F1,h in hull(nes_cyc_length & r_ini) endhide;

prints "============================================================";

endif;

3rd Cycle 12122

-- gene No0 = CEBPA

-- gene No1 = MIR223

-- gene No2 = E2F1

var

dpCEBPA0,dpMIR2230,dpE2F10,dpE2F11,dnMIR2231,dnE2F11,dnE2F12,dpCEBPA1,dnCEBPA1,dnCEBPA2: parameter;

hCEBPA,hMIR223,hE2F1,h :analog;

k,n,l: discrete;

automaton auto

synclabs: ;

initially loc_000;

-- for the configuration 0,0,0
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loc_000: while hCEBPA <= dpCEBPA0 wait {dhCEBPA=1,dhMIR223=1,dhE2F1=1,dh=1}

when hCEBPA=dpCEBPA0 do {hCEBPA’=0, k’=k+1, l’=l+h, h’=0} goto loc_100;

-- for the configuration 0,1,0

loc loc_010: while hMIR223 >= dnMIR2231 wait {dhCEBPA=1,dhMIR223=-1,dhE2F1=1,dh=1}

when hMIR223=dnMIR2231 do {hMIR223’=0, k’=k+1, l’=l+h, h’=0} goto loc_000;

-- for the configuration 0,1,1

loc loc_011: while hE2F1 >= dnE2F11 wait {dhCEBPA=1,dhMIR223=-1,dhE2F1=-1,dh=1}

when hE2F1=dnE2F11 do {hE2F1’=0, k’=k+1, l’=l+h, h’=0} goto loc_010;

-- for the configuration 1,0,0

loc loc_100: while hE2F1 <= dpE2F10 wait {dhCEBPA=1,dhMIR223=1,dhE2F1=1,dh=1}

when hE2F1=dpE2F10 do {hE2F1’=0, k’=k+1, l’=l+h, h’=0} goto loc_101;

-- for the configuration 1,0,1

loc loc_101: while hE2F1 <= dpE2F11 wait {dhCEBPA=-1,dhMIR223=1,dhE2F1=1,dh=1}

when hE2F1=dpE2F11 do {hE2F1’=0, k’=k+1, l’=l+h, h’=0} goto loc_102;

-- for the configuration 1,0,2

loc loc_102: while hMIR223 <= dpMIR2230 wait {dhCEBPA=-1,dhMIR223=1,dhE2F1=-1,dh=1}

when hMIR223=dpMIR2230 do {hMIR223’=0, k’=k+1, l’=l+h, h’=0} goto loc_112;

-- for the configuration 1,1,1

loc loc_111: while hCEBPA >= dnCEBPA1 wait {dhCEBPA=-1,dhMIR223=-1,dhE2F1=-1, dh=1}

when hCEBPA=dnCEBPA1 do {hCEBPA’=0, k’=k+1} goto loc_011;

-- for the configuration 1,1,2

loc loc_112: while hE2F1 >= dnE2F12 wait {dhCEBPA=-1,dhMIR223=-1,dhE2F1=-1, dh=1}

when hE2F1=dnE2F12 do {hE2F1’=0, k’=k+1} goto loc_111;

end

-- Analysis commands

var

portrait,fstate,nes_cyc_length,pln_cyc_length,fixpoint,r_ini,r_old,r_new,r_acc: region;

r_ini:=loc[auto]=loc_000 & hCEBPA>=0 & hMIR223>=0 & hE2F1=0 & hCEBPA <= dpCEBPA0;

r_new:=hide k,n in hull (post(r_ini & k=n) & ~k=n) endhide;

r_old:=r_ini & ~r_ini;

nes_cyc_length:= h=0 & l=0;

while not empty(r_new) and empty(r_new & r_ini) do

r_old:=r_new;

r_new:=hide k,n in hull(post(r_new & k=n) & ~k=n) endhide;

nes_cyc_length:=hide n in hull(post(nes_cyc_length & k=n) & ~k=n) endhide ;

endwhile;

-- To verify that the initial zone is accessible from itself

if not empty (r_new & r_ini) then

-- if accessible

r_acc:=hide k,n in hull(post(r_new & k=n) &~k=n) endhide;

r_old:=r_ini & ~r_ini; --empty region initialization

while not empty(r_acc) and not r_new=r_old do
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r_old:=r_new;

while not empty(r_acc) and empty(r_acc & r_ini) do

r_acc:= hide k,n in hull(post(r_acc & k=n) &~k=n) endhide;

nes_cyc_length:=hide n in hull(post(nes_cyc_length & k=n) & ~k=n) endhide ;

endwhile;

r_acc:=hull(r_acc & r_ini);

r_new:=hull(r_acc & r_new);

--print hide non_parameters in r_new endhide;

r_acc:=hide k,n in hull(post(r_new & k=n) & ~k=n) endhide;

endwhile;

if not empty(r_new) then

prints "============================================================";

--prints "Constrained region of the Invariance Kernel in the zone:";

--print hide h in r_new endhide;

--prints "============================================================";

--prints "============================================================";

prints "Delay constraints:";

print hide hCEBPA,hMIR223,hE2F1,h in r_new endhide;

prints "============================================================";

prints "============================================================";

else

prints "Invariance kernel does not exist from the initial region";

endif;

else

-- if not accessible

prints "The initial region is not accessible from itself hence";

prints "there is no initial condition that leads to an invariance kernel.";

endif;

--Length of an I.K

fixpoint:=r_new;

if not empty(r_new) then

--the following algorithm finds the length of the trajectory in time units

pln_cyc_length:= h=0 & l=0;

portrait:=r_new;

portrait:=portrait | r_acc;

pln_cyc_length:=hide n in hull(post(pln_cyc_length & k=n) & ~k=n) endhide ;

r_old:=r_ini & ~r_ini; --empty region initialization

while not r_new=r_old do

r_old:=r_new;

r_acc:= hide n in hull(post(r_new & k=n) & ~k=n) endhide;

portrait:=portrait | r_acc;

r_new:=hull(r_acc | r_new);
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pln_cyc_length:= hide n in hull(post(pln_cyc_length & k=n) & ~k=n) endhide ;

endwhile;

prints "============================================================";

--prints "All regions of the invariace kernel:";

--print hide h in hull(portrait) endhide;

prints "============================================================";

prints "Length of a plain cycle is:";

print hide hCEBPA,hMIR223,hE2F1,h in hull(pln_cyc_length & r_ini) endhide;

prints "============================================================";

prints "Length of a nested cycle is:";

print hide hCEBPA,hMIR223,hE2F1,h in hull(nes_cyc_length & r_ini) endhide;

prints "============================================================";

endif;

59


	Title
	Contents
	Acronyms
	Introduction
	Cancer
	Diagnosis of Cancer
	Advancement of Cancer
	Causes of Cancer
	Types of Cancer
	Blood Cancer
	Types of Blood Cancer
	Symptoms
	Problem Statement

	Theme of Study

	Literature Review
	Acute Myeloid Leukemia
	Epidemiology
	Molecular Basis of AML
	Transription Factors involed in AML
	CCAAT/enhancer binding proteins (C/EBPs)
	MicroRNA 223
	E2F1
	Role of Transcription Factors during AML

	General Treatments for Acute Myeloid Leukemia
	Induction
	Consolidation

	Graphical Models
	Aims and Objectives

	Materials and Methods
	Dynamic model
	Biological/Gene regulatory Network
	Computaional Tree Logic
	Hybrid Modeling using Time Delays


	Results and Discussion
	Selection of Logical parameters
	Results Generated from SMBioNet
	Qualitative Analysis of State Graph
	Refinement of Cycles Using Time Delays

	Conclusion
	Appendix

